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Abstract—The need for high performance, productive and 
dependable industrial systems has conducted to the design of 
complex operational architectures. Many features and 
subsystems are employed and added to a system to produce a 
fault-tolerant system. All of these subsystems will interact with 
each other to improve the global system’s performances. Each 
feature/component has its own dynamic and performances and 
the interactions between them may induce a difficulty to control 
and evaluate the system’s behavior. This paper proposes the use 
of an integrated modeling approach for fault tolerant systems 
based on stochastic activity networks. This approach allows the 
evaluation of some system’s performance parameters like the 
reliability, availability and maintenance costs.  

Index Terms—Reliability, Diagnosis, Reconfiguration, 
Maintenance, Stochastic activity networks, Monte Carlo 
Simulation. 

I. INTRODUCTION 

There are two major complementary approaches to design 
performances and dependable industrial systems: 

- Off-line approaches: during the design stage, the 
dependability factors RAMS (reliability, availability, 
maintainability and safety) are computed using 
various analysis tools and methods. This allows the 
implementation of material architectures that meet 
the RAMS requirements. 

- On-line approaches: some sub-systems that insure 
key functions like monitoring, fault detection and 
isolation, system reconfiguration and maintenance, 
are used to enhance the system’s behavior when 
faults/failures occur. 

Usually, these two studies are not conducted jointly while it 
is clear that each one is tightly connected to the other and 
influenced by it. Indeed, as explained before many-subsystems 
co-exist in fault tolerant (FT) systems, like the supervision or 
diagnosis system and backup systems. The role of the 
supervision system is to diagnose the occurrence of faults, i.e., 
to detect and localize the system’s faults. Fault diagnosis in 
fault tolerant systems allows some recovering actions like 
reconfiguration and maintenance. Material reconfiguration is 
employed if backup components/systems are used. In the case 
of fault tolerant control, the diagnosis procedure allows the 

system to switch from one control law to another according to 
the system’s architecture obtained after the fault occurrence 
[1]. Maintenance actions can also be undertaken the repair the 
components which faults have been diagnosed. All these 
functions and subsystems interact with each other to improve 
the dependability of the resulting fault tolerant system. 
Nevertheless, they are not totally reliable and therefore, their 
performances should be taken into account when assessing the 
dependability of the FT-system.  

Consider the diagnosis procedure for example; it is based 
on some tuning parameters (eg. The threshold) which has an 
important impact on the quality of the detection. Thus, it also 
has an impact on the actions needed to recover from 
faults/failures like reconfiguration and maintenance. 
Consequently, the diagnosis performances should be 
considered explicitly when making the dependability study 
[2][3]. 

In the same way, the dependability information and 
objectives could be considered in fault detection and isolation 
(FDI) procedures, to improve the decision making as well as 
system reconfiguration [1]. 
Thus, it appears that an integrated modeling and analysis 
approach is more suitable to deal with fault tolerant systems 
[4]. This implies the need of a powerful modeling formalism 
that can cover in one hand the modeling of deterministic 
dynamical systems/functions, like the control and diagnosis as 
well as dynamic behaviors like reconfiguration. On the other 
hand, this formalism must allow the modeling of probabilistic 
phenomena like fault/failure occurrence to make a 
dependability analysis. Notice that actions like reconfiguration 
and maintenance will make changes the system’s structure and 
thus, in its reliability evaluation model which sets the problem 
of dynamic reliability assessment. Indeed, the concept of 
dynamic reliability aims to take into account the interactions 
between the dynamic and functional behaviors (deterministic 
behavior) of a system, with its dysfunctional one (stochastic 
behavior) [5]. It covers the study of systems for which the 
reliability model evolutes with time under the effect of some 
random events (a cold redundancy component which 
switches-on when the principle component fails for example) 
or when some physical continuous variables cross some 
thresholds which may induces some functioning mode’s 



changes [6]. Fault-tolerant systems have such complex 
behavior and are subject to changes mentioned before. The 
traditional tools of the reliability can not be applied effectively 
to solve these problems because they assume an invariant 
structure in time for the system. Because of complex 
behaviors of FT-systems, analytical models are generally not 
able to model all these behaviors and the interactions between 
them [6]. 

 
In, [3] we proposed an integrated modeling approach based 

on stochastic activity networks, which allows the systematic 
construction of SAN-models of fault tolerant systems. This 
approach allows the modeling of dynamic and stochastic 
behaviors while including explicitly the diagnosis 
performances. Such modeling allowed us to study in 
simulation, the impact of the diagnosis parameters and 
performances on the mean availability.  

 
In this paper, this modeling approach is extended and 

completed to cover other performances amounts computation 
like the system’s reliability and maintenance costs. The paper 
is organized as follows: 

Section 2 presents the stochastic activity networks and their 
features. Section 3 is devoted to the brief description of fault 
tolerant systems. The SANs based modeling approach is 
explained on an example of an automated thermal process in 
section 4. The results of Monte Carlo simulations of this 
process are presented in section 5, where some performances 
amounts are studied for various diagnosis parameters, 
maintenance and reconfiguration policies. Section 6 finally 
concludes the paper.   

 

II. THE STOCHASTIC ACTIVITY NETWORKS FORMALISM 

Stochastic activity networks (SANs) are discrete events 
systems modeling formalism, like Petri nets and automata. 
They are also able to model stochastic phenomena and are very 
similar to the generalized stochastic Petri nets (GSPNs). Since 
this latter is more known and for sake of simplicity, formal 
definition of GSPNs will be given first. Additional SANs 
features will be then explained in comparison to GSPNs. 
      A stochastic Petri net (SPN) is a directed bipartite graph, 
defined by the six-tuple . Here T and 

P are two distinct sets of vertexes. T={T1,…,Tn} is a set of 
transitions and P={P1, P2, …Pm} is a set of places. A transition 
can be seen as an event or an action, and a place represents 
either a condition for the event or a consequence of it. 
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vector of (a possibly marking dependant) firing rates 
associated with transitions [7]. 

A GSPN is an SPN in which some transitions are timed, 
while others are immediate. Random, exponentially distributed 
firing delays are associated with timed transitions, whereas the 

firing of immediate transitions takes place in zero time, with 
priority over timed transitions. The selection among possibly 
conflicting enabled immediate transitions is made through 
firing probabilities forming the so-called random switches [8].  

The SANs were first introduced by Mogavar and Meyer in, 
[9] to model a wide range of systems to make their analysis and 
performance and dependability assessment [10]. Compared to 
Petri nets, they are characterized by the following elements: 

 Places: as for Petri nets, the set of places with their 
markings can be seen as state of the modeled system. 
In SANs formalism, places are of two types: ordinary 
and extended. A marking of an extended place is not 
the number of tokens like for ordinary places, but can 
be a variable of any type: array, matrix or a data 
structure. They can be seen like colored places in 
colored Petri nets [11], but are different since for 
extended places, tokens are materialized as variables 
associated with these places and thus, can not be 
removed or added to the extended places. Only their 
value can be red or changed. In Mobïus software tool 
which supports the SAN formalism, blue circles 
present ordinary places while orange circles present 
extended places (Fig. 1). 

 Activities: are equivalent to transitions in Petri nets. 
Unlike GSPNs, in SANs the timed activities can have 
either a deterministic or a stochastic duration. 
Stochastic ones are not necessarily exponentially 
distributed. An activity may complete (i.e., fire) 
through many possibilities modeled by the so called 
cases probabilities. 

 Cases probabilities: they model the uncertainty about 
the active (or enabled) activity to complete. In GSPNs, 
it is equivalent to have many enabled transitions in 
conflict. The conflict being solved thanks to their 
associated probabilities. In SANs, both timed and 
immediate activities can have cases probabilities. 
These latter are graphically represented by small 
circles on the right side of an activity (Fig. 1). These 
probabilities can be marking dependant and their sum 
should be equal to one. 

 Input gates: used to control the activation of activities. 
An input gate defines the condition on the marking of 
its input place to make the activity enabled. It also 
defines, thanks to the input function, the new marking 
of these places after the completion of its associated 
activity. When connected to an extended place, it 
allows the reading of its associated data (marking). An 
input gate is modeled by a red triangle. 

 Output gates: they define, thanks to their output 
function, the marking change on the output places of 
an activity when it completes. When connected to an 
extended place, it allows the writing over its associated 
data. 

Here after is given an example of a SAN model with all its 
described elements. 
 
 



 
 
 
 
 
 
 
 
 
 

Fig. 1.  An example of a SAN model with all its features. 

 
In (Fig. 1) the timed activity TA1 has three cases 
probabilities for three possible completions of TA1. the 
instantaneous activity I1 has an input and output gate (resp. 
InpG1 and OutG1). The input gate has two input places: an 
ordinary place (Place2) and an extended one (ExtP1). This 
latter couldn’t be connected directly to an activity, but only 
to its input and output gates. If ExtP1 is associated to a float 
variable, x, then this latter can be written as x=M(ExtP1), 
where M(ExtP1) is the marking of place ExtP1. The output 
gate OutG1 allows to change the value of the variable x (for 
example x=x2+1) thanks to the output function. 
Extended places will be used later to evaluate some 
performances amounts like maintenance costs. 
 

III. FAULT TOLERANT SYSTEMS 

Fault-tolerance is the property that enables a system to 
continue operating properly in the event of failure/fault of its 
components. Fault-tolerance is particularly sought-after 
in high-availability or life-critical systems. 

To achieve fault-tolerant systems, many subsystems and 
functionalities are added to the nominal system to reduce the 
perturbations’ impact on the system’s behavior and 
performances. The main FT-systems functionalities are briefly 
explained hereafter. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2.  The principle of fault-tolerance architectures. 

A. The fault detection and isolation (FDI) 

The diagnosis or FDI feature is a key function in fault 
tolerant systems. Indeed, the diagnosis system allows the 
detection of faults/failures occurrence on the system’s 
components as well as their localization. This is essential to 

undertake some recovery actions as reconfiguration and 
maintenance (Fig. 2).  

There are many procedures to perform fault diagnosis [12] 
and one common way is to use a fault-free model of the 
system, like its observer, to calculate some system’s variables 
when it is not faulty. These variables are compared to the real 
ones measured on the real system. The difference between 
these variables is called the residual r. Since the systems are 
generally operating in noisy environments, the residual is 
compared to some threshold J to make decision: an alarm will 
be produced if . According to the value of threshold 
parameter and to the fault nature, a fault may be detected 
correctly (D), missed detected (MD). Also, an alarm may be 
produced while there is no fault and this is called a false alarm 
(FA). The probabilities of MD and FA constitute a measure of 
diagnosis performances, which have an impact on the actions 
to be undertaken. Thus, they should be considered in the 
dependability analysis problem of the FT-system [3]. 

r J

B. Reconfiguration 

This function allows to reconfigure either the material 
architecture of the system or the control policy when an alarm 
is produced by the diagnosis procedure. Material 
reconfiguraion consists in using secondary components, called 
backups, used in redundancy with the main components of the 
nominal system. When an alarm is produced, the system 
swiches to the backup system/component.  

When the system is automated, the controller may be 
designed to be robust to some faults or many control laws are 
established to deal with some faults, and the system may swich 
from one control law to another one to minimise the fault’s 
effect on the FT system. 

C. Maintenance/component replacement 

When an alarm is produced and the system swiches from 
one supposed faulty component to its backup, a repair action or 
replacement action could be undertaken on the faulty 
component. This allows to swich back to the main component 
for example and to improve the system’s dependability. 

Nominal system 

Diagnosis system

faults

 

IV. SANS BASED MODELING FOR PERFORMANCES ANALYSIS 

In, [3] we proposed an integrated modeling approach to 
design SAN models for the availability assessment purpose. 
This approach considers the explicit modeling of diagnosis 
performances, redundancy policies and maintenance actions in 
the simulation model. This approach will be recalled on an 
application example and extensions of it are presented to make 
the model suitable to assess the reliability factor as well as the 
maintenance costs. 

A. Description of the studied process 

Let’s consider a tank for heating and controlling the flow of 
a liquid (Fig. 3). It gets at its entry a liquid characterized by a 
flow rate and a temperature . The electric power  

delivered by two resistors and is used for heating the 

liquid. One controller acts on the resistors to control the liquid 
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temperature To while the other acts on the valve to maintain the 
output flow Qo constant. Three sensors are used: SensorT to 
measure the temperature, SensorF to measure the flow rate and 
SensorH for the height measure. As the flow rate can be 
established from the liquid height, these two latter sensors are 
considered to be in redundancy and the flow control loop can 
use both of them. SensorF is monitored by a diagnosis system 
to allow reconfiguration to SensorH when an alarm occurs. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3.  The water heating process description. 

 

B. Description of the process modeling using SANs 

The considered process has two main functions: flow 
control and temperature control. A functional analysis has been 
conducted according to these two main functions as well as the 
failure analysis. The basic idea of this analysis is to consider 
that a control function is lost whether the controller, sensors or 
actuators are failed (Fig. 4). This study is focusing on the flow 
loop control part since it includes the fault tolerance functions 
described before.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.  The SAN model of the water heating process for maintenance cost 

and availability assessment (model P&M). 

 
1) Components modeling: Each physical component of 

the system can be modelled by two places: j j
o  

where a token on a place _
j

C Ok  (resp. _
j

C Ko ) means the 

component 
j

C is up (resp. failed or down). The marking of 
these places satisfies the inequality: 

j

jC
_ K_ ,C Ok C

( _ ( _ ) 1M C Ok M C Ko)
j

  . For example SensorF is 
modelled by two places SensorF_Ok and SensorF_Ko related 
by a timed activity Fail_SF. It has an exponentially distributed 
duration with parameter 

SensorF
 which is the failure rate of the 

sensor. The same reasoning is applied for all the system’s 
components. Notice also that the initial marking of place 
SensorH_Ok depends on how the backup sensor SensorH is 
used: _ ) 0

0
M sorH Ok(Sen  for passive redundancy and 

Ok
0
( _ ) 1M SensorH  for active redundancy. 

P ID  

2) Diagnosis modeling: the diagnosis system is considered 
explicitly in terms of its performances. It is modeled as a three 
events generator: D, FA and MD [3]. Knowing the probability 
of these events (resp. 

D
P ,

FA
P and

MD
P ), the diagnosis system can 

be modeled by four places: Diagnosis which has an initial 
marking of one, and places D, FA and MD modeling the 
subsequent events of the same name. These last three places 
are related to place Diagnosis through a deterministic timed 
activity Diag with four cases probailities, such that:  

( 1) (P case M SensorF _ ) 0Ok
MD

P if  and 0 otherwise,  

_ ) 1Ok( 2) (P case M SensorF
FA

P if   and 0 otherwise, 

_ ) 0Ok( 3) (P case M SensorF
D

P if  and 0 otherwise, 

_ ) 0Ok( 4) ( )
D MD

P case P P if M1 (SensorF    and (1 )
FA

P  

otherwise. 
Place MD enables the activity SF_Ko which adds a token in 
place FlowM_Ko. This latter models the failure of flow 
measure part. Place D (resp. FA) models a diagnosis produced 
alarm and enables the activity Maint_C (resp. Maint_P) which 
models a corrective (resp. preventive) maintenance action 
request. 

3) Other submodels:  
 Place Maint_SF with its output timed activity Repair 

model the maintenance actions on SensorF.  
 Activity FandH has two input places: SensorH_Ko and 

Maint_SF modeling respectively the fact that the 
backup sensor is down and the principal sensor is 
turned-off for maintenance. It allows adding a token on 
place FlowM_Ko previously described. Notice that 
activity FandH plays the role of an AND operator. 

 The flow control part is down (place Flow_Ctrl_Ko) if 
the actuators or the controller or the sensors are down, 
modeled by activities VC1, VC2 and VC3 respectively.  

 The whole system is down (place System_Ko) if the 
temperature control system (activity Temp) or the flow 
control system (activity Flow_Ctrl_Ko) is down. 

 The input gate Reset is used to prevent SensorF from 
falling down (completion of activity Fail_SF) when it 
is turned-off for maintenance purpose. 

 If SensorH is used in passive redundancy, then place 
SensorH_Ok is connected to activities Maint_C and 
Maint_P. A token will be added in it when an alarm is 
produced. If active redundancy in employed, place 
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SensorH_Ok will not be connected to these activities 
and will be initially marked. 

 The maintenance on the whole system is modeled 
thanks to the timed activity Maintenance. 

 Cost1 and Cost2 are two extended places that allow the 
calculation of some performance amounts like 
maintenance cost. Cost1 is associated to a 2-dimension 
array, X, to compute the cost induced by a 
maintenance/inspection action when a false alarm 
occurs (component X(1)) or when a correct alarm is 
produced (component X(2)). Each time the activity 
Maint_P (resp. Maint_C) completes, the cost X(1) 
(resp. X(2)) is calculated according to 
X(1)=X(1)+Tp*CP (resp. X(2)=X(2)+Tc*Cc)) thanks to 
the output function of the output gate OG2 (resp. 
OG3). Cc and Cp are time unit costs for respectively 
corrective and preventive sensor’s maintenance action. 
Tc and Tp are respectively the repair duration for a 
corrective and preventive maintenance action on the 
monitored sensor. These durations can be constant or 
can be randomly generated and affected to the activity 
Repair. In the last case, the extended place Cost1 and 
the output gates OG2, OG3 and OG4 are used to define 
and reset this duration. Cost1 should then define a 4-
dimension array, X, where X(3)=Tc and X(4)=Tp . The 
input gate IG2 allows the reading of these quantities 
(i.e., X(3) and X(4)) and to affect them to the timed 
activity Repair. The exact same reasoning can be 
applied to place Cost2 affected to the variable y 
denoting the cost of a global maintenance on the 
system. The output gate OG1 computes this cost 
according to y=y+T *CT, where T  denotes the repair 
time of the system and CT is the time unit repair cost 
(with CT>Cp and CT>Cc). 

T T

 The model discussed in this section considers that the 
system is repairable and allows the availability 
assessment. If the reliability factor is considered, the 
activity Maintenance should be deleted as well as its 
input and output arcs, so that place System_Ko 
becomes an absorbing place. The way the reliability 
will be computed is explained in the next section. 

V. SIMULATION STUDY AND RESULTS 

The modelling approach explained in the previous section 
is combined with Monte Carlo (MC) simulation in order to 
assess some performance amounts. Each developed SAN 
model will be executed multiple times using different 
randomly generated event streams. Each execution generates a 
different trajectory through the possible event space of the 
system, called history. It is necessary to generate many 
histories to get statistically significant estimations. All the SAN 
models used in this paper are developed using the Mobïus 
software tool. The simulation’s stopping criterion can be either 
the number of simulated histories, Nh, or the desired confidence 
level. The confidence level specifies the desired probability 
that the exact value of the measured variable will be within the 
specified interval around the variable estimate. 

In this study, simulations are conducted over at least 5.104 
and at most 8.105 histories. The simulator can also stop if 95% 
of the results are contained within an interval of 5% around 
their mean value. The system’s parameters like the 
components’ failure rates and the parameters of the timed 
activities are given in table 1. 

TABLE I.  PARAMETERS OF THE DISTRIBUTION FUNCTIONS ASSOCIATED TO 
THE TIMED ACTIVITIES 

Exponential distribution  
( in t.u-1) 

Uniform distribution  
(A et B in t.u) 

Temp Valve CtrlF SensorF SensorH A1 B1 A2 B2 

2.10-4 5.10-4 3.10-4 5.10-3 5.10-3 10 25 20 100 

 
Parameters A1 and B1 (resp. A2 and B2) are used for the 

timed activity Repair (resp. Maintenance). Notice that for the 
reliability evaluation model, the activity Maintenance doesn’t 
exist. Also, the repair action when a false alarm occurs can be 
seen as a preventive maintenance action or simply an 
inspection action. 

The MC simulations are conducted for various diagnosis 
performance factors to show their impact on the overall 
performances. 

The major advantage of our SAN-modelling approach is its 
algorithm complexity, which is polynomial, which makes it 
more attractive over some modelling approaches based on 
automata for example. Consequently, the simulation running 
time is very short (only few seconds, on an Intel® core™ Duo 
CPU with a clock speed of 2.26 Ghz). 

A. Reliability assessment 

Four models (Rk, k=1, 4) are derived using the previous 
procedure to study the impact of the diagnosis performances, 
maintenance and redundancy policies on the system’s 
reliability factor. In models R1 and R2 the backup sensor is in 
passive redundancy and SensorF is maintained in R1 but not in 
R2. In R3 and R4 the backup sensor is in active redundancy and 
SensorF is maintained only in R3.  

 
 
 
 
 
 
 
 
 
 
 
 
 

0

Fig. 5.  The time evolution of the FT-system reliability when the fault 
detection is made with certainty (PD=100%) for the models Rk, k=1,4. 
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of time t, then the system’s reliability by that time, , is 

computed as: . 

( )R t

( ) ( ) /
Ok h

R t N t N
The history duration is fixed to Th=3000 t.u, since after this 

date, the reliability is almost null.  
 
When the fault detection is made with certainty (PD=100%) 

the model R1 (i.e. the one where SensorF is maintained and 
reconfigured to its passive backup SensorH) is the one which 
gives the best system’s reliability. This shows the impact of 
these maintenance and redundancy policies. The worst 
reliability is obtained for model R4, where no recovery actions 
are undertaken. The system’s reliability for model R2 is quite 
similar to the one of model R3 but better. This tendency 
changes when the diagnosis system is not perfect. For example 
when PFA=10% and PD=80%, model R3 (when active 
redundancy is used) gives a better reliability than R2 and R4 
(Fig. 6). This can be explained by the fact that for model R2 the 
false alarm will make the system reconfigure from the 
monitored sensor to its backup while it is not failed. This 
makes the whole system more vulnerable than when the two 
sensors are both used (model R3). In fact model R2 is more 
sensitive to the diagnosis performances than model R3. 

 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6.  The time evolution of the FT-system reliability when the diagnosis 
is not perfect (PFA=10% and PD=80%) for the simulation models Rk, k=1,4. 

 
Notice that, for all the four models Rk (k=1, 4), the system’s 

reliability is better when the detection is made with certainty 
(i.e. PD=100%). For example for model R1, when t=400 t.u, the 
system’s reliability is of 0.614 when PD=100% while it is of 
0.57 when PFA=10%. 

B. Maintenance costs assessment 

Three SAN-models are designed to make this study: 
 P&M model: the monitored sensor, SensorF, is 

maintained when an alarm is produced and its backup, 
SensorH, is in passive redundancy.  

 P&NM model: passive redundancy is employed and no 
maintenance is made on supervised sensor. 

 NoDiag model: there is no diagnosis system in the 
system which means there are no maintenance and 
reconfiguration actions on the system. 

The time unit cost affected to maintenance of the 
supervised sensor is Cc=0.75 for a corrective maintenance and 
Cp=0.1 for a preventive maintenance. While the time unit cost 

affected to the maintenance of the whole system when failed is 
CT=3. 

For these simulations, the history duration is fixed to 
Th=20000 t.u. 

The total maintenance cost is calculated as a sum of the 
marking of the two extended places Cost1 and Cost2. This cost 
is computed for various false alarm rates (Fig. 7). Notice that 
the case where PFA=0 corresponds to the case where the 
detection is made with certainty PD=100%. 
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Fig. 7.  The diagnosis performance impact over the total maintenance cost. 

 
From these simulations results it can be seen that the total 

cost for model “P&NM” is approximately stable when the false 
alarm rate increases, unlike the model “P&M”. In fact, the total 
maintenance cost increases with the FA rate, which is 
predictable since the monitored sensor is maintained each time 
a false alarm occurs. (Fig. 8) shows the contribution of the 
preventive maintenance action on the total maintenance cost. 
Indeed, the preventive maintenance cost is proportional to the 
total number of times that SensorF is maintained which 
increases with the FA rate. (Fig. 8) shows how the corrective 
maintenance cost of the sensor decreases in favor of its 
preventive maintenance cost as the FA rate increases. Indeed,  
SensorF is unable to fail for real since it is constantly 
maintained because of the false alarms.  

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8.  The sensor’s maintenance cost contribution to the total 
maintenance cost (Cost_P and Cost_C  are preventive and corrective 

maintenance costs of the sensor and Cost_Sys is the system’s repairing cost 
when failed) . 
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Notice also in (fig. 7) that despite the fact that the cost 
increases with the FA rate for the model “P&M”, it remains 
less important that the one of “P&NM” and “NoDiag” models. 
This can be explained by the fact that the mean availability of 
the system in the case “P&M” is the best (Fig. 9). From 
PFA=1% and on, the system’s availability of model “P&NM” is 
worst than the case where no diagnosis system is employed 
(model “NoDiag”). This explains why the total maintenance 
cost is also higher. This also means that with such diagnosis 
performances and system’s parameters, it is better not to 
implement a diagnosis system which produces alarms 
excessively without improving the system’s availability while 
increasing unnecessarily the system’s maintenance cost.  

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9.  The mean availability evolution according to the FA rate. 

 
For all the simulations results of this section, notice that the 

usually made hypothesis about perfect fault detection (i.e. 
PD=100%) is too optimistic since it is the one which always 
gives the best results. 

 

VI. CONCLUSION 

This paper proposes to use stochastic activity networks to 
model fault tolerant systems to study the impact of some 
functions on the system performances. This modeling approach 
is combined with Monte Carlo simulation to assess some 
RAMS factors like the reliability, availability and the cost due 
the maintenance actions. 

Indeed, according to the diagnosis made decisions, various 
actions can be undertaken to cover the eventual faults/failures, 
like the switching to redundant components and the 
replacement or repairing of the faulty components. All these 
functions interact with each others in order to make the whole 
system more dependable. The question one can ask is about the 
real efficiency of these functions and their impact on the 
system’s performances: is the dependability really increased? If 
yes, by how much?  

The paper shows the necessity of an integrated modeling 
approach to make such an analysis. It proposes a simulation 
study to show how the reliability of the fault tolerant system 
behaves according to the diagnosis parameters, maintenance 
policy (repairing/replacing the monitored component or not) 
and redundancy policy (backup component is in passive or 
active redundancy). Another simulation study shows the 

impact of the diagnosis system as well as the maintenance 
policy on the total maintenance cost.  

The advantage of this approach and the chosen modeling 
formalism, in comparison with others approaches and 
formalisms, is the algorithm complexity according to the 
system’s size. 

One perspective of this work is to consider the modeling of 
more complex reconfiguration policies, control laws and 
diagnosis tuning parameters and to study their impact on the 
system’s dependability factors. 
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