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#### Abstract

In this paper an inverse problem is considered for a non coercive partial differential equation, issued from a mass conservation cavitation model for a slightly compressible fluid. The cavitation phenomenon and compressibility take place and are described by the Elrod model. The existence of an optimal solution is proven. Optimality conditions are derived and some numerical results are given.
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## 1 Introduction

The present work comes within the scope of inverse problems in hydrodynamic lubrication. Numerous works are based upon the computation of the solution of various forms of the Reynolds partial differential equation established in 1886. This equation enables one to compute the hydrodynamic pressure $(P)$

[^0]in a lubricated device, from data like the velocities distribution on the surfaces surrounding the thin film flow, the gap between these surfaces(or equivalently the shape of one of these surfaces) and the rheological characteristics of the fluids. However, due to severe operational conditions(the gap between the surfaces can be of some micrometers only and the relative velocity of the surfaces some meters/second), some of these data are not really well known.
This is the case for example of the surfaces which are deformed from an initial known shape by the hydrodynamic pressure inside the fluid. Experimentally, the knowledge of this pressure $(P)$ can now be obtained with a good precision. It becomes then possible to find the real shape ( $h$ ) of the surfaces by solving an inverse problem with Reynolds equation as state equation. Such information is important as if the related gap is too small, it means that some contact is possible between the two surfaces thus inducing wear and possible failure of the device.
Two other very similar problems in the lubrication field can be mentioned. The first one is to find the gap $(h)$ such that the pressure $(P)$ is the greatest possible. In some specific situation the solution is the Rayleigh-step bearing [31] in which the optimum gap $h$ is a discontinuous function. More recently, generalized Reynolds equation for heterogeneous slip/no slip engineered surfaces have been proposed [9]. As a consequence, a no-slip condition for the velocity is valid on some part of the fluid boundary and slip occurs on the other part. Due to this non homogeneity, the resulting Reynolds equation contains discontinuous coefficients. Finding the best location of the slip/no-slip regions is mathematically close to the previous optimization problem.
Another difficulty must be considered in these aforementioned identificationoptimization problems. It is due to cavitation, the well-known phenomenon in fluid mechanics when fluid is no longer homogeneous and takes some diphasic aspect with the appearance of air bubbles. This phenomenon occurs very often in lubrication and cannot be ignored, especially as the gap ( $h$ ) is not constant. Taking cavitation into account implies considering a new non linear operator as state equation instead of the classical Reynolds equation. Various models exist in the mechanical literature. The most common one is based upon a variational inequality for the pressure [27]. However, as it is not a mass preserving model, it is often replaced by the Jacobsson Floberg Olssen (JFO) model, in which a new variable $\theta$ is introduced. This variable describes the local proportion of fluid (or saturation) considering the presence of air bubbles in the flow [25]. In a widely referenced paper [20], it has been pointed out that the (JFO) model is equivalent to a free boundary complementary problem with two unknowns, pressure $P$ and saturation $\theta$ with
$$
P \geq 0,0 \leq \theta \leq 1, P(1-\theta)=0
$$

Existence and uniqueness aspects of such models have been mathematically studied in a lot of papers [2]. However another aspect of the Elrod-Adams paper has been less studied in the mathematical literature: authors try to recover the somewhat heuristic JFO model by introducing a small compressibility in the classical (non cavitated) Reynolds equation. They show that the JFO
model can be obtained as the limit of this compressible model and propose some numerical procedures to solve it. Although being somewhat heuristic, this result has been supported by recent rigorous mathematic results [14] for the asymptotic thin film compressible Navier Stokes system. The interest of the more physical compressible Elrod-Adams model is that there is only one unknown (the density of lubricant) instead of two ( $P$ and $\theta$ ) in the JFO model. The price to pay is that the state equation is a non linear degenerate partial differential equation. The importance of the choice of a model of cavitation in the simulation of lubrication devices has often been mentioned [9, 4].
Although these inverse-optimization problems are of permanent interest in the mechanical literature $[3,12,15,17,19,21,29]$, few mathematical works exist. One of the first attempts [29] is devoted to the optimum Rayleight step bearing. In [30] the identification procedure for a gap with known pressure is studied. However, in these works cavitation is not considered. In [8], variational inequality is chosen to model the cavitation and optimality problems are studied by way of penalization. The Elrod-Adams model is considered in [19] using some regularizations which enables one to gain optimality conditions. The present study addresses the identification process of the gap for a given pressure and takes the cavitation into account by way of the slightly compressible model proposed by Elrod-Adams. This model has also the advantage of preserving the mass flow.
This problem presents many mathematical difficulties essentially bound to the complexity of the criterion considered as a function of the thickness. It is not even a locally Lipschitz function. We are lead to consider a more general functional framework which is the space of the functions of bounded variation. To deal with these difficulties a double regularization is introduced by approaching the degenerate part of the state equation with a particular sequence of monotonous and continuously differentiable functions. Thus a sequence of regularized control problems can be obtained.

The paper is organized as follows. Section 2 is devoted to the physical background, the statement of the problem and the proof of the existence of a control. In section 3, we formulate the regularized control problem for which an existence result is proved. Optimality conditions are given in section 4, and some a priori estimates are obtained, so allowing us to pass to the limit. The optimality system for the initial problem is derived in the one-dimensional case. In the last section some numerical results show that the optimality system associated to an inverse algorithm is efficient.

Finally let us mention that from a mathematical aspect, the problem here studied is very close to the one of the "dam problem" [13] with unsaturated porous media or multiple fluid saturated porous media. In this case, the unknowns to be determined are the value of the porosity parameters of the soil [18] and the measured data is the hydraulic pressure.

## 2 Formulation of the problem and existence of control

### 2.1 Description of the physical problem (Elrod-Adams model)

Let $\Omega$ the square $] 0,1[\times] 0,1\left[\right.$ of the $(x, y)$ plane, $\Gamma_{0}=\{(x, y) \in \partial \Omega, x=0\}$, and $\Gamma=\partial \Omega \backslash \Gamma_{0}$. The lubricant is assumed to be contained in a three dimensional volume between the lower flat surface $\Omega$ with horizontal velocity $\vec{U}$ and an upper one describe by $z=h(x, y)$ at rest. If $h$ is small, the pressure is known to be independent from $z$ and to obey the following Reynolds equation defined on $\Omega$ [23].

$$
\begin{equation*}
\operatorname{div}\left(\frac{\rho}{12 \eta} h^{3} \nabla P\right)=\operatorname{div}\left(\frac{h \vec{U} \rho}{2}\right) \text { on } \Omega \tag{1}
\end{equation*}
$$

where $P(x, y)$ is the pressure of the lubricant, $h(x, y)$ is the film thickness, $\rho$ is the density of lubricant, $\eta$ is the viscosity, $\vec{U}$ is the relative velocity of the surfaces of the mechanism in which lubricant takes place.
For a slightly compressible fluid like water or oil, the law linking $P$ and $\rho$ is usually described by introducing the bulk number $\beta$ with: see [25]

$$
\begin{equation*}
P=\beta \log (\rho), \rho>1, P>0 \tag{2}
\end{equation*}
$$

Taking into account the possible existence of a cavitation area where $P$ is zero and $\rho \leq 1$ lead to generalize (2) in

$$
P=\beta \log \left((\rho-1)^{+}+1\right), \rho \geq 0, \beta>0 .
$$

in which $f^{+}=\sup (f, 0)$. Rewriting (1) in term of $\rho$, we gain by differentiating in the distributional sense

$$
\begin{equation*}
\operatorname{div}\left(\beta \frac{h^{3}}{12 \eta} \nabla(\rho-1)^{+}-\rho \frac{h \vec{U}}{2}\right)=0 \tag{3}
\end{equation*}
$$

Introducing $u=\beta(\rho-1)$ as the primary unknown, equation (3) becomes

$$
\operatorname{div}\left(\frac{h^{3}}{12 \eta} \nabla u^{+}-\left(1+\frac{1}{\beta} u\right) \frac{h \vec{U}}{2}\right)=0
$$

In the sequel, we will consider more precisely the case of a journal bearing (see Figure 1) with a supply line located at $x=0$. It is a usual lubrication device in which a known quantity of fluid $\Theta_{0}$ is supplied through $\Gamma_{0}=\{(x, y) \in \partial \Omega, x=0,0<y<1\}$ while the pressure is assumed to be known on $\Gamma=\partial \Omega \backslash \Gamma_{0}$ and equal to zero (the atmospheric pressure).
For simplicity sake we assume $\eta=\frac{1}{6}, \vec{U}=\binom{1}{0}$ so that the weak formulation of the state problem reads :
$\left(\mathcal{P}_{h}\right)\left\{\begin{array}{l}\text { Find } u \in L^{2}(\Omega) \text { verifying } u^{+} \in V,\left(1+\frac{1}{\beta} u\right) \geq 0 \\ \int_{\Omega} h^{3} \nabla u^{+} \cdot \nabla \phi d x d y-\int_{\Omega} h\left(1+\frac{1}{\beta} u\right) \frac{\partial \phi}{\partial x} d x d y=\int_{\Gamma_{0}} \Theta_{0} \phi d y \quad \forall \phi \in V \\ \Theta_{0} \in L^{\infty}\left(\Gamma_{0}\right), \Theta_{0} \geq 0\end{array}\right.$
with $V:=\left\{\varphi \in H^{1}(\Omega), \varphi_{/ \Gamma}=0\right\}$.


Figure 1: Geometry of a cylindrical journal bearing.
For a given pressure $P_{d}$ in $L^{2}(\Omega)$, we define the following optimal control problem that will be studied in the sequel

$$
(\mathcal{M})\left\{\begin{array}{l}
\operatorname{Min} J(h)=\frac{1}{2}\left\|P(h)-P_{d}\right\|_{L^{2}(\Omega)}^{2}=\frac{1}{2}\left\|\beta \log \left(1+\frac{1}{\beta} u^{+}(h)\right)-P_{d}\right\|_{L^{2}(\Omega)}^{2} \\
h \in \mathcal{U}_{a d}
\end{array}\right.
$$

in which $u(h)$ denotes the solution of $\left(\mathcal{P}_{h}\right)$ for a given $h . \mathcal{U}_{a d}$ wil be defined later.

### 2.2 About the state equation

Problem $\left(\mathcal{P}_{h}\right)$ has been studied in [1] and existence and uniqueness have been obtained for $h=h(x)$ lipschitz continuous function satisfying the condition

$$
\begin{equation*}
\min _{\{x \in[0,1]\}}\left(h^{3}(x)\right)-\frac{1}{\beta} C_{p}\|h\|_{L^{\infty}(\Omega)}>0 \tag{4}
\end{equation*}
$$

with $C_{p}$ the constant imbedding of $H_{0}^{1}(\Omega)$ into $L^{2}(\Omega)$.
However, as it was detailed in the introduction, discontinuous function $h(x, y)$ could be solutions of some optimization-identification process. The set $U_{a d}$ in $(\mathcal{M})$ is then defined in a more general way by:
$\mathcal{U}_{a d}=\left\{h \in B V(\Omega) \cap L^{\infty}(\Omega) / 0<a \leq h \leq b\right.$ a.e in $\Omega$ and $\left.\|D h\|(\Omega) \leq C^{*}\right\}$
where $C^{*}$ is a given constant and in which $B V(\Omega)$ denotes the space of functions of bounded variations in $\Omega$ :

$$
B V(\Omega)=\left\{f \in L^{1}(\Omega),\|D f\|(\Omega)<+\infty\right\}
$$

with

$$
\|D f\|(\Omega):=\sup \left\{\int_{\Omega} f \operatorname{div} \varphi d x d y / \varphi \in C_{c}^{1}\left(\Omega, \mathbb{R}^{2}\right) ;|\varphi| \leq 1\right\}
$$

It is known that $B V(\Omega)$ is a Banach space for the following norm

$$
\|f\|_{B V(\Omega)}:=\|f\|_{L^{1}(\Omega)}+\|D f\|(\Omega)
$$

Some properties of $B V$ spaces are given in Appendix A [Lemma A3-A4].
A close examination of the proof of existence of the solution of $\left(\mathcal{P}_{h}\right)$ shows that it is valid without any change for $h(x, y)$ in $\mathcal{U}_{a d}$ and not only for $h(x)$ lipschitz continuous so that theorems Th. 2.14 and Th.3.4 in [1] can be generalized as:

Theorem 1 With the assumption

$$
\begin{equation*}
a^{3}>\frac{1}{\beta} C_{p} b \tag{5}
\end{equation*}
$$

For any $h \in \mathcal{U}_{\text {ad }}$ and any $\Theta_{0}, \Theta_{0} \in L^{\infty}\left(\Gamma_{0}\right), \Theta_{0} \geq 0$, there exists at least a solution $u$ of $\left(\mathcal{P}_{h}\right)$ such that

$$
\begin{gathered}
\|u\|_{L^{2}(\Omega)} \leq C_{1}, \\
\left\|\nabla u^{+}\right\|_{\left(L^{2}(\Omega)\right)^{2}} \leq C_{2}
\end{gathered}
$$

where $C_{1}$ and $C_{2}$ are two positives constants which don't depend on $\beta$.
Regarding the uniqueness of the solution of the state problem, the lack of regularity of the coefficients cannot be easily overcome and we cannot gain this property.
So, the optimal control problem is slightly modified and defined as a two unknowns problem in which the state equation is considered as a constraint:

$$
\text { (1) }\left\{\begin{array}{l}
\operatorname{Min} \tilde{J}(h, u)=\frac{1}{2}\left\|P-P_{d}\right\|_{L^{2}(\Omega)}^{2}=\frac{1}{2}\left\|\beta \log \left(1+\frac{1}{\beta} u^{+}\right)-P_{d}\right\|_{L^{2}(\Omega)}^{2} \\
\text { subject to } \\
h \in \mathcal{U}_{a d}=\left\{h \in B V(\Omega) \cap L^{\infty}(\Omega) / 0<a \leq h \leq b \text { a.e in } \Omega \text { and }\|D h\|(\Omega) \leq C^{*}\right\}  \tag{M}\\
\text { and } \\
\left\{\begin{array}{c}
u \in L^{2}(\Omega) \text { verifying } u^{+} \in V,\left(1+\frac{1}{\beta} u\right) \geq 0 \\
\int_{\Omega} h^{3} \nabla u^{+} \cdot \nabla \phi d x d y-\int_{\Omega} h\left(1+\frac{1}{\beta} u\right) \frac{\partial \phi}{\partial x} d x d y=\int_{\Gamma_{0}} \Theta_{0} \phi d y \forall \phi \in V
\end{array}\right.
\end{array}\right.
$$

Theorem 2 There exists at least one solution $\left(h^{*}, u^{*}\right)$ for the problem $(\tilde{\mathcal{M}})$.
Proof Let $\left(h_{n}, u_{n}\right)_{n \in \mathbb{N}} \subset \mathcal{U}_{a d} \times L^{2}(\Omega)$ be a minimizing sequence for the problem $(\tilde{\mathcal{M}})$. According to the Proposition 7, there exists $h^{*} \in \mathcal{U}_{a d}$ and a subsequence $h_{n_{k}}$ such that $h_{n_{k}}$ tends to $h^{*}$ in $L^{\lambda}(\Omega)$ for any $\lambda \in[1,+\infty[$.
By Theorem $1,\left\|\nabla u_{n_{k}}^{+}\right\| \leq C_{1}$ and $\left\|u_{n_{k}}\right\| \leq C_{2}$, so that $u_{n_{k}}$ converges weakly (for a subsequence) to $u^{*}$ in $L^{2}(\Omega), u_{n_{k}}^{+}$tends to $\tilde{u}$ in $H^{1}(\Omega)$ weakly and
strongly in $L^{2}(\Omega)$ strongly, with $\tilde{u} \geq 0$. Let us define $u_{n_{k}}^{-}=u_{n_{k}}^{+}-u_{n_{k}}$, we immediatly get the weak convergence in $L^{2}(\Omega)$ of $u_{n_{k}}^{-}$towards $w=\tilde{u}-u^{*}$. Let $\chi$ be the characteristic function of $\{(x, y) \in \Omega, w(x, y)<0\}$, we have

$$
0 \leq \lim \int_{\Omega} \chi u_{n_{k}}^{-} d x d y=\int_{\Omega} \chi w d x d y \leq 0
$$

So that $w \geq 0 \quad$ a.e.
As

$$
\lim \int_{\Omega} u_{n_{k}}^{+} u_{n_{k}}^{-} d x d y=\int_{\Omega} \tilde{u} w d x d y=0, w \geq 0, \tilde{u} \geq 0
$$

We gain $w=u^{*}$ and $\tilde{u}=u^{*+}$.
Let us now prove that $u^{*}$ is a solution of the problem ( $\mathcal{P}_{h^{*}}$ ).
By substracting the right hand side of $\left(\mathcal{P}_{h_{n_{k}}}\right)$ and $\int_{\Omega}\left(h^{*}\right)^{3} \nabla u_{*}^{+} \nabla \phi-\int_{\Omega} h^{*}\left(1+\frac{1}{\beta} u_{*}\right) \frac{\partial \phi}{\partial x}$ for some $\phi \in V$, we obtain
$\left|\int_{\Omega} h_{n_{k}}^{3} \nabla u_{n_{k}}^{+} \cdot \nabla \phi-\int_{\Omega} h_{n_{k}}\left(1+\frac{1}{\beta} u_{n_{k}}\right) \frac{\partial \phi}{\partial x}-\int_{\Omega}\left(h^{*}\right)^{3} \nabla u_{*}^{+} \cdot \nabla \phi+\int_{\Omega} h^{*}\left(1+\frac{1}{\beta} u_{*}\right) \frac{\partial \phi}{\partial x}\right|$
$\leq\left|\int_{\Omega} h_{n_{k}}^{3}\left(\nabla u_{n_{k}}^{+}-\nabla u_{*}^{+}\right) \cdot \nabla \phi\right|+\left|\int_{\Omega} \nabla u_{*}^{+}\left(h_{n_{k}}^{3}-\left(h^{*}\right)^{3}\right) \cdot \nabla \phi\right|$
$+\left|\int_{\Omega} \frac{1}{\beta} h_{n_{k}}\left(u_{n_{k}}-u_{*}\right) \frac{\partial \phi}{\partial x}\right|+\left|\int_{\Omega}\left(1+\frac{1}{\beta} u_{*}\right)\left(h_{n_{k}}-h^{*}\right) \frac{\partial \phi}{\partial x}\right|-\int_{\Omega}\left(h_{n_{k}}-h^{*}\right) \frac{\partial \phi}{\partial x}$
As $h_{n_{k}} \in U_{a d}$, using (7) and the weak convergence of $\nabla u_{n_{k}}^{+}$, each term of the right hand side of the above inequality tends to zero, so we have :
$\int_{\Omega} h_{n_{k}}^{3} \nabla u_{n_{k}}^{+} \cdot \nabla \phi-\int_{\Omega} h_{n_{k}}\left(1+\frac{1}{\beta} u_{n_{k}}\right) \frac{\partial \phi}{\partial x} \rightarrow \int_{\Omega}\left(h^{*}\right)^{3} \nabla u_{*}^{+} \cdot \nabla \phi-\int_{\Omega} h^{*}\left(1+\frac{1}{\beta} u_{*}\right) \frac{\partial \phi}{\partial x}$
From the definition of the state equation $\left(\mathcal{P}_{h}\right)$, we immediately get that $u^{*}$ is a solution associated with the gap $h^{*}$. The next thing to prove is that

$$
\lim J\left(h_{n_{k}}, u_{n_{k}}\right)=J\left(h^{*}, u^{*}\right)
$$

As, $u^{+}\left(h_{n_{k}}\right) \rightarrow u_{*}^{+}$in $L^{2}(\Omega)$, an application of the Lebesgue's dominated convergence theorem implies:

$$
\left.\beta \log \left(1+\frac{1}{\beta} u_{n_{k}}^{+}\right)\right) \rightarrow \beta \log \left(1+\frac{1}{\beta} u_{*}^{+}\right) \text {in } L^{2}(\Omega) .
$$

So that $\left(h^{*}, u^{*}\right)$ is a solution of the problem $(\tilde{\mathcal{M}})$.

## 3 Approached state equation

It has been proved in [1] that a convenient way to obtain an existence theorem for $\left(\mathcal{P}_{h}\right)$ is to consider an approached problem $\left(\mathcal{P}_{h}\right)_{\eta \epsilon}$ depending on two small parameters $\epsilon>0, \eta>0$ so that the solution of $\left(\mathcal{P}_{h}\right)_{\eta \epsilon}$ tends to the one of $\left(\mathcal{P}_{h}\right)$ as $\epsilon$ and $\eta$ tend to zero. More precisely, $\epsilon$ and $\eta$ are related to two continuous approximations of the Heaviside graph namely $g_{\epsilon}(u)$ and $H_{\eta}(u)$ such that:

$$
g_{\epsilon}(u)=\left\{\begin{array}{lc}
1 & \text { if } u>0 \\
-\left(1-\frac{1}{\epsilon}\right) u+1 & \text { if }-\epsilon \leq u \leq 0, \\
\epsilon & \text { if } u<-\epsilon .
\end{array}\right.
$$

$$
H_{\eta}(u)=\left\{\begin{array}{l}
0 \text { if } u<0 \\
\frac{u}{\eta} \text { if } 0 \leq u \leq \eta \\
1 \text { if } u>\eta
\end{array}\right.
$$

and the following approached problem is defined by:
$\left(\mathcal{P}_{h}\right)_{\eta \epsilon}\left\{\begin{aligned} \text { Let } \theta_{0} \in L^{\infty}\left(\Gamma_{0}\right), 0 \leq \theta_{0} \leq 1 & , \text { find } u^{\eta \epsilon} \in V \text { such that } \\ \int_{\Omega} h^{3} g_{\epsilon}\left(u_{\eta \epsilon}\right) \nabla u_{\eta \epsilon} \nabla \phi d x d y & -\int_{\Omega} h H_{\eta}\left(1+\frac{1}{\beta} u_{\eta \epsilon}\right)\left(1+\frac{1}{\beta} u_{\eta \epsilon}\right) \frac{\partial \phi}{\partial x} d x d y \\ & =\int_{\Gamma_{0}} \Theta_{0} \phi d y \forall \phi \in V .\end{aligned}\right.$
Let us define $G_{\epsilon}(t)=\int_{0}^{t} g_{\epsilon}(z) d z, G_{\epsilon}$
This is a continuous, increasing function so that a reciprocal function $G_{\epsilon}^{-1}$ exists. Using the classical Kirchoff transformation, (6) is rewritten as:

$$
\begin{aligned}
\int_{\Omega} h^{3} \nabla G_{\epsilon}\left(u_{\eta \epsilon}\right) \nabla \phi d x d y & -\int_{\Omega} h H_{\eta}\left(1+\frac{1}{\beta} u_{\eta \epsilon}\right)\left(1+\frac{1}{\beta} u_{\eta \epsilon}\right) \frac{\partial \phi}{\partial x} d x d y \\
& =\int_{\Gamma_{0}} \Theta_{0} \phi d y \forall \phi \in V .
\end{aligned}
$$

Let $v_{\eta \epsilon}=G_{\epsilon}\left(u_{\eta \epsilon}\right)$. A sequence of approached problems $\left(\mathcal{P}_{h}\right)_{\eta \epsilon}$ is defined as:

$$
\left(\mathcal{P}_{h}\right)_{\eta \epsilon}\left\{\begin{aligned}
& \text { Let } \Theta_{0} \in L^{\infty}\left(\Gamma_{0}\right), \Theta_{0} \geq 0, \text { find } v_{\eta \epsilon} \in V \text { such that: } \\
& \int_{\Omega} h^{3} \nabla v_{\eta \epsilon} \cdot \nabla \phi d x d y-\int_{\Omega} h T_{\eta \epsilon}\left(v_{\eta \epsilon}\right) \frac{\partial \phi}{\partial x} d x d y \\
&=\int_{\Gamma_{0}} \Theta_{0} \phi d y \forall \phi \in V
\end{aligned}\right.
$$

where

$$
\begin{equation*}
T_{\eta \epsilon}(v):=H_{\eta}\left(1+\frac{1}{\beta} G_{\epsilon}^{-1}(v)\right)\left(1+\frac{1}{\beta} G_{\epsilon}^{-1}(v)\right) \tag{7}
\end{equation*}
$$

Remark 1 [1, Th. 2.14]: If (4) is satisfied, then $\left(\mathcal{P}_{h}\right)_{\eta \epsilon}$ admits a unique solution $v_{\eta \epsilon}$ such that

$$
\begin{equation*}
\left\|v_{\eta \epsilon}\right\|_{H^{1}(\Omega)} \leq C, \tag{8}
\end{equation*}
$$

where $C$ is a constant which does not depend on $(\beta, \eta, \epsilon)$. There exists $u$ in $L^{2}(\Omega)$ such that $v_{\eta \epsilon}$ converges weakly to $u^{+}$in $H^{1}(\Omega)$ and $G_{\epsilon}^{-1}\left(v_{\eta \epsilon}\right)$ tends strongly to $u$ in $L^{2}(\Omega)$ so that

$$
\begin{array}{r}
u^{+}=\lim _{\eta \epsilon} v_{\eta \epsilon} \\
u^{-}=-\lim _{\eta \epsilon} G_{\epsilon}^{-1}\left(-v_{\eta \epsilon}^{-}\right) \tag{10}
\end{array}
$$

Moreover $u$ is a solution of $\left(\mathcal{P}_{h}\right)$.
Remark 2 The two parameters $\epsilon$ and $\eta$ have different meanings. The first one is a regularization parameter and the second one a penalization parameter. Moreover, the proof of convergence in [1] is such that $\eta$ tends to zero first and then $\epsilon$. So that one cannot choose $\eta=\epsilon$. Numerical results (5) showed that optimal choice are obtained by choosing $\eta \ll \epsilon$.

Remark 3 As from (1), $v_{\eta \epsilon}$ tends to $u^{+}$in $H^{1}(\Omega)$, it is always possible to choose $\epsilon$ and $\eta$ so that the condition :

$$
\begin{equation*}
1+\frac{1}{\beta} v_{\eta \epsilon}(h) \geq \nu>0 \text { a.e in } \Omega . \tag{11}
\end{equation*}
$$

is fulfilled for a given $\nu, 0<\nu<1$. This condition will be used in the sequel.
Let $F_{\eta \epsilon}$ be the application defined from $V \times L^{\infty}(\Omega)$ to $H^{-1}(\Omega)$ by

$$
F_{\eta \epsilon}(v, h)=-\operatorname{div}\left(h^{3} \nabla v\right)+\frac{\partial\left(h T_{\eta \epsilon}(v)\right)}{\partial x}
$$

where $T_{\eta \epsilon}(v):=H_{\eta}\left(1+\frac{1}{\beta} G_{\epsilon}^{-1}(v)\right)\left(1+\frac{1}{\beta} G_{\epsilon}^{-1}(v)\right)$.
Proposition 1 : The mapping $(v, h) \mapsto F_{\eta \epsilon}(v, h)$ is continuously differentiable from $V \times L^{\infty}(\Omega)$ to $H^{-1}(\Omega)$

Proof Let $(w, g) \in V \times L^{\infty}(\Omega)$, with $(w, g) \neq 0$,
let us define

$$
\delta(w, g)=\frac{F_{\eta \epsilon}(v+w, h+g)-F_{\eta \epsilon}(v, h)-\left(L_{\eta \epsilon}(v, h), w, g\right)}{\|w\|_{V}+\|g\|_{L^{\infty}(\Omega)}}
$$

where $L_{\eta \epsilon}$ is the application defined from $V \times L^{\infty}(\Omega)$ to $\mathcal{L}\left(V \times L^{\infty}(\Omega), H^{-1}(\Omega)\right)$ by

$$
\begin{aligned}
\left(L_{\eta \epsilon}(v, h), w, g\right)= & -\operatorname{div}\left(3 h^{2} g \nabla v\right)+\frac{\partial\left(g T_{\eta \epsilon}(v)\right)}{\partial x} \\
& -\operatorname{div}\left(h^{3} \nabla w\right)+\frac{\partial\left(h \dot{T}_{\eta \epsilon}(v) w\right)}{\partial x}
\end{aligned}
$$

$$
\begin{aligned}
\text { so that } & \frac{1}{\delta(w, g)=} \\
\left.\begin{array}{rl}
\left(\|w\|_{V}+\|g\|_{L} \infty(\Omega)\right.
\end{array}\right) & \frac{\partial\left(g\left(T_{\eta \epsilon}(v+w)-T_{\eta \epsilon}(v)\right)\right)}{\partial x} \\
& -\operatorname{div}\left(\left(\left((h+g)^{3}-h^{3}-3 h^{2} g\right) \nabla v\right)-\operatorname{div}\left(\left((h+g)^{3}-h^{3}\right) \nabla w\right)\right. \\
& \left.+\frac{\partial\left(h\left(T_{\eta \epsilon}(v+w)-T_{\eta \epsilon}(v)-\dot{T}_{\eta \epsilon}(v) w\right)\right)}{\partial x}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
& \text { and } \begin{aligned}
\|\delta(w, g)\|_{H^{-1}(\Omega)} \leq & \frac{1}{\left(\|w\|_{V}+\|g\|_{L^{\infty}(\Omega)}\right)}\left(\left\|(h+g)^{3}-h^{3}-3 h^{2} g\right\|_{L^{\infty}(\Omega)}\|v\|_{V}\right. \\
& +\left\|(h+g)^{3}-h^{3}\right\|_{L^{\infty}(\Omega)}\|w\|_{V} \\
& +\|g\|_{L^{\infty}(\Omega)}\left\|T_{\eta \epsilon}(v+w)-T_{\eta \epsilon}(v)\right\|_{L^{2}(\Omega)} \\
& \left.+\|h\|_{L^{\infty}(\Omega)}\left\|T_{\eta \epsilon}(v+w)-T_{\eta \epsilon}(v)-\dot{T}_{\eta \epsilon}(v) w\right\|_{L^{2}(\Omega)}\right),
\end{aligned}
\end{aligned}
$$

$$
(h+g)^{3}-h^{3}-3 h^{2} g=g^{3}+3 h g^{2},
$$

then

$$
\begin{gathered}
\left\|(h+g)^{3}-h^{3}-3 h^{2} g\right\|_{L^{\infty}(\Omega)} \leq O\left(\|g\|_{L^{\infty}(\Omega)}\right)\|g\|_{L^{\infty}(\Omega)} \\
\left\|(h+g)^{3}-h^{3}\right\|_{L^{\infty}(\Omega)} \leq O\left(\|g\|_{L^{\infty}(\Omega)}\right)
\end{gathered}
$$

As $T_{\eta \epsilon}$ is Lipschitz and using the Poincare inequality, we get

$$
\left\|T_{\eta \epsilon}(v+w)-T_{\eta \epsilon}(v)\right\|_{L^{2}(\Omega)} \leq O\left(\|w\|_{V}\right),
$$

As $T_{\eta \epsilon}$ is continuously differentiable, there exists $\dot{T}_{\eta \epsilon}$ such that

$$
\left\|T_{\eta \epsilon}(v+w)-T_{\eta \epsilon}(v)-\dot{T}_{\eta \epsilon}(v) w\right\|_{L^{2}(\Omega)} \leq O\left(\|w\|_{V}\right)^{2},
$$

it follows that

$$
\|\delta(w, g)\|_{H^{-1}(\Omega)} \leq O\left(\|w\|_{V}+\|g\|_{L^{\infty}(\Omega)}\right)
$$

So, differentiability of $F_{\eta \epsilon}$ is gained with $\nabla F_{\eta \epsilon}(v, h)=L_{\eta \epsilon}(v, h)$.
In the same way, it can be proved that $\nabla F_{\eta \epsilon}$ is continuous from $V \times L^{\infty}(\Omega)$ to $\mathcal{L}\left(V \times L^{\infty}(\Omega), H^{-1}(\Omega)\right)$.

Proposition 2 : The mapping $h \mapsto v_{\eta \epsilon}(h)$ which defines the solution of $\left(\mathcal{P}_{h}\right)_{\eta \epsilon}$ is continuously differentiable from $\mathcal{U}_{\text {ad }}$ to $V$.

Proof The proof is based upon the implicit function theorem for the equation

$$
\begin{equation*}
F_{\eta \epsilon}\left(v_{\eta \epsilon}(h), h\right)=0 \tag{12}
\end{equation*}
$$

It is already known from Proposition 1 that $F_{\eta \epsilon}$ is continuously differentiable. The only thing to prove now is that

$$
\begin{equation*}
\nabla_{1}\left(F_{\eta \epsilon}\left(v_{\eta \epsilon}(h), h\right)\right) \text { is an isomorphism from } V \text { to } H^{-1}(\Omega) \tag{13}
\end{equation*}
$$

where $\nabla_{1}$ denotes the derivative with respect to the first variable.
To do that, it is sufficient to prove that the linear problem

$$
\left\{\begin{array}{l}
z_{\eta \epsilon} \in H_{0}^{1}(\Omega)  \tag{14}\\
-\operatorname{div}\left(h^{3} \nabla z_{\eta \epsilon}\right)+\frac{\partial\left(h \dot{T}_{\eta \epsilon}\left(v_{\eta \epsilon}\right) z_{\eta \epsilon}\right)}{\partial x}=f \text { in } H^{-1}(\Omega)
\end{array}\right.
$$

with $f \in H^{-1}(\Omega)$, admits a unique solution.

## Uniqueness:

Let $z=z_{\eta \epsilon}^{1}-z_{\eta \epsilon}^{2}$ in which $z_{\eta \epsilon}^{1}$ and $z_{\eta \epsilon}^{2}$ are two solutions for (14) and $\gamma>0$ is a real given parameter. Multiplying the difference of the two equations satisfied by $z_{\eta \epsilon}^{1}$ and $z_{\eta \epsilon}^{2}$, by the test function $\frac{z^{+}}{\gamma+z^{+}}$which belongs to $H_{0}^{1}(\Omega)$, we get

$$
\int_{\Omega} h^{3} \nabla z \nabla\left(\frac{z^{+}}{\gamma+z^{+}}\right)=\int_{\Omega} h \dot{T}_{\eta \epsilon}\left(v_{\eta \epsilon}\right) z \frac{\partial}{\partial x}\left(\frac{z^{+}}{\gamma+z^{+}}\right)
$$

using the fact that

$$
\nabla\left(\frac{z^{+}}{z^{+}+\gamma}\right)=\gamma \frac{\nabla z^{+}}{\left(z^{+}+\gamma\right)^{2}},
$$

we get as $h$ belongs to $\mathcal{U}_{a d}$

$$
\int_{\Omega}\left|\frac{\nabla z^{+}}{\gamma+z^{+}}\right|^{2} \leq \frac{b}{a^{3}}\left\|\dot{T}_{\eta \epsilon}\left(v_{\eta \epsilon}\right)\right\|_{L^{\infty}(\Omega)} \int_{\Omega}\left|\frac{\frac{\partial}{\partial x} z^{+}}{\gamma+z^{+}}\right|
$$

It follows, from the Poincaré inequality, that

$$
\int_{\Omega}\left(\log \left(1+\frac{z^{+}}{\gamma}\right)\right)^{2} \leq C
$$

where $C$ a constant that doesn't depend on $\gamma$.
Letting $\gamma$ tend to zero, we obtain $z \leq 0$ a.e in $\Omega$. Substituting $z$ for $-z$ we get $z \geq 0$ a.e in $\Omega$. The uniqueness is proved.

## Existence:

Let $A_{\eta \epsilon}^{\varrho}$ be the application defined from $H_{0}^{1}(\Omega)$ to $H^{-1}(\Omega)$ by:

$$
A_{\eta \epsilon}^{\varrho}(v)=\varrho I v-\operatorname{div}\left(h^{3} \nabla v\right)+\frac{\partial\left(h \dot{T}_{\eta \epsilon}\left(v_{\eta \epsilon}\right) v\right)}{\partial x}
$$

In which the operator $I: H_{0}^{1}(\Omega) \rightarrow H^{-1}(\Omega)$ is defined by

$$
\langle I v, w\rangle=\int_{\Omega} v w
$$

We can choose $\varrho>0$ so that $A_{\eta \epsilon}^{\varrho}$ is coercive, and hence so that $\left(A_{\eta \epsilon}^{\varrho}\right)^{-1}$ exists and is continuous .
Let us remark that $z_{\eta \epsilon}$ is a solution of (14) if and only if

$$
z_{\eta \epsilon}-\varrho\left(A_{\eta \epsilon}^{\varrho}\right)^{-1} \circ I z_{\eta \epsilon}=\left(A_{\eta \epsilon}^{\varrho}\right)^{-1} f
$$

As $H_{0}^{1}(\Omega)$ is compactly embedded in $L^{2}(\Omega)$, then $I$ is completely continuous. On the other hand $\varrho\left(A_{\eta \epsilon}^{\varrho}\right)^{-1}$ is continuous, so $\varrho\left(A_{\eta \epsilon}^{\varrho}\right)^{-1} \circ I$ is completely continuous. Applying the Fredholm's alternative [11] allows us to conclude.

## 4 Approximate cost function and necessary optimality conditions

To cope with the possible non uniqueness of the solution for the control problem, we introduce as in $[5,10]$ a modified cost function which forces the solution of the approximate problem to converge towards the solution $\left(h^{*}, u^{*}\right)$ deduced from theorem (2). Let us remark that usually, only one additional term is added. However possible non uniqueness of the state equation due to the weak regularity of the coefficient $h^{*}$ leads us to introduce another additional term containing $u^{*}$ in $J_{\eta \epsilon}(h)$.

The initial problem $(\mathcal{M})$ is approximated by:

$$
(\mathcal{M})_{\eta \epsilon}\left\{\begin{array}{l}
\text { Find } h_{\eta \epsilon}^{*} \in \mathcal{U}_{a d} \text { such that } \\
J_{\eta \epsilon}\left(h_{\eta \epsilon}^{*}\right)=\text { Min }_{h \in \mathcal{U}_{a d}} J_{\eta \epsilon}(h)
\end{array}\right.
$$

where
$J_{\eta \epsilon}(h)=\frac{1}{2}\left\|\beta \log \left(1+\frac{1}{\beta} v_{\eta \epsilon}(h)\right)-P_{d}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{2}\left\|h-h^{*}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{2}\left\|v_{\eta \epsilon}(h)-u^{*}\right\|_{L^{2}(\Omega)}^{2}$ $v_{\eta \epsilon}(h)$ satifies $\left(\mathcal{P}_{h}\right)_{\eta \epsilon}$ and $\left(h^{*}, u^{*}\right)$ are given by theorem (2).
4.1 Necessary optimality conditions for the problem $(\mathcal{M})_{\eta \epsilon}$

Theorem 3 : There exists at least one optimal control $h_{\eta \epsilon}^{*} \in \mathcal{U}_{\text {ad }}$ for the problem $(\mathcal{M})_{\eta \epsilon}$ satisfying the following optimality system:
Let $\Theta_{0} \in L^{\infty}\left(\Gamma_{0}\right)$ and $\Theta_{0} \geq 0$,

$$
\left\{\begin{array}{l}
\text { find } v_{\eta \epsilon}^{*} \in V \text { such that for all } \phi \in V  \tag{15}\\
\int_{\Omega}\left(h_{\eta \epsilon}^{*}\right)^{3} \nabla v_{\eta \epsilon}^{*} \nabla \phi d x d y-\int_{\Omega} h_{\eta \epsilon}^{*} T_{\eta \epsilon}\left(v_{\eta \epsilon}^{*}\right) \frac{\partial \phi}{\partial x} d x d y=\int_{\Gamma_{0}} \Theta_{0} \phi d y
\end{array}\right.
$$

and for all $h \in \mathcal{U}_{\text {ad }}$

$$
\begin{equation*}
\int_{\Omega}\left(h-h_{\eta \epsilon}^{*}\right)\left(T_{\eta \epsilon}\left(v_{\eta \epsilon}^{*}\right) \frac{\partial q_{\eta \epsilon}}{\partial x}-3\left(h_{\eta \epsilon}^{*}\right)^{2} \nabla q_{\eta \epsilon} \nabla v_{\eta \epsilon}^{*}+h_{\eta \epsilon}^{*}-h^{*}\right) \geq 0 \tag{16}
\end{equation*}
$$

where $q_{\eta \epsilon}$ is a solution of the adjoint state equation

$$
\left\{\begin{array}{l}
q_{\eta \epsilon} \in H^{1}(\Omega) \text { such that }\left(q_{\eta \epsilon}\right)_{/ \Gamma}=0, \nabla q_{\eta \epsilon} \cdot \vec{n}_{/ \Gamma_{0}}=0 \text { and }  \tag{17}\\
-\operatorname{div}\left(\left(h_{\eta \epsilon}^{*}\right)^{3} \nabla q_{\eta \epsilon}\right)-h_{\eta \epsilon}^{*} \dot{T}_{\eta \epsilon}\left(v_{\eta \epsilon}^{*}\right) \frac{\partial q_{\eta \epsilon}}{\partial x}=L_{\eta \epsilon}
\end{array}\right.
$$

where $L_{\eta \epsilon}=\frac{\beta \log \left(1+\frac{1}{\beta} v_{\eta \epsilon}^{*}\right)-P_{d}}{1+\frac{1}{\beta} v_{\eta \epsilon}^{*}}$.
Proof To prove that $(\mathcal{M})_{\eta \epsilon}$ admits at least one solution, the same arguments as for the proof of existence of a solution to $(\mathcal{M})$ are used.
To determine the adjoint system (17) it is sufficient to use the lagrangian:
$\mathcal{L}(h, v, q)=f(h, v)+\int_{\Omega}\left(h_{\eta \epsilon}^{*}\right)^{3} \nabla v \nabla q d x d y-\int_{\Omega} h_{\eta \epsilon}^{*} T_{\eta \epsilon}(v) \frac{\partial q}{\partial x} d x d y-\int_{\Gamma_{0}} \Theta_{0} q d y$,
where

$$
f(h, v)=\frac{1}{2}\left\|\beta \log \left(1+\frac{1}{\beta} v\right)-P_{d}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{2}\left\|h-h^{*}\right\|_{L^{2}(\Omega)}^{2}
$$

defined for $h \in \mathcal{U}_{a d}, v \in V$ satisfying the condition (11) and $q \in V$. The results of proposition (1) and (2) allow us to obtain (16) and (17).
4.2 Optimality conditions for the problem $(\mathcal{M})$ (1D case)

We will restrict ourselves to the one-dimensional case $\Omega=] 0,1[$ for which some estimates for the adjoint state can be established. The essential difficulty essentially comes from the term $h_{\eta \epsilon}^{*} \dot{\dot{T}}_{\eta \epsilon}\left(v_{\eta \epsilon}^{*}\right) \frac{\partial q_{\eta \epsilon}}{\partial x}$ in equation (17).
In the following, we assume that

$$
\begin{equation*}
P_{d} \in L^{\infty}(] 0,1[) \tag{18}
\end{equation*}
$$

Proposition 3 : Under the assumption (18) we have $\left\|q_{\eta_{\epsilon}}\right\|_{L^{\infty}(] 0,1[)} \leq C$.

Proof Let $Q=q_{\eta \epsilon}+k l(x)$, with $l(x)=\int_{0}^{x} \frac{z}{\left(h_{\eta \epsilon}^{*}\right)^{3}(z)} d z$, and $k$ a positive constant to be defined later.
we get

$$
\left(h_{\eta \epsilon}^{*}\right)^{3}(x) \frac{d l}{d x}=x \text { and } \frac{d}{d x}\left(\left(h_{\eta \epsilon}^{*}\right)^{3}(x) \frac{d l}{d x}\right)=1,
$$

then

$$
-\frac{d}{d x}\left(\left(h_{\eta \epsilon}^{*}\right)^{3}(x) \frac{d Q}{d x}\right)-h_{\eta \epsilon}^{*} \dot{\dot{T}}_{\eta \epsilon}\left(v_{\eta \epsilon}^{*}\right) \frac{d Q}{d x}=Z_{\eta \epsilon}(k),
$$

with

$$
Z_{\eta \epsilon}(k)=L_{\eta \epsilon}^{*}-k\left(1+\frac{x \dot{T}_{\eta \epsilon}\left(v_{\eta \epsilon}^{*}\right)}{\left(h_{\eta \epsilon}^{*}\right)^{2}}\right)
$$

From definition (15), $v_{\eta \epsilon}^{*}$ satisfies the same kind of equation as $v_{\eta \epsilon}$ with $h_{\eta \epsilon}^{*}$ instead of $h$. As both $h_{\eta \epsilon}^{*}$ and $h$ verify (4), then $v_{\eta \epsilon}^{*}$ satisfies an estimate like (8).

Due to this estimate, using (11) and (18), we have

$$
\begin{equation*}
\left\|L_{\eta \epsilon}\left(v_{\eta \epsilon}^{*}\right)\right\|_{L^{\infty}(] 0,1[)} \leq C \tag{19}
\end{equation*}
$$

Let us choose $k=\|\left. L_{\eta \epsilon}\left(v_{\eta \epsilon}^{*}\right)\right|_{L^{\infty}[0,1]}$, then $Z_{\eta \epsilon}(k) \leq 0$. By applying the maximum principle [24, Th 8.1], we get consequently $Q \leq \sup _{\{0,1\}} Q$, which implies that

$$
q_{\eta \epsilon}(x)=Q(x)-k l(x) \leq \sup _{\{0,1\}} Q-k l(x) \leq C_{1}
$$

On the other hand the choice of $k=-\left\|L_{\eta \epsilon}\left(v_{\eta \epsilon}^{*}\right)\right\|_{L^{\infty}(\mathrm{j} 0,1[)}$ implies that $Z_{\eta \epsilon}(k) \geq$ 0 . Using the same arguments we get $q_{\eta \epsilon}(x) \geq C_{2}$.
So $\left\|q_{\eta \epsilon}\right\|_{L^{\infty}(\mathrm{j} 0,1[)} \leq C$.
Let us prove now the
Proposition 4 : If $h_{\eta \epsilon}^{*}$ is an optimal control of the $\operatorname{problem}(\mathcal{M})_{\eta \epsilon}$, then $q_{\eta \epsilon}$ satisfies the following estimate

$$
\begin{equation*}
\left\|q_{\eta \epsilon}\right\|_{H^{1}(] 0,1[)}+\left\|h_{\eta \epsilon}^{*} \dot{T}_{\eta \epsilon}\left(v_{\eta \epsilon}^{*}\right) \frac{\partial q_{\eta \epsilon}}{\partial x}\right\|_{L^{1}(] 0,1[)}+\left\|h_{\eta \epsilon}^{*} \dot{T}_{\eta \epsilon}\left(v_{\eta \epsilon}^{*}\right) \frac{\partial q_{\eta \epsilon}}{\partial x}\right\|_{H^{-1}(] 0,1[)} \leq C . \tag{20}
\end{equation*}
$$

Proof This is a direct consequence of 4 in which $a_{\epsilon}, u_{\epsilon}, g_{\epsilon}, L_{\epsilon}$ are respectively $h_{\eta \epsilon}^{* 3}, q_{\eta \epsilon}, h_{\eta \epsilon}^{*} \dot{T}_{\eta \epsilon}\left(v_{\eta \epsilon}^{*}\right) \frac{\partial q_{\eta \epsilon}}{\partial x}$ and $L_{\eta \epsilon}$. Assumption(40) is exactly (17) while assumptions (41, 42, 43, 44) are fulfilled by inequality (19), proposition 3 and the fact that $h_{\eta \epsilon}$ belongs to $\mathcal{U}_{a} d$.

In the one dimensional case, the following result will be proved:

Lemma 1 There exists a constant $C$ which does not rely on $(\beta, \epsilon, \eta)$ such that the sequence $\left(v_{\eta \epsilon}\right)^{*}$ satisfies the estimation

$$
\begin{equation*}
\left\|\frac{d v_{\eta \epsilon}^{*}}{d x}\right\|_{L^{\infty}(] 0,1[)} \leq C \tag{21}
\end{equation*}
$$

Proof Let $\varphi \in \mathcal{D}(] 0,1[)$. Then the function $\phi=\int_{1}^{x} \varphi(t) d t$ is a test function for (15) so we have

$$
\begin{equation*}
\int_{0}^{1} h_{\eta \epsilon}^{*^{3}} \frac{d v_{\eta \epsilon}^{*}}{d x} \varphi d x=\int_{0}^{1} h_{\eta \epsilon}^{*} T_{\eta \epsilon}\left(v_{\eta \epsilon}^{*}\right) \varphi d x-\int_{0}^{1} \Theta_{0} \varphi d x \tag{22}
\end{equation*}
$$

so we deduce that

$$
\begin{equation*}
\left.h_{\eta \epsilon}^{*^{3}} \frac{d v_{\eta \epsilon}^{*}}{d x}=h_{\eta \epsilon}^{*} T_{\eta \epsilon}\left(v_{\eta \epsilon}^{*}\right)-\Theta_{0} \quad \text { a.e } \quad \in\right] 0,1[ \tag{23}
\end{equation*}
$$

Due to the one dimensional assumption the space $H^{1}(] 0,1[)$ is continuously imbedded in $L^{\infty}(] 0,1[)$ and from (8) the sequence $\left(v_{\eta \epsilon}^{*}\right)_{\eta \epsilon}$ is bounded in $L^{\infty}(] 0,1[)$. From the definition (7) of $T_{\eta \epsilon}$ we conclude that $\left(T_{\eta \epsilon}\left(v_{\eta \epsilon}^{*}\right)\right)_{\eta \epsilon}$ is bounded in $L^{\infty}(] 0,1[)$.
So the estimate (21) is obtained.
Proposition 5 For all $p \in\left[1, \infty\left[\right.\right.$ the sequence $\left(h_{\eta \epsilon}^{*}, v_{\eta \epsilon}^{*}\right)$ converges to $\left(h^{*}, u^{*+}\right)$ defined by theorem 2 in $L^{p}(] 0,1[) \times H^{1}(] 0,1[)$ - weak) such that

$$
\begin{equation*}
\int_{0}^{1} h^{*^{3}} \frac{d u^{*^{+}}}{d x} \frac{d \varphi}{d x} d x-\int_{0}^{1} h^{*}\left(1+\frac{1}{\beta} u^{*}\right) \frac{d \varphi}{d x} d x=\Theta_{0} \varphi(0) \forall \varphi \in V \tag{24}
\end{equation*}
$$

Proof As $\left(h_{\eta \epsilon}^{*}\right) \subset \mathcal{U}_{a d}$ then by (7) there exists $\tilde{h} \in \mathcal{U}_{a d}$ such that, after passing to a subsequence, $h_{\eta \epsilon}^{*}$ converges strongly to some $\tilde{h}$ in $L^{p}(] 0,1[)$ for all $p \in$ $[1, \infty[$.
As $h_{\eta \epsilon}^{*}$ is solution of the problem $(\mathcal{M})_{\eta \epsilon}$ we have

$$
\begin{equation*}
J_{\eta \epsilon}\left(h_{\eta \epsilon}^{*}\right) \leq J_{\eta \epsilon}\left(h^{*}\right) \tag{25}
\end{equation*}
$$

and in the same way as in the end of the proof of theorem (2) we get

$$
\lim _{\eta, \epsilon \rightarrow 0} J_{\eta \epsilon}\left(h_{\eta \epsilon}^{*}\right)=\tilde{J}(\tilde{h}, \tilde{u})+\frac{1}{2}\left\|\tilde{h}-h^{*}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{2}\left\|\tilde{u}-u^{*}\right\|_{L^{2}(\Omega)}^{2}
$$

and from the definition of $\tilde{J}$

$$
\lim _{\eta, \epsilon \rightarrow 0} J_{\eta \epsilon}\left(h^{*}\right)=\tilde{J}\left(h^{*}, u^{*}\right)
$$

so passing to the limit in (25) we get

$$
\tilde{J}(\tilde{h}, \tilde{u})+\frac{1}{2}\left\|\tilde{h}-h^{*}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{2}\left\|\tilde{u}-u^{*}\right\|_{L^{2}(\Omega)}^{2} \leq \tilde{J}\left(h^{*}, u^{*}\right)
$$

Moreover, the definition of $\left(h^{*}, u^{*}\right)$ implies

$$
\tilde{J}\left(h^{*}, u^{*}\right) \leq \tilde{J}(\tilde{h}, \tilde{u})
$$

so that $\tilde{u}=u^{*}$ and $\tilde{h}=h^{*}$. As $u^{*}$ is unique, any subsequence $\left(v_{\eta \epsilon}\right)$ converges towards $u^{*}$.

By the same arguments as in the proof of [1, Th. 2.14] the weak-limit $\tilde{u}^{+}$in $H^{1}(] 0,1[)$ of $\left(v_{\eta \epsilon}^{*}\right)$ is a solution of $\left(\mathcal{P}_{\tilde{h}}\right)$ and the solution $\tilde{u}$ of the limit problem is defined by $\tilde{u}^{+}=\lim _{\eta \epsilon}\left(v_{\eta \epsilon}\right)$ and $\tilde{u}^{-}=-\lim _{\eta \epsilon}\left(G_{\epsilon}^{-1}\left(-v_{\eta \epsilon}^{-}\right)\right)$.

In order to conclude, we need to prove the strong $H^{1}$ convergence of $v_{\eta \epsilon}^{*}$ towards $u^{*}$. To do that, we will adopt a two step procedure, letting first $\eta$ tend to zero and then $\epsilon$. The strong convergence will be proved for each of the two steps, so inducing the result.

Proposition 6 As $\eta$ tends to zero, there exists $v_{\epsilon}^{*}$ and $h_{\epsilon}^{*}$ strong limits in $H^{1}(] 0,1[)$ and in $L^{p}(] 0,1[)$ for all $1 \leq p \leq \infty$ of $v_{\eta \epsilon}^{*}$ and $h_{\eta \epsilon}^{*}$ such that

$$
\begin{equation*}
\int_{\Omega} h_{\epsilon}^{*^{3}} \nabla v_{\epsilon}^{*} \cdot \nabla \phi d x-\int_{\Omega} h_{\epsilon}^{*}\left(1+\frac{1}{\beta} G_{\epsilon}^{-1}\left(v_{\epsilon}^{*}\right)\right)^{+} \frac{\partial \phi}{\partial x} d x=\Theta_{0} \phi(0) \forall \phi \in V \tag{26}
\end{equation*}
$$

Proof From appendix 3 and estimate (21), there exists a weak limit $v_{\epsilon}^{*}$ in $H^{1}$ and a strong limit in $L^{p}(] 0,1[)$ of $v_{\eta \epsilon}^{*}$ and $h_{\eta \epsilon}^{*}$ as $\eta$ tends to zero. Moreover, let us remark that for any sequence $w_{\eta}$ which strongly converges in $L^{2}(] 0,1[)$ to $w$, we get

$$
\begin{equation*}
H_{\eta}\left(w_{\eta}\right) \cdot w_{\eta} \longrightarrow w^{+} \text {strongly in } L^{2}(] 0,1[) \tag{27}
\end{equation*}
$$

Due to the definition (7) of $T_{\eta \epsilon}$ and as the convergence of $v_{\eta \epsilon}^{*}$ implies the $L^{2}$-strong convergence of $G_{\epsilon}^{-1}\left(v_{\eta \epsilon}^{*}\right)$, then using (27) and passing to the limit in $\eta$ in equation (15), we get exactly (26).
To prove the strong convergence of $v_{\eta \epsilon}^{*}$ to $v_{\epsilon}^{*}$, we write using (15):

$$
\begin{aligned}
\int_{\Omega} h_{\epsilon}^{*^{3}}\left(\frac{d\left(v_{\eta \epsilon}^{*}-v_{\epsilon}^{*}\right)}{d x}\right)^{2} d x & =\int_{\Omega}\left(h_{\epsilon}^{*^{3}}-h_{\eta \epsilon}^{*^{3}}\right)\left(\frac{d\left(v_{\eta \epsilon}^{*}-v_{\epsilon}^{*}\right)}{d x}\right)^{2} d x+\int_{\Omega}\left(h_{\epsilon}^{*}-h_{\eta \epsilon}^{*}\right) T_{\eta \epsilon}\left(v_{\eta \epsilon}\right) \frac{d\left(v_{\eta \epsilon}^{*}-v_{\epsilon}^{*}\right)}{d x} d x \\
& -\int_{\Omega} h_{\epsilon}^{*} T_{\eta \epsilon}\left(v_{\eta \epsilon}\right) \frac{d\left(v_{\eta \epsilon}^{*}-v_{\epsilon}^{*}\right)}{d x} d x
\end{aligned}
$$

The result follows immediately from (21), the strong convergence of $h_{\eta \epsilon}^{*}$ and the fact that $T_{\eta \epsilon}\left(v_{\eta \epsilon}\right)$ is bounded in $L^{\infty}(] 0,1[)$.

For the sequence $\left(v_{\epsilon}\right)$ the following lemma can also be proved :
Lemma 2 The sequence $\left(v_{\epsilon}\right)$ verifies

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \int_{\Omega}\left|\nabla v_{\epsilon}^{*-}\right|^{2} d x=0 \tag{28}
\end{equation*}
$$

Proof Choosing $v_{\epsilon}^{*^{-}}$as a test function in (26) we obtain

$$
\begin{equation*}
-\int_{\Omega} h_{\epsilon}^{3}\left|\nabla v_{\epsilon}^{*^{-}}\right|^{2}=\int_{\Omega} h_{\epsilon}\left(1+\frac{1}{\beta} G_{\epsilon}^{-1}\left(v_{\epsilon}^{*}\right)\right)^{+} \frac{\partial v_{\epsilon}^{*^{-}}}{\partial x} d x+\Theta_{0} v_{\epsilon}^{*^{-}}(0) \tag{29}
\end{equation*}
$$

From the definition of $G_{\epsilon}$ we get

$$
\begin{equation*}
0 \leq\left(1+\frac{1}{\beta} G_{\epsilon}^{-1}\left(v_{\epsilon}^{*}\right)\right) \leq 1 \tag{30}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{\epsilon}^{-1}\left(v_{\epsilon}^{*}\right)=G_{\epsilon}^{-1}\left(v_{\epsilon}^{*^{+}}\right)+G_{\epsilon}^{-1}\left(-v_{\epsilon}^{*^{-}}\right)=v_{\epsilon}^{*^{+}}+G_{\epsilon}^{-1}\left(-v_{\epsilon}^{*^{-}}\right) \tag{31}
\end{equation*}
$$

so we can rewrite (29) as

$$
\begin{equation*}
-\int_{\Omega} h_{\epsilon}^{*^{3}}\left|\frac{d v_{\epsilon}^{*^{-}}}{d x}\right|^{2}=\int_{\Omega} h_{\epsilon}^{*} \frac{d v_{\epsilon}^{*^{-}}}{d x} d x+\int_{\Omega} h_{\epsilon}^{*} \frac{1}{\beta} G_{\epsilon}^{-1}\left(-v_{\epsilon}^{*^{-}}\right) \frac{d v_{\epsilon}^{*^{-}}}{d x} d x+\Theta_{0} v_{\epsilon}^{*^{-}} \tag{0}
\end{equation*}
$$

Due to proposition 5 the sequence $\left(v_{\epsilon}^{*}\right)$ converges, up to a subsequence, to $u^{*^{+}}$ in $H^{1}(\Omega)$ weak and strongly in $L^{2}(\Omega)$ where $u^{*}$ is a solution of the problem $\left(\mathcal{P}_{h^{*}}\right)$. The first term of the right hand side in (32) tends to 0 and from the compact inclusion of $H^{1}(\Omega)$ in $C^{0}(\bar{\Omega})$ the third term also tends to 0 . To study the limit of the term $\int_{\Omega} h_{\epsilon} \frac{1}{\beta} G_{\epsilon}^{-1}\left(-v_{\epsilon}^{-}\right) \frac{d v_{\epsilon}^{*-}}{d x} d x$, the function $B_{\epsilon}(x)=$ $\int_{0}^{x} G_{\epsilon}^{-1}(t) d t$ is introduced. We have:

$$
\int_{\Omega} h_{\epsilon} \frac{1}{\beta} G_{\epsilon}^{-1}\left(-v_{\epsilon}^{*^{-}}\right) \frac{d v_{\epsilon}^{*^{-}}}{d x} d x=-\int_{\Omega} h_{\epsilon}^{*} \frac{d B_{\epsilon}\left(-v_{\epsilon}^{*^{-}}\right)}{d x} d x
$$

As $h_{\epsilon}^{*} \in B V(\Omega)$ and $B_{\epsilon}$ is continuous we can now apply the formula for integration by parts [28, page 297-298] to obtain
$\int_{\Omega} h_{\epsilon}^{*} \frac{d B_{\epsilon}\left(-v_{\epsilon}^{*^{-}}\right)}{d x} d x=-\int_{\Omega} B_{\epsilon}\left(-v_{\epsilon}^{*^{-}}\right) D h_{\epsilon}+h_{\epsilon}^{*}(1) B_{\epsilon}\left(-v_{\epsilon}^{*^{-}}\right)(1)-h_{\epsilon}^{*}(0) B_{\epsilon}\left(-v_{\epsilon}^{*^{-}}\right)(0)$
in the sens of Riemann-Stieltjes and as $B_{\epsilon}(0)=0$, we have

$$
\begin{equation*}
\int_{\Omega} h_{\epsilon}^{*} \frac{d B_{\epsilon}\left(-v_{\epsilon}^{*^{-}}\right)}{d x} d x=-\int_{\Omega} B_{\epsilon}\left(-v_{\epsilon}^{*^{-}}\right) D h_{\epsilon}^{*}-h_{\epsilon}^{*}(0) B_{\epsilon}\left(-v_{\epsilon}^{*^{-}}\right. \tag{0}
\end{equation*}
$$

from (30) we have

$$
\left|B_{\epsilon}\left(-v_{\epsilon}^{*^{-}}\right)\right| \leq \beta\left|-v_{\epsilon}^{*^{-}}\right| \text {and }\left|B_{\epsilon}\left(-v_{\epsilon}^{*^{-}}(0)\right)\right| \leq \beta\left|v_{\epsilon}^{*^{-}}(0)\right|
$$

using the definition of $\mathcal{U}_{a d}$ and the compact embedding of $H^{1}(\Omega)$ into $C^{0}(\bar{\Omega})$ :

$$
\begin{equation*}
\left|\int_{\Omega} h_{\epsilon}^{*} \frac{d B_{\epsilon}\left(-v_{\epsilon}^{*^{-}}\right)}{d x} d x\right| \leq \beta\left(\left|D h_{\epsilon}^{*}\right|+b\right)\left\|v_{\epsilon}^{-}\right\|_{C^{0}[0,1]} \tag{33}
\end{equation*}
$$

so

$$
\lim _{\epsilon \rightarrow 0} \int_{\Omega} h_{\epsilon}^{*} \frac{d B_{\epsilon}\left(-v_{\epsilon}^{*^{-}}\right)}{d x} d x=0
$$

Theorem 4 The sequence $\left(v_{\epsilon}^{*}\right)$ and in turn $\left(v_{\eta \epsilon}^{*}\right)$ converges strongly to $u^{*+}$ in $H^{1}(\Omega)$.

Proof The $H^{1}$ weak convergence of $\left(v_{\epsilon}^{*}\right)$ towards $u^{*+}$ comes from proposition 5 and estimate 21. By making the difference between equations (26) and (24) and choosing $v_{\epsilon}^{*}-u^{*+}$ as a test function we get

$$
\begin{aligned}
\int_{\Omega} h^{*^{3}}\left(\frac{d v_{\epsilon}^{*}}{d x}-\frac{d u^{*+}}{d x}\right)^{2} d x= & \int_{\Omega}\left(h^{*^{3}}-h_{\epsilon}^{*^{3}}\right)\left(\frac{d v_{\epsilon}^{*}}{d x}-\frac{d u^{*}}{d x}\right) \frac{d v_{\epsilon}^{*}}{d x} d x \\
& +\int_{\Omega}\left(h^{*}-h_{\epsilon}^{*}\right)\left(1+\frac{1}{\beta} G_{\epsilon}^{-1}\left(v_{\epsilon}^{*}\right)\right)\left(\frac{d v_{\epsilon}^{*}}{d x}-\frac{d u^{++}}{d x}\right) d x \\
& +\frac{1}{\beta} \int_{\Omega} h^{*}\left(G_{\epsilon}^{-1}\left(v_{\epsilon}^{*}\right)-u^{*^{+}}\right)\left(\frac{d v_{\epsilon}^{*}}{d x}-\frac{d u^{*+}}{d x}\right) d x
\end{aligned}
$$

Due to the fact that $h^{*}$ and $h_{\epsilon}^{*}$ belong to $\mathcal{U}_{a d}$, the sequence $\left(h_{\epsilon}^{*}\right)$ converges to $h^{*}$ in $L^{p}(\Omega)$ for all $1 \leq p<\infty$. From estimate (21) the first and second terms of the right hand side of the equality go to zero as $\epsilon$ tends to zero. For the last term, it can be rewritten as:

$$
\begin{gathered}
I=\frac{1}{\beta} \int_{0}^{1} h^{*}\left(G_{\epsilon}^{-1}\left(v_{\epsilon}^{*}\right)-u^{*^{+}}\right)\left(\frac{d v_{\epsilon}^{*+}}{d x}-\frac{d u^{*+}}{d x}\right) d x-\frac{1}{\beta} \int_{0}^{1} h^{*}\left(G_{\epsilon}^{-1}\left(v_{\epsilon}^{*}\right)-u^{*^{+}}\right) \frac{d v_{\epsilon}^{*-}}{d x} d x \\
=I_{1}+I_{2}
\end{gathered}
$$

by lemma $2, I_{2}$ tends to zero using (31).
Let us rewrite $I_{1}$ :
$I_{1}=\frac{1}{\beta} \int_{\Omega} h^{*}\left(v_{\epsilon}^{*^{+}}-u^{*^{+}}\right)\left(\frac{d v_{\epsilon}^{*^{+}}}{d x}-\frac{d u^{*^{+}}}{d x}\right) d x-\frac{1}{\beta} \int_{\Omega} h^{*}\left(G_{\epsilon}^{-1}\left(-v_{\epsilon}^{*^{-}}\right)-u^{*^{-}}\right)\left(\frac{d v_{\epsilon}^{*^{+}}}{d x}-\frac{d u^{*^{+}}}{d x}\right) d x$
since $\left(v_{\epsilon}^{*+}\right)$ converges strongly to $u^{*+}$ in $L^{2}(\Omega)$ and weakly in $H^{1}(] 0,1[)$, the first term in the above equality tends to 0 and the second can be rewritten as
$\frac{1}{\beta} \int_{\Omega} h^{*}\left(G_{\epsilon}^{-1}\left(-v_{\epsilon}^{*^{-}}\right)-u^{*^{-}}\right)\left(\frac{d v_{\epsilon}^{*^{+}}}{d x}-\frac{d u^{*^{+}}}{d x}\right) d x=\frac{1}{\beta} \int_{0}^{1} h^{*}\left(G_{\epsilon}^{-1}\left(-v_{\epsilon}^{*^{-}}\right) \frac{d u^{*^{+}}}{d x}\right) d x+\frac{1}{\beta} \int_{\Omega} h^{*} u^{*^{-}} \frac{d v_{\epsilon}^{*^{+}}}{d x} d x$
Using the same arguments as in remark 1, (10) and proposition 5 we then deduce that this term tends to

$$
\frac{1}{\beta} \int_{0}^{1} h^{*} u^{*^{-}} \frac{d u^{*+}}{d x} d x+\frac{1}{\beta} \int_{\Omega} h^{*} u^{*^{-}} \frac{d u^{*^{+}}}{d x} d x
$$

which is zero.
The strong $H^{1}$ convergence of $\left(v_{\epsilon}^{*}\right)$ towards $u^{*+}$ is proved and in turn that of $v_{\eta \epsilon}^{*}$ by using the triangle inequality.

Theorem 5: Let $\left(h^{*}, u^{*}\right)$ be an optimal control of the problem $(\tilde{\mathcal{M}})$. Then there exist $(q, \lambda)$ in $H^{1}(] 0,1[) \times M(] 0,1[)$ such that

$$
\begin{equation*}
\int_{] 0,1[ } h^{*^{3}} \frac{d u^{*+}}{d x} \frac{d \phi}{d x} d x-\int_{] 0,1[ } h^{*}\left(1+\frac{1}{\beta} u^{*}\right) \frac{d \phi}{d x} d x=\Theta_{0} \phi(0) \quad \forall \phi \in V \tag{35}
\end{equation*}
$$

$\forall h \in \mathcal{U}_{a d}$

$$
\begin{equation*}
\int_{] 0,1[ }\left(h-h^{*}\right)\left(\left(1+\frac{1}{\beta} u^{*}\right) \frac{d q}{d x}-3 h^{*^{2}} \frac{d q}{d x} \frac{d u^{*+}}{d x}\right) d x \geq 0 \tag{36}
\end{equation*}
$$

$$
\left\{\begin{array}{l}
q \in V  \tag{37}\\
\int_{] 0,1[ } h^{*^{3}} \frac{d q}{d x} \frac{d \phi}{d x} d x-\int_{] 0,1[ } \lambda \phi d x=\int_{] 0,1[ } \frac{\beta \log \left(1+\frac{1}{\beta} u^{*+}\right)-P_{d}}{1+\frac{1}{\beta} u^{*+}} \phi d x, \forall \phi \in V,
\end{array}\right.
$$

with $M(] 0,1[)=\left(C_{0}(] 0,1[)\right)^{*}$ the space of bounded measures in $] 0,1[$.
Proof According to the estimate (20) there exist two multipliers $q$ and $\lambda$ in $H^{1}(] 0,1[)$ and $M(] 0,1[)$ respectively, such that $q_{\eta \epsilon}$ converges weakly to $q$ in $H^{1}(] 0,1[), \lambda_{\eta \epsilon}$ converges to $\lambda$ in $H^{-1}(] 0,1[)$-weakly and $M(] 0,1[)$-*-weakly.
Due to Remark 1, there exists $u$ in $L^{2}(] 0,1[)$ such that $v_{\eta \epsilon}^{*}$ converges weakly to $u^{*}{ }^{+}$in $H^{1}(] 0,1[)$ and $G_{\epsilon}^{-1}\left(v_{\eta \epsilon}^{*}\right)$ tends to $u^{*}$ in $L^{2}(] 0,1[)$.
Passing to the limit with respect to $\eta$ and $\epsilon$ in (15)-(17), we obtain (35)-(37).

## 5 Numerical realization

The theory in the previous sections has been mainly developped in the context of the hydrodynamic lubrication(The Reynolds state is the governing equation for thin film flow). The one-dimensional assuption for which optimality conditions have been obtained in section 4 can be associated with a bearing (see figure 1) whose diameter is small with respect of its width: the so called infinitely long bearing [23]. In that case the flow is roughly independent of the variable $y$ (in reality there is a small boundary layer on both ends of the bearing) and the one dimensional Reynolds equation is used to get the pressure inside the device. As it will be shown in the following figures, the pressure reaches its maximal value around the middle of the device where the gap is minimal. This value can be so high that the surface of the device can be locally deformed [16] and a flat part appears: the original shape is truncated. In most of the applications, this phenomenon is amplified by the variation of the viscosity with the pressure (piezoviscosity). This phenomenon is not taken into account in the present work as the state Reynolds equation that is dealt with is highly non linear. Thus the related inverse problem is not included in the present study. Nevertheless, we will retain as a numerical illustration of the present theory the identification of a locally deformed surface $h$ by the knowledge of the pressure field $P_{d}$.

### 5.1 Initialization:

Assuming the gap $h$ is known, the pressure $P_{d}=\beta \log \left(1+\frac{u_{d}^{+}}{\beta}\right)$ will be introduced by the following procedure to prevent the so called "inverse crime problem":

- It can be proved as in [6] that for suitable data the solution of (3) for a journal bearing geometry is a continuous function. Moreover the non cavitated area is made of two (unknown) parts, namely $[0, A]$ and $[B, 1]$. The first one is located in the convergent part of the bearing, the second one in the divergent part. In addition $\frac{d P}{d x}=0$ on $x=B$ so that $\rho=1$ at this point. The mass flow conservation in $[B, 1]$ gives:

$$
h(B) \rho(B)=h(B)=\Theta_{0}
$$

This allows us to compute the location of $B$ as soon as $\min (h)_{[0,1]} \leq \Theta_{0} \leq$ $\max (h)_{[0,1]}$.

- A backward ordinary differential equation iterative procedure is carried out from $x=B$ to solve the Reynolds equation

$$
-h^{3} \frac{d u^{+}}{d x}+\left(1+\frac{1}{\beta} u\right) h=\Theta_{0}
$$

This procedure is stopped at a point $A$ where the pressure becomes non positive. The overall solution is defined by: $u_{d}(x)=u(x)$ for $A \leq x \leq B$ and $u(x)=0$ elsewhere.
5.2 Choice of the penalization parameters and the datas

To identify the deformed thickness $h_{d}(x)$ from the desired pressure $p_{d}$ computed by the above procedure we use the optimality system (15)-(17). Equation (15) is solved using the $P 1$ finite elements and fixed-point procedure. We then solve the corresponding adjoint problem (17) and we evaluate the gradient of $J_{\eta \epsilon}(16)$. To minimize $J_{\eta \epsilon}$ on $\mathcal{U}_{a d}$ we take a regularized descent direction $D_{\eta \epsilon}$ obtained as a solution of the elliptic problem

$$
\left\{\begin{array}{l}
-\Delta D_{\eta \epsilon}+r D_{\eta \epsilon}=-\nabla\left(J_{\eta \epsilon}\right) \quad \text { in } \Omega  \tag{38}\\
\frac{\partial D_{\eta \epsilon}}{\partial n}=0 \quad \text { on } \partial \Omega
\end{array}\right.
$$

where $r$ is a parameter which has to be adjusted numerically to accelerate the convergence of the projected BFGS with Armijo rule [26].
For tests below the exact deformed thikness is

$$
h_{d}(x)= \begin{cases}1+0.5 \cos (2 \pi x) & \text { if } x \in([0,1]-[0.4,0.6])  \tag{39}\\ 0.6 & \text { if } x \in([0,1]-[0.4,0.6])\end{cases}
$$

The choice of the values of the parameters deserves further discussions. The value chosen for $\beta$ is a usual value for the bulk modulus of a lubricant [32]. The
values of $\eta$ and $\epsilon$ have been chosen to obtain the best stability with respect to the number of grid's points.
The initial thickness is $h(x)=1+0,5 \cos (2 \pi x), \beta=1.10^{9}, \eta=10^{-5}$ and $\epsilon=2.10^{-3}$
The value $\Theta_{0}=0.675$ for the input mass flow is chosen so that two cavitation regions exist. The table below shows the variation of Prec $=\frac{J_{\eta_{\epsilon}}(h)}{J_{\eta \epsilon}\left(h_{0}\right)}$ according to the NIT number of iterations and for different values of the number $m$ of of grid's points.

|  | $m=101$ | $m=201$ | $m=301$ | $m=401$ |
| :---: | :---: | :---: | :---: | :---: |
| NIT | Prec | Prec | Prec | Prec |
| 1 | $1.0000 E+00$ | $1.0000 E+00$ | $1.0000 E+00$ | $1.0000 E+00$ |
| 5 | $1.52571 e-03$ | $2.43188 e-03$ | $2.12803 e-03$ | $2.32768 e-03$ |
| 10 | $1.34161 e-03$ | $1.23072 e-03$ | $1.06685 e-03$ | $1.15125 e-03$ |
| 20 | $1.33785 e-03$ | $1.38974 e-04$ | $4.75835 e-04$ | $4.50564 e-04$ |
| 40 | $1.33785 e-03$ | $1.84877 e-05$ | $1.23317 e-04$ | $1.70753 e-04$ |

Table 1


Fig. 2

Fig. 2 shows the good convergence of the projected-BFGS algorithm combined with our choice of the regularized descent direction $D_{\eta \epsilon}$ for $m=201$.
Fig. 3 and Fig. 4 depict a comparaison between the computed pressure and thickness profiles and the exact ones for $m=401$ after various number of iterations.


Fig. 3


Fig. 4

## 6 Conclusion

The present work shows how is it possible to get some identification process for thin film flow taking a correct mass preserving condition into account. It
opens the way to optimization problems in the same mechanical area, as finding the best shape (the function $h$ ) to minimize friction or oil consumption. An interesting feature is that recent physical studies of the gaseous cavitation in lubrication tends to give a physical meaning to some mathematical problems close to the approximate one (6)[7] used in the present paper. This induces an additional reason to introduce more efficient numerical methods for solving both direct and inverse problems.
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## A Some properties of BV-Spaces[22]

## Lemma 3 :

i) (Lower semicontinuity):

Suppose $f_{k} \in B V(\Omega)(k=1, \ldots)$ and $f_{k} \rightarrow f$ in $L^{1}(\Omega)$, then

$$
\|D f\|(\Omega) \leq \lim \inf _{k \rightarrow+\infty}\left\|D f_{k}\right\|(\Omega)
$$

ii) (Compactness):

Let $f_{k} \in B V(\Omega)(k=1, \ldots)$ satisfying $\sup _{k}\left\|f_{k}\right\|_{B V(\Omega)}<+\infty$, then there exist a subsequence $\left(f_{k_{j}}\right)_{1 \leq j \leq+\infty}$ and $f \in B V(\Omega)$ such that

$$
f_{k_{j}} \rightarrow f \text { in } L^{1}(\Omega)
$$

Using the previous lemma, we can prove the following result.

## Proposition 7 :

i) $\mathcal{U}_{\text {ad }}$ is a nonempty convex closed subset of $B V(\Omega) \cap L^{\infty}(\Omega)$.
ii) Let $\left(h_{n}\right)$ be a sequence of $\mathcal{U}_{\text {ad }}$, then there exists $h \in \mathcal{U}_{\text {ad }}$ such that $h_{n} \rightarrow h$ in $L^{\lambda}(\Omega)$ (for a subsequence) $\forall \lambda \in[1,+\infty[$.

Proof i) Let $\left(h_{n}\right)_{n \in \mathbb{N}} \subset \mathcal{U}_{a d}$, the assertion (ii) of the Lemma 3 implies that there exists $h \in B V(\Omega)$ such that $h_{n} \rightarrow h$ in $L^{1}(\Omega)$ (for a subsequence). However as $0<a \leq h_{n} \leq b$ a.e in $\Omega$, it follows that $0<a \leq h \leq b$ a.e in $\Omega$. And according to (i) Lemma 3, we have

$$
\|D h\|(\Omega) \leq \lim \inf _{n \rightarrow+\infty}\left\|D h_{n}\right\|(\Omega) \leq C^{*}
$$

therefore, $h \in \mathcal{U}_{a d}$.
ii) Thanks to the previous assertion, there exists $h \in \mathcal{U}_{\text {ad }}$ such that $h_{n} \rightarrow h$ in $L^{1}(\Omega)$ (for a subsequence), in addition

$$
\left\|h_{n}-h\right\|_{L^{\lambda}(\Omega)}^{\lambda} \leq(b-a)^{\lambda-1}\left\|h_{n}-h\right\|_{L^{1}(\Omega)}
$$

for all $\lambda \in[1,+\infty[$, from where the result follows.

## B Some technical lemmas

Here, we give the general theorem:
Theorem 6 Let $u_{\epsilon}$ be a solution of the following problem

$$
\left\{\begin{array}{l}
u_{\epsilon} \in H^{1}(\Omega) \text { such that } u_{\epsilon}(1)=0, \frac{d u_{\epsilon}}{d x}(0)=0 \text { and } \\
-\frac{d}{d x}\left(\left(a_{\epsilon}(x)\right) \frac{d u_{\epsilon}}{d x}\right)-g_{\epsilon} \frac{d u_{\epsilon}}{d x}=L_{\epsilon} \tag{40}
\end{array}\right.
$$

we suppose that there exist constants $C_{1}, C_{2}, C_{3}$ and $C_{4}$ independent of $\epsilon$ such that

$$
\begin{array}{r}
0<C_{1} \leq a_{\epsilon}(x) \leq C_{2} \quad \forall x \in[0,1] \\
L_{\epsilon} \in L^{2}(] 0,1[), g_{\epsilon} \in L^{\infty}(] 0,1[) \\
\left\|u_{\epsilon}\right\|_{L^{\infty}(] 0,1[)} \leq C_{3} \quad\left\|L_{\epsilon}\right\|_{L^{2}(] 0,1[)} \leq C_{4} \\
g_{\epsilon} \geq 0 \tag{44}
\end{array}
$$

then

$$
\begin{equation*}
\left\|u_{\epsilon}\right\|_{H^{1}(] 0,1[)}+\left\|g_{\epsilon} \frac{d u_{\epsilon}}{d x}\right\|_{L^{1}(] 0,1[)}+\left\|g_{\epsilon} \frac{d u_{\epsilon}}{d x}\right\|_{H^{-1}(\mathrm{~J} 0,1[)} \leq C \tag{45}
\end{equation*}
$$

Let us first prove the following technical lemma in wich $V=\varphi \in H^{1}(] 0,1[), \varphi(1)=0$.
Lemma 4 :

$$
\int_{] 0,1[ }\left|g_{\epsilon} \frac{d u_{\epsilon}}{d x}\right| \zeta=\int_{] 0,1[ } \operatorname{sign}_{0}\left(\frac{d u_{\epsilon}}{d x}\right)\left(a_{\epsilon} \frac{d u_{\epsilon}}{d x} \frac{d \zeta}{d x}-L_{\epsilon} \zeta\right) \quad \forall \zeta \in V,
$$

where

$$
\operatorname{sign}_{0}(z)=\left\{\begin{array}{cc}
1 & \text { if } z>0 \\
0 & \text { if } z=0 \\
-1 & \text { if } z<0
\end{array}\right.
$$

Proof Let $\operatorname{sign}_{0}^{\sigma}$ be the regularization of the function $\operatorname{sign}_{0}$ such that

$$
\operatorname{sign}_{0}^{\sigma}(z)= \begin{cases}1 & \text { if } z>\sigma, \\ \frac{z}{\sigma} & \text { if }-\sigma \leq z \leq \sigma \\ -1 & \text { if } z<-\sigma,\end{cases}
$$

with $\sigma>0$. From (42) and the fact that $u_{\epsilon}$ belongs to $V$, we get that $a_{\epsilon} \frac{d u_{\epsilon}}{d x}$ belongs to $H^{1}(] 0,1[)$. It follows that for any $\zeta \in V$, then $\zeta \operatorname{sign}_{0}^{\sigma}\left(a_{\epsilon} \frac{d u_{\epsilon}}{d x}\right)$ also lies in $V$ and can be chosen as a test function in (40). So that

$$
\begin{align*}
\int_{] 0,1[ } g_{\epsilon} \zeta \operatorname{sign}_{0}^{\sigma}\left(a_{\epsilon} \frac{d u_{\epsilon}}{d x}\right) \frac{d u_{\epsilon}}{d x}= & \int_{] 0,1[ } \operatorname{sign}_{0}^{\sigma}\left(a_{\epsilon} \frac{d u_{\epsilon}}{d x}\right)\left(a_{\epsilon} \frac{d u_{\epsilon}}{d x} \frac{d \zeta}{d x}-L_{\epsilon} \zeta\right) \\
& +\int_{] 0,1[ } a_{\epsilon} \frac{d u_{\epsilon}}{d x}\left(\operatorname{sign}_{0}^{\sigma}\right)^{\prime}\left(a_{\epsilon} \frac{d u_{\epsilon}}{d x}\right) \zeta \frac{d}{d x}\left(a_{\epsilon} \frac{d u_{\epsilon}}{d x}\right) \tag{46}
\end{align*}
$$

As $\left|\left(\operatorname{sign}_{0}^{\sigma}\right)^{\prime}\left(\frac{d q_{\eta \epsilon}}{d x}\right) \frac{d q_{\eta \epsilon}}{d x}\right| \leq 1$, we get

$$
\begin{aligned}
\int_{] 0,1[ } a_{\epsilon} \frac{d u_{\epsilon}}{d x}\left(\operatorname{sign}_{0}^{\sigma}\right)^{\prime}\left(a_{\epsilon} \frac{d u_{\epsilon}}{d x}\right) \zeta \frac{d}{d x}\left(a_{\epsilon} \frac{d u_{\epsilon}}{d x}\right) & \leq C_{2} \int\left(\left|\frac{d u_{\epsilon}}{d x}\right| \leq \sigma\right)\left|\frac{d u_{\epsilon}}{d x}\left(\operatorname{sign}_{0}^{\sigma}\right)^{\prime}\left(\frac{d u_{\epsilon}}{d x}\right)\right|\left|\zeta \frac{d}{d x}\left(a_{\epsilon} \frac{d u_{\epsilon}}{d x}\right)\right| \\
& \leq C_{2} \int\left(\left|\frac{d u_{\epsilon}}{d x}\right| \leq \sigma\right)\left|\zeta \frac{d}{d x}\left(a_{\epsilon} \frac{d u_{\epsilon}}{d x}\right)\right|,
\end{aligned}
$$

however $\int_{\left(\left|\frac{d u_{\epsilon}}{d x}\right| \leq \sigma\right)}\left|\zeta \frac{d}{d x}\left(a_{\epsilon} \frac{d u_{\epsilon}}{d x}\right)\right|$ tends to $\int_{\left(\frac{d u_{\epsilon}}{d x}=0\right)}\left|\zeta \frac{d}{d x}\left(a_{\epsilon} \frac{d u_{\epsilon}}{d x}\right)\right|$ which is equal to 0 (by an application of the Lemma A.4 [27]), then

$$
\int_{] 0,1[ } a_{\epsilon} \frac{d u_{\epsilon}}{d x}\left(\operatorname{sign}_{0}^{\sigma}\right)^{\prime}\left(\frac{d u_{\epsilon}}{d x}\right) \zeta \frac{d}{d x}\left(a_{\epsilon} \frac{d u_{\epsilon}}{d x}\right) \rightarrow 0 .
$$

Then passing to the limit on $\sigma$ in (46) and using (44), we obtain the result of the lemma.

Proof of theorem 6
Let us define $\lambda_{\epsilon}=g_{\epsilon} \frac{d u_{\epsilon}}{d x}$

$$
\gamma_{\epsilon}=\frac{1}{1+\left\|\lambda_{\epsilon}\right\|_{L^{1}(] 0,1[)}+\left\|\lambda_{\epsilon}\right\|_{H^{-1}(] 0,1[)}}, \widetilde{u}_{\epsilon}=\gamma_{\epsilon} u_{\epsilon}, \widetilde{\lambda}_{\epsilon}=\gamma_{\epsilon} \lambda_{\epsilon}
$$

then

$$
\begin{equation*}
\gamma_{\epsilon}+\left\|\widetilde{\lambda}_{\epsilon}\right\|_{L^{1}(] 0,1[)}+\left\|\widetilde{\lambda}_{\epsilon}\right\|_{H^{-1}(] 0,1[)}=1 \tag{47}
\end{equation*}
$$

and from 40

$$
\begin{equation*}
-\frac{d}{d x}\left(a_{\epsilon} \frac{d \widetilde{u}_{\epsilon}}{d x}\right)=\widetilde{\lambda}_{\epsilon}+\gamma_{\epsilon} L_{\epsilon} \tag{48}
\end{equation*}
$$

Taking $\widetilde{u}_{\epsilon}$ as a test function in (48), we get

$$
\begin{aligned}
\int_{] 0,1[ } a_{\epsilon}\left(\frac{d \widetilde{u}_{\epsilon}}{d x}\right)^{2} & =\int_{] 0,1[ } \widetilde{\lambda}_{\epsilon} \widetilde{u}_{\epsilon}+\int_{] 0,1[ } \gamma_{\epsilon} L_{\epsilon} \widetilde{u}_{\epsilon} \\
& =\gamma_{\epsilon} \int_{] 0,1[ }\left(\widetilde{\lambda}_{\epsilon}+\gamma_{\epsilon} L_{\epsilon}\right) u_{\epsilon}
\end{aligned}
$$

From (43), $u_{\epsilon}$ is bounded in $L^{\infty}(] 0,1[)$. Moreover $\widetilde{\lambda}_{\epsilon}+\gamma_{\epsilon} L_{\epsilon}$ is bounded in $L^{1}(] 0,1[)$ from (47) and (43), using (41), we get:

$$
\begin{equation*}
\left\|\widetilde{u}_{\epsilon}\right\|_{H^{1}(] 0,1[)}^{2} \leq C \gamma_{\epsilon} \tag{49}
\end{equation*}
$$

Now choosing $\phi \in H_{0}^{1}(] 0,1[)$ as a test function in (48), we get

$$
\int_{] 0,1[ } a_{\epsilon} \frac{d \widetilde{u}_{\epsilon}}{d x} \frac{d \phi}{d x}=\int_{] 0,1[ } \widetilde{\lambda}_{\epsilon} \phi+\int_{] 0,1[ } \gamma_{\epsilon} L_{\epsilon} \phi
$$

which is rewritten as

$$
\int_{] 0,1[ } \widetilde{\lambda}_{\epsilon} \phi=\int_{] 0,1[ } a_{\epsilon} \frac{d \widetilde{u}_{\epsilon}}{d x} \frac{d \phi}{d x}-\int_{] 0,1[ } \gamma_{\epsilon} L_{\epsilon} \phi
$$

so that

$$
\left|\int \widetilde{\lambda}_{\epsilon} \phi\right| \leq C_{2}\left\|\widetilde{u}_{\epsilon}\right\|_{H^{1}(] 0,1[)}\|\phi\|_{H_{0}^{1}(] 0,1[)}+\gamma_{\epsilon}\left\|L_{\epsilon}\right\|_{L^{2}(] 0,1[)}\|\phi\|_{H_{0}^{1}(] 0,1[)}
$$

From (43) we get

$$
\begin{equation*}
\left\|\widetilde{\lambda}_{\epsilon}\right\|_{H^{-1}(\mathrm{j} 0,1[)} \leq C\left(\gamma_{\epsilon}+\left\|\widetilde{u}_{\epsilon}\right\|_{H^{1}(\mathrm{J0,1[)}}\right) . \tag{50}
\end{equation*}
$$

Now, let us suppose
Assumption $(H) \quad \lambda_{\epsilon}$ is not bounded in $L^{1}(] 0,1[) \cup H^{-1}(] 0,1[)$
Then $\gamma_{\epsilon}$ tends (for a subsequence) to 0 , then $\widetilde{u}_{\epsilon}$ and $\widetilde{\lambda}_{\epsilon}$ converge to 0 respectively in $H^{1}(] 0,1[)$ and $H^{-1}(] 0,1[)$ and according to (47)

$$
\begin{equation*}
\left\|\widetilde{\lambda}_{\epsilon}\right\|_{L^{1}(] 0,1[)} \rightarrow 1 \tag{51}
\end{equation*}
$$

We aim to compute $\left\|\widetilde{\lambda}_{\epsilon}\right\|_{L^{1}(] 0,1[)}$ by way of the characterization

$$
\begin{equation*}
\left\|\widetilde{\lambda}_{\epsilon}\right\|_{L^{1}(] 0,1[)}=\sup _{w \in \mathbb{B}(0,1)} \int_{0}^{1}\left|\widetilde{\lambda}_{\epsilon}\right| w d x \tag{52}
\end{equation*}
$$

in which $\mathbb{B}(0,1)$ denotes the unit ball of $C_{0}([0,1])$.
Let us choose $\phi$ in $H^{1}(] 0,1[)$ such that $\phi \geq 1$ so that for any $w$ in $\mathbb{B}(0,1)$

$$
\begin{equation*}
w \leq \phi \tag{53}
\end{equation*}
$$

Such a function $\phi$ cannot belong to $V$ as it cannot be 0 for $x=1$. So we locally modify $\phi$ by introducing for any small non negative parameter $\sigma$

$$
v_{\sigma}(z)=\left\{\begin{array}{cl}
\sigma & \text { if } z \leq 1-\sigma \\
\frac{\phi(1)-\sigma}{\sigma} z+\frac{\phi(1)(\sigma-1)+\sigma}{\sigma} & \text { if } z \geq 1-\sigma
\end{array}\right.
$$

Let us write from (53)

$$
\begin{equation*}
\int_{0}^{1}\left|\widetilde{\lambda}_{\epsilon}\right| w \leq \int_{0}^{1}\left|\widetilde{\lambda}_{\epsilon}\right| \phi=\int_{0}^{1}\left|\widetilde{\lambda}_{\epsilon}\right|\left(\phi-v_{\sigma}\right)+\int_{0}^{1}\left|\widetilde{\lambda}_{\epsilon}\right| v_{\sigma} \tag{54}
\end{equation*}
$$

we can use $\zeta=\gamma_{\epsilon}\left(\phi-v_{\sigma}\right)$ as a test function in 4 so that (54) leads to:

$$
\begin{aligned}
\int_{0}^{1}\left|\widetilde{\lambda}_{\epsilon}\right| w & \leq \int_{0}^{1} \operatorname{sign}_{0}\left(\frac{d \widetilde{u}_{\epsilon}}{d x}\right) a_{\epsilon} \frac{d \widetilde{u}_{\epsilon}}{d x} \frac{d \phi}{d x}-\int_{0}^{1} \operatorname{sign}_{0}\left(\frac{d \widetilde{u}_{\epsilon}}{d x}\right) a_{\epsilon} \frac{d \widetilde{u}_{\epsilon}}{d x} \frac{d v_{\sigma}}{d x} \\
& -\gamma_{\epsilon} \int_{0}^{1} \operatorname{sign}_{0}\left(\frac{d \widetilde{u}_{\epsilon}}{d x}\right) L_{\epsilon}\left(\phi-v_{\sigma}\right)+\int_{0}^{1}\left|\widetilde{\lambda}_{\epsilon}\right| v_{\sigma}
\end{aligned}
$$

which is rewriten as

$$
\begin{equation*}
\int_{0}^{1}\left|\widetilde{\lambda}_{\epsilon}\right| w \leq I_{1}-I_{2}-I_{3}+I_{4} \tag{55}
\end{equation*}
$$

From (41) and (49): $\quad\left|I_{1}\right| \leq C \sqrt{\gamma_{\epsilon}}\left\|\frac{d \phi}{d x}\right\|_{L^{2}(] 0,1[)}$
From (41) and the definition of $v_{\sigma}: \quad I_{2} \geq 0$
From (43) and the definition of $v_{\sigma}: \quad I_{3} \geq-C \gamma_{\epsilon}\left(1+\left\|v_{\sigma}\right\|_{L^{2}(\mathrm{l0,1[)}}\right)$
As $\widetilde{\lambda}_{\epsilon}$ belongs to $L^{\infty}(] 0,1[)$ from (42),(43) and $v_{\sigma} \geq 0$ then:

$$
I_{4} \leq\left\|\widetilde{\lambda}_{\epsilon}\right\|_{L^{\infty}(] 0,1[ }\left\|v_{\sigma}\right\|_{L^{1}(] 0,1[)}
$$

As constant $C$ does not depend on $\sigma, w$ or $\epsilon$, we can first let $\sigma$ tend to zero so that $\left\|v_{\sigma}\right\|_{L^{2}(] 0,1[)} \rightarrow 0$ and we get

$$
\int_{0}^{1}\left|\widetilde{\lambda}_{\epsilon}\right| w \leq C \sqrt{\gamma_{\epsilon}}\left\|\frac{d \phi}{d x}\right\|_{L^{2}(] 0,1[)}+C \gamma_{\epsilon}
$$

as $\phi$ does not depend on $w$ and as $\gamma_{\epsilon}$ tends to zero, we get

$$
\left\|\widetilde{\lambda}_{\epsilon}\right\|_{L^{1}(] 0,1[ } \leq C \sqrt{\gamma_{\epsilon}}
$$

which is impossible from (51) and the assumption (H).
So assumption (H) is not true and this implies that there exists a constant $C>0$ such that

$$
\begin{equation*}
\left\|\widetilde{\lambda}_{\epsilon}\right\|_{L^{1}(] 0,1[ }+\left\|\widetilde{\lambda}_{\epsilon}\right\|_{H^{-1}(] 0,1[ } \leq C \tag{56}
\end{equation*}
$$

According to (49) and the definition of $\widetilde{u}_{\epsilon}$, we have

$$
\begin{equation*}
\left\|u_{\epsilon}\right\|_{H^{1}(] 0,1[)}^{2} \leq \frac{C}{\gamma_{\epsilon}}=C\left(1+\left\|\widetilde{\lambda}_{\epsilon}\right\|_{L^{1}(] 0,1[ }+\left\|\widetilde{\lambda}_{\epsilon}\right\|_{H^{-1}(] 0,1[ }\right) \tag{57}
\end{equation*}
$$

Then from (56) we get

$$
\begin{equation*}
\left\|u_{\epsilon}\right\|_{H^{1}(] 0,1[)} \leq C \tag{58}
\end{equation*}
$$

so estimate (45) is obtained from (56) and (58).
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