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Abstract. This paper is devoted to the study of textual inference, the paesent
tion of different applications of the Recognition of Textual lefee (RTE) and
the main levels of textual inferences. We show the stages of dewibpfithe
challenge Pascale RTE, which is implemented to assess the adeénees
search groups in this field, and we conclude with the presentatisonoé n-
ference methods used by research groups evaluated in thengbaPascal
RTE.

Keywords: Natural language processing, inference engine, machine learning,
artificial intelligence.

1 Introduction

Historically, the first major work in the field of NLP has focusednarchine trangl-
tion, with, in 1954, the development of the first automatic transkaeny basic).
Some Russian phrases selected in advance, were translated to English.

Since 1954, heavy funding has been invested and much research imésubebed.
The main work presented then related the manufacture and handling obratectr
dictionaries as translation techniques are essentially translate word by veordittn

a possible rearrangement of the order of words.

This simplistic view of translation led to the following famous example:sentence
The spirit is willing the flesh is weak goal

was translated into Russian and then translated back into English. Thisgaes
thing like:Vodka is strong but the meat is rotten

What emerges from this example is that many contextual knowledge (e aitua-
tion described) and encyclopedic (ie on the world in general) are needed thefind
correct translation of a word (eg by spirit which, depending on thtextooan be
translated as spirit or as alcohol).

Posing as a conjecture that every aspect of human intelligence can be daacribed
sufficient detail for a machine the simulates the most prominent figurte dfime
(John McCarthy, Marvin Minsky, Allan Newell, Herbert Simon) y d&cthe pods
bilities of creating computer programs that behave intelligently, apdriicular who
are able to use language.
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Today, the field of natural language processing is a very active fieldsefrch.
Many industrial applications (machine translation, information retrieval, natural la
guage interfaces), which are beginning to reach the general publicesreédtshow
the importance of the progress made but also the progress that reniséngone.

2 Treatment levels

We introduce in this section the different levels of treatments required i@vaca
complete understanding of a sentence in natural language. These leredpaut to
modules that should be developed and to cooperate in the framewlk iofple-
mentation of language processing.
We consider as an example the following statement:

(1) The president of the temperance eating an apple with a knife
We envision successive treatments to be applied to this statement to auttymatical
reach its fullest understanding. We will successively:
- Identify the lexical components and their properties is the processipigxical ;
- Identify components (group) of the highest level, and relatioagdipminance) they
maintain them: this is the stage of treatn®mttactic;
- Construct a representation of the meaning of this statement, by assoe#ting
concept discussed an object or action in a world reference (reabhgmed) is the
processing stepemantic
- Finally identify the function of the statement in the context of the partisiilation
in which it was produced: this is the stage of treatrpesxgmatic.

2.1 The lexical level

The purpose of this processing step is to move from atomitsf¢tokens) identified
by the word segmenter (Nugues, 2006), which mean to recognéaeinstring one
(or more) unit (s ) language (s), with characteristics (its meaningrdteinciation, its
syntactic properties, etc.).

In the exampl€l) The lexical identification step should lead to a similar result to that
given below, in which we can see in particular the ambiguity of adfohm that Prs-
ident: this string is two forms of the verb chair (code and subjunctine) a nominal
form, and its pronunciation differs depending on whether it is a apanverb.

It is easily understood that for the most frequent words, like "the"simplest saoi-
tion is to look in the form (a glossahyprecompiled. In fact, that is what is happening,
including the rarest forms, insofar as the use of compact representatitadigors
allowing more efficient access (eg in the form of finite state automatal Jnerea-
ing the size of memory makes it possible to manipulate large lexicortee(ofder of
hundreds of thousands of forms).

1 ) .
In languageThe lexicon of a language all its forms lemmas or, momeD, but less ace
rately, "all its words ". Also in common usage, the term vocabisanged more easily.


http://fr.wikipedia.org/wiki/Linguistique
http://fr.wikipedia.org/wiki/Langue
http://fr.wikipedia.org/wiki/Lemme_%28linguistique%29
http://fr.wikipedia.org/wiki/Mot

However, this solution does not solve all problems. Language idareand new
forms arise every day, whether through borrowing from oldweguages (there has
only heard about teachers in other modules of the dominant comp@ertore
frequently by the application of regular processes creations of wadalkbw us to
compose almost at will new forms immediately understood by all speakersr
language if | like reading Proust, can we not say that | emprousésas | become
Proustian proustiste or proustophile and that tired, | dis-sent@®us This pheno-
eron is not marginal, as it is recognized that even if one has a complete lekicon
French, about 5 to 10% of the words in a newspaper article at randlamtvappear
in this lexicon. Purely lexical solution reaches its limits here, sohgme to impé-
ment other approaches, so as to treat the forms off-lexicons.

2.2  The syntactic

The syntax is the study of constraints on the legal successionnod that must be
taken into account when trying to describe the sequences forming gtigadiy ca-
rect sentences: all strings of words do not form acceptable sentences (I,.i804x
Constraints describing the characteristics of a given language is ttagughmmar.
Models and formalisms proposed in the context of natural languagesgpiragere
particularly numerous and varied.

The syntactic level is the conceptual level involved in the calculation of the yaifdit
certain sequences of words, grammatical or well-formed sequenasnpbrtance
of such treatment in a generation application is conceived, why it istias$leat the
machine generates correct statements. In an application of understandingnemach
analysis of texts which are submitted to it, which we can assume that éhgyaar
matical. Why, in this case, implement syntactic knowledge?

A primary motivation comes from the fact that the texts are not algi@yamatical,

for example because of spelling mistakes. Parsing can therefore taffondose b-

tween several corrections to incorrect sentence, but also be very usefptdoe the
outputs of an optical character recognition or even a system of speeghitiec.

A second reason is that the entrance to the syntactic module is a series of labeled
morphosyntactic forms, a form can have several different labelsinfary function

of the syntactic module therefore is to disambiguate the following labels, &lingn
sequences that correspond to statements grammatically invalid.

2.3 The semantic level

Intuitively, the semantics is concerned with the meaning of uttesgiYamn, 2007).
A sentence likeThe garden door eat the sijthough perfectly grammatically co
rect, does not make sense in most contexts. But what is the meanirgfpFession
asbottle rightin the sentence:

Help yourself wine. No, not that one, take the bottle right



The meaning is the object (the concept) designated. In this example, thingnea
depends heavily on the context: we need a representation of the scenw tehato
bottle, so what brand it is.

For a predicate expression &t ordered a 1982 Margaike direction can be repr
sented by a predicate logic as <demander(paul,chateau_margaux_82)>.

The again the context identification of such a predicate depends. The wierd or
would in fact referred to another predicate if it were to command a vessel.

2.4  The pragmatic level

The pragmatic level is perfectly separable from the semantic level. While tla@-sem
tics is concerned with the meaning of the statements, pragmatic colatétunes
(truth, desirability, probability) that speakers adopt towards forwardogichl ope-
ations that trigger these attitudes (Yvon, 2007).

Historically, some linguists have all called pragmatic language processingiiyol
the context of utterance. This criterion has very little interest in that sierpances-

es are the same, the context intervene or not. However, there is a veraimngdsr
tinction, based on the notion of logical inference. Consider the followiaggbe:

(A) Peter, will you come to the dance tonight?

(B) Mary: | heard that Paul will be there!

The second sentence is interpreted as a negative response if it is knoMarileat
DislikesPaul.

This interpretation is not semantic. From understanding the meaning iotehen-

tion Marie,Pierre performs a logical inference using contextual knowledge, thé-enm
ty between Paul and Mary. Peter concludes that Mary does not want tehgobial,

ie it reconstructs Mary's attitude in relation to its own statement. This is not gpeonce
tual construction, it is a logical operation. It therefore belongs to the pragmatic.
Techniques corresponding to this level of treatment are still poorly contrdlex
pragmatic level, even if the techniques that correspond to it are not yet stabilized,
appears less difficult to tackle the semantic level. Indeed, it seems that Inagaed o
fixed set of principles such as the principle of relevance, it is modeled thprize-
termining the argumentative intent of the author or speaker is essemtiahiy appt
cations, including the management of dialogue, text summarization, maarnsb-
tion, the context-sensitive help systems or education, etc. . Wediteeesfpect sigri
icant progress to this level in the coming years.

3 Difficulties of NLP: ambiguity

Natural language is ambiguous, and this ambiguity is reflecteldeinmultitude of
options for each relevant level of processing linguistic entities mEjions, as in
the following examples:



3.1 Ambiguous graphemes (letters)

This ambiguity is in the process of orthographic encoding by cangptre prona-
ciation of i in bed, pear and home.

3.2 Ambiguity in the grammatical and semantic properties

Therebyeatis ambiguous both morpho-syntactically, since it corresponds tathe i
dicative and subjunctive forms of the verb eat), but also semanticadlgedn this
form may as well refer (in a familiar style) to a set of conventionakarea (such as
sitting at a table, put a towel, use a variety of utensils, this possibhtaiming an
interaction with another human ) with a final ingest food (wlitictoes not require a
direct object) vision and action of actually ingest a particular type of (imoghhich
case it requires a direct object Direct ), etc.. Compare in effect:

(a) Tomorrow, Paul eats with my sister.
(B) Paul eats his bread with chocolate.

And the deductions that can be made from these two statements: frammgajan
reasonably conclude that Paul is sitting at a table, will have coveredhile, tis is
not necessarily true in the case of statement (b).

3.3 Ambiguity of the grammatical function of groups of words

The ambiguity is illustrated by the following sentence:

he says the girl bike

In this exampleCycling is either a complement to how to proceed (and it eda-
ing), a supplement maiden name (whicht iwhich churns);

3.4  Ambiguity of the scope of quantifiers, conjunctions and prepositions

Thus, inAll my friends have had a drinkye can assume that each had a different
drink, but inAll witnesses heard a cri,is likely that it was the same cry for all twi
nesses. Similarly, when dogs and cats Paul is mentioned, the most natupata:
tion is to understand Paul as a complement to the group name in catsganthat
reading is much less natural in dogs Race and cats Paul;

3.5 Ambiguity in the interpretation of an utterance in context

We compare the "meaning" of not, in the following two exchanges:

(A) If I go to school tomorrow? Not (negation)
(B) You're going to school tomorrow! No! (I do not believe).



Indeed, the ambiguity is a major problem of NLP. To overcomedbearchers crea

ed an area that centralize the problem and suggest methods of languageny ates
the lexical, syntactic and semantic level regardless of a given application aims. In
what follows we will explore this area and these different applications.

4 Recognition of textual inference (TEN)

The ETR is a relatively new field of research in language processid ) 2which
bring together the research in NLP to propose methods of languagssimgcat the
lexical, syntactic and semantic level independently of a particular application (su
mary aims to automatic system to answer questions or informatiorvadtrie

The RTE is to automatically determine whether a text segment (H) is derived fro
another text segment (T) (Dagan et al, 05).

Example:

T: "Amine 40 degreef®verHis mother took him immediately to bospital ".

H: "Aminesick".

In the example above, understand that the H segment is derived fransehgenent is

a simple deduction to humans, but the machine is quite another. ths deesearis-

ers have proposed several approaches to solve the problem.

In the example, to say that H is inferred from the T system misbéimg sick (text

H) with the word hospital and fever (T text) to deduce that there is inference

In this section, we present the various applications of RTE, then wetheodevé
opment stages of the challenge Pascale RTE was implemented to assegarttesad
of research groups in this field.

We develop in Section 2, the main levels of textual inferences and we conclude this
chapter by presenting some inference methods used by research gvalymated in
the Easter challenge RTE.

4.1  Applications RTE

The inference between text segments is at the heart of many applicatiarieroftic
natural language processing (NLP). We describe in the following heWR T helps
in these areas:

Information retrieval.
The information retrieval is the science of searching for informatiotoguments,
databases, whether relational or networked via hyperlinks (Joachims, 2003)

The information retrieval is historically linked to information science anmian-
ship who have always had the desire to establish representations of disciimen
order to retrieve information through the construction area index . @emgchnb
ogy has enabled the development of tools to process information and estgtish
sentation of documents at the time of indexing and retrieving informatio



Approaches previously used were based on the search keywordsearttiene pro-
lem with these systems is that they do not take into account the relatiobshigen

key words or their meaning.

Example 1:

Web [mages Groupes Aclualités plug s

Coc )Sle ot prosider algoria (Rechercher ] Eastusthe sncks

@ Rechercher surfe Web O Rechercher les pages en fangais

Web Résultats 1- 10 surui
Consedl - Becheiche pour 1ésultats en Frangaks uniguement Vous pouver mdiques volre langue de rechesche dans Préférences

: | i Repﬂns'e peut étre
p_ml.dm f Algeria 19521965, Succesded b, déduite

Ben_BHalla - 26k

Algeria - Wildpedia, the free encyclopedia- | [ 1 =
Algoria’s first president, the FLN leader Ahmed Ben Bella, was crarthrown by his formar lly Réponse correcte
and defense minister, Houan Boumédhnne in 1965 ... -

en wikipedia. srghakuMgeria 108K

History of the Algerian Worlers - | T:ad, LI 3| Réponse correcte
Ahmed Ben Bella, with the support of Colonel Huuarl B:lumsdlenne the Natwonal Libesation -

Ay hie af oot elected tha first prosidant of Algaria in ...
a5t 5 i ylalgerial 16k

BEC NEWS |Word | Middle East | Couniry profiles | Timeline: Algeria - | Tradurs certe saqe |
1962.3 Became Algerta’s first pramier, than president Ousted in milltary coup,
detained untd 1979 On i 3 D)y I% 'Sluﬂl ﬂl" plQl?fI aﬂnlﬁdljlvr" R

s bibe. co uk/1 i)

The Permanent Mission of Algeria to the L
Statement made by i Mahamed Sofiane BERRAH, First Secretary during the ... Monsieur

Figure 1.1: Example of search-based keyword

In this example (Figure 1.1) we see that a search engine powasedkdéyword as
Google does what type of research and responds well to a simple questitihdik
first president Algeria" as a simple keyword search in the various dotsicangive

a good answer to the user.
Example 2:

0 L)S[e |1he president anraanuring 1980 ) Considered a SlTlIlg, notasa perlod

@ Rechercher sur le Web echercher (date)

Web Résultats 1 - 10 sur un total d'environ 2 530 000 pour the presid

rror; Dr. Richard Clippingdale . is the President of consulting nimn ra o ..
Format de fichier: PDF/Adobe Acrobat - Version HTML
As the Senior Policy Advisor to the Leader of the Opposition (1980-1981), ... de Bordeaux.

Keywords of the que-

France during a sabbatical year (1984-1985). co-instructed the ...
canada.metropolis.net/events/mont_national_conffbios/Clippingdale_e.pdf - Pages similaires ry

Guide: Office of the President (Meverson) Records, 1970-1980 ...- [ Traduire cette page ]

Martin Meyerson served as President of the University_of Pennsylvania from 1970 to 19§
During his term. the President's staff was generally compose

www.archives.upenn.edu/faids/upa/upad/upad_1970_80 hm\ NO responses pertinences

En cache - Pages similaires

Intervention of the President of the Government of Spain during ...- [ Traduire cette page ]

6 mai 2008 ... Intervention of the President of the Government of Spain during the Closing
Session of the 41st Assembly of the Asian Development Bank ...
www.adb.org/Documents/Speeches/2008/sp2008023.asp - 21k - En cache - Pages similaires

Biography of Ronald Reagan- [ Traduire cette page |

Biography of Ronald Reagan, the fartieth President of the United States ... Ronald Reagan
won the Republican Presidential nomination in 1980 and chose as ...
www.whitehouse_govhistory/presidents/rr40_html - 19k - En cache - Pages similaires

Figure 1.2: Example where search-based keyword does not work




In this example (Figure 1.2) we see that the use of key vadoti® can lead us to a
document that has no relationship with our request and shows that #etisenfer-
ence is essential to search for information.

The extraction of information. Information extraction is to identify the precise a
natural language text and to represent information in a structured fétonagxam-
ple, from a report on a car accident, an information retrieval systenbavible to
identify the date and place of the accident, the type of incident and the vithiiss.
information can then be stored in a database to conduct further resebechsed as
a basis for the automatic generation of summaries (Kosseim., 2005).

The extraction of information is very useful in industry where operatextractions
are performed daily by hand. We believe, for example, report progegsimning a
monitoring agency, management dispatches a news agency, hapfdimgurance
incident reports of a company, etc..

An information retrieval system automatically and quickly process largarasof
documents.

In this case the RTE gives its contribution in the detection of informatio

The guestion-answering system .

Systems Questions / Answers are able to answer written in natural languapegea
the answer in a text corpus issues. They typically consist of a setdefles perfan-
ing respectively an analysis of the issue, a search for relevant goofi@locuments
and extracting the response using extractions patterns, or patterndig ENgberg
et al 2002).

The system must identify the text segment which contains the sespbime inference
from the text T and H segment can help detect the segment that contairsatee an
Example:

H: "who is Ariel Sharon? ".

T: "Israel's Prime Minister Ariel Sharon visited Prague."

The system first performs a transformation in the affirmative tagthestion "Ariel
Sharon is Isreal's Prime Minister" and a comparison of the text sednae H sg-
ment

If H is inferred from T as in the example then T is accepted as a segomaining
the answer H.

Automatic translation .

Automatic translation means, strictly speaking, being fully translate a texomatior
more computer programs, without a human translator has to intervemea(Land
Mary, 1996). Machine translation is still very imperfect, and the generatitransa-
tion of a comparable quality of human translators is still something tojéau

To evaluate the performance of the machine, the RTE can compararibkation
made by the machine that made by humans.



5.2.5) The automatic summarization

Automatic summarization aims to make information retrieval considered amt&npo
text entered to construct, from this information, a new text output ceadeifhis
new text avoids reading the entire source document.

The RTE is used to find information redundancies.

If a text segment infer another, one of the two will be deleted.

In particular it is interesting in applications that make the summary ofadedlewu-
ments. If there are several documents that tell the same fact, one shoukehbe tak
5.2.6) Acquisition of Paraphrases (AP)

A paraphrase is the Saying with other words, in other words what isnsaitext, a
paragraph.

In this case the RTE is used to detect the inference between teparaptrased the
original text. As in the following example where the two sentences havsatime
meaning with just another arrangement of words in the sentence.

Example:

T: "This drug is sold only in Canada."

H: "The marketing of this drug is made in Canada only."

The challenge "of PASCAL Recognizing Textual Entailment”

Pascal recognition of Textual Entailment is a competition that began in 2@8ked
place every year and its goal is to provide the community of NLRvdarelmark to
check progress in the recognition of textual inference, and comparehibgeanents

of different research groups working in this field ( http://www.pascal-
network.org/Challenges/RTHR/

Following the success of the first new TEN TEN was held with 28igg from

around the world (compared to 17 for the first challenge) who prestrtedsults of
their systems. The representatives of the participating groups presenteddtieir
PASCAL Challenges Workshopin April 2006 in Venice, Italy.

The event was a success and the number of participants and their contritoutions
discussion showed that the Textual Entailment is a rapidly expandingAlededy,
the workshops led to an impressive number of publications in majfereones, in
addition to ongoing work.

The steps taken to achieve the competition are:

Preparation of the corpus.

Establishment of measures evaluated.

In the following the mentioned steps are detailed.

5.3.1) The preparation of the corpus


http://www.pascal-network.org/Challenges/RTE/
http://www.pascal-network.org/Challenges/RTE/

The first step to take is to create a corpus of text-hypothesis (TH)sevalh text
segment, which corresponds to the information collected through the wéfenent
fields.

The samples were collected manually for inference by human annotators.

The samples were divided into two types of corfierpus Development andCor-

pus).

The development corpusis used at the beginning of a challenge to give users the
opportunity to test their systems and make minor adjustmentspane for the test.

The corpus is used for the final evaluation.

For RTE 1 The corpus consisted of 567 pairs (HT) for the denelopand 800 pairs
for testing.

The choice of a large corpus is justified by the need for statisticallyisamtifesults.

The corpus is collected in compliance with the various applications of natoral la
guage processing (QR, IR, IE, ... PP.) And collection of g@kasris given by level of
inference:

The lexical, syntactic, logical analysis and knowledge of the world, andediffbw-

els of difficulty.

<pair id="754" value="True" task="CD">
<t>
Mexico City HAS very bad pollution problem Because the mountains
around the city act as walls and block in dust and smog.
</ T>
<h> Poor air flow out of the mountain-walled Mexico City ag-
gravates pollution.</ H>
</ Par>
Id: represents the number together.
Value: is the decision of the annotator (true or false).
Task: represents the type of the application is or inference.

Figure 1.3: Example of annotated corpus

The body should include 50% of a sample corresponding to TH feagrices and
50% false inferences. To do this, each example (TH) is judged trizdse by the
annotator creates example.

Then the example is evaluated by a second judge who evaluates the paits ahd
assumptions, without being aware of their contexts.




Annotators agreed with the judgment in 80% of samples, whiclespnds to 0.6
Kappd, 20% of the corpus where there is no agreement have been renkhed@st
of the body is considered a "gold standard" or "BASELINE" for evaluation

The purpose of this maneuver is to create a body where there witl juelgments
controversy.

To make their judgments and annotate the corpus annotators falioeliges. In
what follows, we will quote the various directives that were taken into account.

5.3.2) Directives judgments

The inference is a one-way relationship.

The assumption must be inferred from a text, but the text should not négdssar
inferred from the hypothesis.

The assumption must be inferred from the text entirely. The infeisratse if there
is a part of the hypothesis can not be inferred from the text.

where the inference is likely to be judged as true.

it is allowed to use the knowledge of the world as in the exammgeturnover of
Google is $ 50 millionWe need to know that Google is a company so we can give it
the ability to have a turnover.

5.3.3) The evaluation measures

The corpus annotation system adopted in the two preceding challengearys thiat
is to say the system gives two possible outcomes is the infebetween the two
texts is true or false}.

The result is compared t6OLD standard 'And the percentage giving the number of
times there is similarity between the system and gloéd ' standard ' gives The
‘accuracy' system.

The accuracy is a standard measure in the systems of natural langu=epsip It
is frequently used to evaluate the performance of applications (Beyer @0%). R is
calculated as follows.

Accuracy =X /Y.

Where:

X : Represents the number of times the system results are similar to tistagaolard.
Y : Represents the number of pairs contained in the corpus.

For example the number of similar results of 500 pairs and 800 qgfadpus, the
accuracy is 500/800 which is equal to 62.5%.

Analysis of the main methods used

In what follows, we will present the various processing steps perfotmelgtect
textual inference.

5.4.1) The pretreatments
Whatever the technique used to perform textual inference, it is necessany-to p
process the raw data before applying techniques inferences.

2 Kappa (J.Cohen, 1960) is a statistical measure to calculate just how
two people (or groups of individuals) A and B agree to classify N items
into K mutually exclusive categories.



In the RTE three levels of pretreatments were used:

Lexical level to avoid problems related to the morphology of words.
Syntactic level to give a preliminary structure of the text.

Semantic level to analyze the meaning of words.

Below we present the different existing levels of pretreatment and asedxtual
inference.

5.4.1.1) The lexical level

The objective of the pretreatment level of "word" is to reduce the variatimno the
shape and prevent small initial errors propagate in all stages of treatmentisfFor th
various changes have been introduced:

Tokenization

The goal of tokenization is to find the basic units of "meaning" in the. tBgtsthis,
the system must solve various problems such as managing whittugtion, and
return lines for paragraphs.

Lemmatisation

Lemmatisation a form of a word is to take its canonical form. Thigfined as fb
lows:
When it is a verb must be the meter in the infinitive:

Example:
Party (verb) -> from

In other words, they must be the masculine singular.

Example:
Party (name) -> left

To perform lexical analysis, different tool have been developed TréeTagger is
one of the most used tools for the English language.

The TreeTaggertokinisation performs a stemming and labeling as shown in the fo
lowing example:

Sample entry in th@reeTagger"The TreeTagger easy to use."

5.4.1.2) The syntactic

The objective of this step is to describe the structures of possible serdedcas-
lyze sentences structures.

The structure revealed by the analysis then gives precisely howntiaety rules are
combined in the text. This structure is often a hierarchy of phrases, reptebgra
parse tree whose nodes can be decorated (with additional information).



We illustrate this analysis with the output of one of the tools usdbe syntactic
annotation (Syntex)

Le chat de Marie mange une petite souris.

Etiquetage morphosyntaxigue

Le|Det chat|Mom de|PrepMarie|MomPr mange|V b une|Det petite| Ad] souris|Mom.

Analyse syntaxigue
sU.J d OB

NG WY N W
Le|Det chat|Nom de|Prep Marie|NomPr mangeljﬂl unelﬂgj petltelm souris|Mom.

Figure 1.5: Example of syntactic annotation
We note in the above example that the morphosyntactic analysis alltabktovords
and parsing can connect them.

5.4.1.3) The semantic level

To simplify, we can say that the semantic analysis is based, amtiogrgthings, o-
derstanding the meaning of words of text, as opposed to lexical antmgtical
analysis, which analyzes the words from the lexicon and gramnsapa# of the
semantic analysis, it is essential to analyze the meaning of wordsl¢ostand what

is said. For that several approaches have been adopted to annotate relatmiships
tween words to better understand their meaning. One such appsahehpredicate
argument structure that is explained below.

The structure that we call predicate is a graph of predicate-argument reldtane, w
predicates represent the action.

A predicative relationship is a relationship of dependency syntax. The predinate ca
have several types of arguments (subject, a direct object and indiject compé-
ment).

Example:

3 The function of this parser is to identify dependency relationships be-
tween words and extract a corpus of phrases (verbal, nominal, adjec-
tival) (Bourigault, 2000).
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Figure 1.6: Example of predicate argument structure
5.4.2) The different levels of textual inference

In this section we present the different levels of inference (Lexical, lexicalystat-
tic, semantic (logical) and knowledge of the world) used for the deteatitextual
inference.

5.4.2.1) The inference at the lexical level

At this level, the inference between two text segments is acceptedafdahe similar
words between T and H, where the words in the sentence can bedrffermm H T
after lexical transformations (vanderwede et al., 2005 ). The three infetence
niques are below:

Morphological derivations

This inference mechanism considers that two terms are equivalerd daonbe b-
tained from each other after a morphological derivation. There are tpedfmo-
phological derivations:

Standardization

Example:
T: "theacquisition an Airbus A380 by King FAHD. "
H: "King FAHD acquired an Airbus A380. "
The transformation acquisition> en <acquired > allowed to deduct the inference
between the two texts.
- The nominal bypass
Example
T: The GIA givesdread the Algerian people.



H: The GlAis a grouperrorist.
The transformation adiread in terrorist allowed to deduct the inference between the
two texts.
- Relations between nouns and verbs
Example
T: Mark wins every time.
H: Mark is a winner.
The transformation oflark is a winner in Mark wins allowed to deduct the infe
ence between the two texts.
A) Ontological relationships

An ontology is a structured set of concepts to make sense ofdheation. It is also

a data model that represents a set of concepts in a domain and the relatioeships
tween these concepts (Bourigault, 2004). It is used to reason Ababjects in this
area.

The concepts are organized in a graph whose relations can be: semantic ratations
subsumption relations.

The primary purpose of an ontology is to model a set of knowledggiven field.

This inference mechanism refers to the relationshifplogical between two terms.
These relationships are listed below.

Synonymy

Represents a set of interchangeable words in a given context. It isuséérto re-
ognize inference.
Example
T: "Janeshot Mark ".
H: "Janekilled Mark ".
Another example as (" start" /" start") (" off" /" remove").
Generalization (hypernymie)
The Hypernymie relationship is the generic term for a class encompassing ®ore sp
cific instances of classes. Y is hypernyme X if X is a type Y.
Example
T: "We cut thefir ".
H: "We have cushaft".

The relationship between the tree and the tree (the tree is a generalizatiah tree)
lowed inference between the two texts.

The hyponymy

Hyponymy relationship is the specific term used to designate a member of a class
(inverse relationship Hypernymie). X is Y hyponyme if X is a type Y.

Example
T: John took dransport means for terrestrial to commute Toulouse paris.
H: John was in Paris ToulouS&V .



The relationship betwedmnansport means for terrestrial and TGV which allowed
the inference between the two texts.

The relation of meronymy

Xis' Y meronym if X is a part of Y.

Example:

{} Plane as a meronym {{door}, {engine}};

Knowledge of the world in the analysis lexicon

This inference mechanism refers to the knowledge of the world to detéctettence
at the lexical level (Len Schubert, 2002).

Example:

" Taliban=>» organization" and" yaho® search"

5.4.2.2) Inference lexical syntactic level

The syntactic lexical level is represented by the assumption of syntactic dependency
relationships.

The inference relation between T and H is defined as a collection of reldtionshe
relations of T, or the recovery is obtained after a sequence of transferrappibed

to the relationship of T. S different types of transformations are specified by:

Syntactic transformations

In this inference mechanism, the transformation is between the syntagtituisgs

that have the same lexical items and preserve the sense of the relationship between
them (Vanderwende et al .., 2005).

This kind of mechanism includes active and passive transformation affixing

Example:

"My cat, this sweet little Siamese, is sitting on the table." "It can becomeatlis

sitting on the table, this sweet little Siamese! ".

The inference based on paraphrases

In this inference mechanism, the transformation changes the syntaaticre of the
text segment and some lexical items, but it keeps the inference relation héfteree
segment and the original text is changed.

This type of relationship between the two segments is called in the literatuee "Par
phrase." Methods to perform the transformation proposed in (idriPantel, 2001).

* The affixing is a grammatical construction in which two elements,
normally noun phrases, are placed beside each other, with an element to
define or modify the other .. When this device is used, the two are sup-
posed to be in apposition. For example, in the phrase "my friend Alice"
the name "Alice" is in apposition to "my friend."



Example:
T: "This drug is sold only in Canada."
H: "The marketing of this drug is made in Canada only."

Coreference

Relationship Coreference connects a pronoun and a remote antecedent onéranother
the sentence. For example:

"Italy and Germany both played two gamekey have lost a game yet. "

Infers

"Neither Italy nor Germany has not yet lost a game," this includes théotraation

of coreferencéThey =» ltaly and Germany. "

5.4.2.3) The semantic inference (logic)

At this level, the inference between two text segments is acceptiesl riieaning of
the two sentences is consistent. In other words, the textual infereregmided as a
problem of logical implication between the meaning of the two sentéfatis et al.,
2006).

For this, the predicate argument structure is often used, that is ttheagxt sg-
ments T and H are transformed into predicate and through logical dedwsttmnas
the use of (rebuttal evideryérou get to deduct the inference.

An example of systems using this inference method described in sgctoh?.
5.4.3) The resources used

In the various techniques textual inference more resources are usetiN@V&em-
net, Cyc ...)The set is a complete "ecosystem" covering lexical, syntactic andhsema
tic aspects. Together, these resources provide a good starting paatrfantic d-
velopments in TAL or in the Semantic Web, such as information retriefatence
for automatic reading comprehension, word sense disambiguatioresiii@tion of
anaphora and also textual inference. In what follows, we will defineatieus exits
ing resources and used to detect textual inference.

5.4.3.1) The WordNet

WordNet (Miller, 1995) is a lexical database developed since 1985 by linguists of
Cognitive Science Laboratory at Princeton University. It is a semantioretf the
English language, which is based on a psychological theory of langulag€irdt
version released back in June 1991. Its purpose is to identifglassify relate in
various ways the semantic and lexical content of the English langllagesystem is

in the form of an electronic database (Chaumartin, 2007).

The synset (set of synonyms) is the atomic component which is basgdrdNet. A
synset is a group of words denoting direction or a particular pewpgosynset is e-

fined by its relationship with neighboring sense. The nouns arxs &e organized

> The refutation is a logical process of proving the falsity or failure of a
proposal or an argument.



into hierarchies. Hyperonymy of hyponymy relations and connectatheetors" of
nouns and verbs with their "specialties". At the root level, these hieraareiesa-
nized into basic types.
Like a traditional dictionary, WordNet offers and, for each word, a list ofety
corresponding to all its meanings listed. Synsets but also have other usezarthey
represent more abstract concepts, higher-level words and their meanicig,cah
hold as ontology. We can query the system about the hyperonfymgarticular
word. As example of the most common meaning of the name (@a'esponding to
the synset "1. Because self ..."), the relationship defines a hyperdmngengoncepts
more general:
1. car, auto, automobile, machine, motorcar

=> Motor vehicle, automotive vehicle

=> Vehicle
=> Conveyance, transportation
=> Instrumentality, instrumentation
=> Artifact, artefact
=> Object, physical object
=> Entity, something

In this example, it is clear that the latter concept, "entity, something" is genreral,
more abstract (and it could be the super-concept in a variety of more spediatized
cepts).
We can also query the system about the inverse relationship of hyperny
thehyponymy. WordNet actually offers a multitude of other ontologiesijngalse of
more specialized and restrictive semantic relations. We can query the system ab
the meronyms a word or a concept, the constituent parts of an objJAS-PART").
The meronyms associated sense "because self ..." the word "car" are:
1. car, auto, automobile, machine, motorcar

HAS PART: accelerator, accelerator pedal, gas pedal, gas,

throttle, gun

HAS PART: air bag

HAS PART: auto accessory

HAS PART: automobile engine

HAS PART: automobile horn, car horn, motor horn, horn

(...)
5.4.3.2) The FrameNet
FrameNet (Baker, Fillmore, and Lowe, 1998), led to Berkeley at the initiafive o
Charles Fillmore project is based on the semantics of framese(samantics). Do
umenting the syntactic and semantic combinatorial for each direction of a lexical
entry through a manual annotation selected in examples on corpus-@msNet
representativeness criteria lexicographical. The annotations are then summarized in
tables that summarize each word frames with their syntactic arguments.
5.4.3.3) The Cyc
Cyc is an artificial intelligence project launched in 1984 by Doug Leélw.is to
combine an ontology and a database full of common sense data, to allow apglicatio
of artificial intelligence application. To conduct similar to human reasoning- Fra
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ments typical knowledge eg "cats have four legRalis is the capital of the France

". They contain terms (PARIS, FRANCE, CAT?) And assertiorRafis is the cap

tal of the Francé’) That connect these words together. Thanks to the inference engine
provided with the base Cyc, it is possible to get an answer to a questidiViilat is

the capital of the France ?The Cyc database contains millions of assertions (facts
and rules) cash in hand.

5.1)  The analysis of systems participating in RTE2

We marked each research group participating in RTE 2 types of inferencelTtsed
results are displayed in Table 1.6.

6. Table 1.1 Representation of different types of inferences made by research
groups

Type of| lexical | syntactic | lexical- Logic Digital Time
analysis semantic
and

Research
Groups

UNED

Umess

MITRE

TSRI

GOGEX

LCC'S

|||+ ]+
+

c&cC

5.5.4) Some examples of inference used by research groups

In the RTE 2 we noticed that all research groups did not use temporaitdein
their systems and present the results of RTE 3 are not officially relgasduut a-
cording to our reading various publications of research groups particifratRigE3,
there are two groups who have alluded to the temporal inference. Fevethiave
chosen to describe their systems.

5.5.4.1) The recognition of textual inference based on dependency analysis and
WordNet (National University of Distance Education in Madrid)

The system presented shows how semantic information can be extractetest
using syntactic structuring data dependency analysis, and lexicaligenegources
as Word Net can develop RTE.
The techniques used by this system are as follows:

e the length of the text and the hypothesis analysis.

e lexical inference between nodes of trees using Word Net.



e the correlation between the dependency trees based on the notioruef incl
sion.
A) The system architecture
The system architecture is shown in the following figirigre 1.7):

Dependency LE)_ucal Matchlpg TRUE /
Parser | ® Entailment Evaluation FALSE
|| (Minipar) | Module ‘| Module
l |I
L:'i'exrml pairs (Text, H'_«pmhe:‘.\s)| |-| Dependency frees ‘ LI Entailed lexical units |

Figure 1.7: The system architecture
This architecture consists of three modules:

The dependency analysistt is to standardize the information in the dataset, generate
existing between words and give the output a dependency tree cohsisties that
represent the words of the sentence and arcs that represent dependencies between
nodes dependencies. This work is done by a software named "Lin's Minipar.

Lexical analysis:takes the information from the dependency analysis and returns the
words of the hypothesis H that are inferred from the text T. This imates Wod-
Net to detect relations (synonymy, hyponymy, meronymy) between lexitsl un

The relationship between dependency treesThe goal is to deduce whether the tree
assumption is covered by the dependency tree of the text, for this, thethde asc

is covered if it is said in the same location as in tree representing thantettiere is
an inference between these nodes and the text. The figure below (FBushdws
this kind of recovery.



Text's dependency tree Hypothesis' dependency tree

Figure 1.8: Example of overlap between dependency tree
B) The experimental system
The group soumi two systems challenge.
- System1l
The systeml uses only the first two modules and the decisiore @xigience of
inference is taken relative to the number of nodes in the hypothesisedhfrom
the dependency tree of the text.
- System 2
The system uses two 3 modules and the decision is made in relatienrtant
ber of arcs covered.

The results are displayed in thable 1.2 Using WordNet only gave gooe-r
sults, but adding the module cover it decreases system performance.

Systems Accuracy
System 1: 56.37%
System 2: 54.75%

Table 1.2: Accuracy values systems
The concept of recovery is not appropriate for the RTE as a wide collecésnnot
imply a semantic inference, and low recovery does not imply a semari¢iczdde.
Using Word Net has contributed to the inference at the lexical level and increased
system performance. In this direction, the next steps will be to idemidyevaluate
inferences from numerical expressionamed entities’and temporal expressions.

% Named entities means all names of people, places, business contained
in a text.



C) The evolution of the system
Which was developed for RTE 2 is a module for the detection of numerioc&sexp
sions, which has increased significarphgcision (Harrera et al., 2006). The folle

r &
|Ensailed lexical units |-/

[Entited pairs |-

ing figure shows how the module is introduced into their system.
uniEnepascRssia | imneacmmanwesr | emvmncmceveceaveans |
p—== Tree 1
— — 1 I Evaluation 1
‘ RTE l e — Module
| Corpus | : | wn | : [Emmsited pais 1 |
‘7Dependency T 1 WN-based 7‘ 1 " Plain Text 1
Parser T == Entailment &= Evaluation 1
(Minipar) ‘:! ] _ Module | ‘5' _ Module | ;
1 1

[ Dependency iree }J

[ Numerical | 1 [ ]
‘ R D — Entailment SVM ‘—»‘(ES /NO
L ecognizer |[ £ _ Modute |/, | |
[ Tagecd comus in airs |/ é o

H NE Eh{aiiuxénlf 1
BB K ioduile”
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Figure 1.9: System Architecture UNED

In the RTE 3, the group focused on inference between the nameelsehi# defined
the inference relations between named entities (Rodrigo et al., 2007)plExam

- Own name infers E1 E2 own name if a string contains theZEdh&in.
an expression of the time t1 infers an expression time T2 if the timex1 is e
pressed in included in the interval T2.

This inference module has also contributed to increase the accuracy (Reidrig

al, 2007).
5.5.4.2) COGEX (University of Texas, USA)
The system uses a logical approach to solving the textual inference. Inwotioksy,
the textual inference is regarded as a problem of logical implication betiveen
meaning of the two sentences (Tatu et al., 2006).
The description of the system and the changes that occurred in each challdsge
scribed in the following.

A) The system description

The first step is to transform the text and the hypothesis logical forrndéVen and
Rus, 2001).

To do this we must first transform the nature of language has a presicaterg-
ment for the cella group uses WordNet to link with the predicate argumestifiSp
cally WordNet produces relations between synsets, and each synmssipooding
predicate.

The predicate may have one or more arguments and the predicatené&@mnbef a
single argument in general, and the predicate is a verb has three argumeavsnthe
the subject and the object complement.



For each relationship in the lexical chdihe system generates an axiom using ipred
cates corresponding synset in the relationship.

For example: there is an inference relation between thesedglnd the verlpay.
The system generates the following axiom for this relationship:

Vendre_VB_1 (el, x1, x29 payer_VB_1 (el, x1, x3)

This type of axiom contributes to the inference when a lexical chain id.foun
After the transformation of the two pairs of text in logical formatgheup uses dv
dence by "absurd" or" proof by contradiction" (Wos 1998 Megation of theyh
pothesis H is performed if there is a conflict or contradiction of a deduttionthe
text T, we conclude that the hyponym is differentiable text.

B) The evolution of the system

It was developed for RTE 2 module that treats negation in transformtioexthered-

icate and another module that is a semantic analysis as a pretreatgieettie &-
isting relationship between the verb and its arguments as well as betweenrdasgume
themselves (Tatu et al., 2006).

For RTE3 the group has developed and integrate their system has severdhtools
what follows we present the system architecture and new tools developeddrd us
improve the inferencelhe diagram of the system for the last three TEN by the group
is given by the figure below.

Text T 1 Knowledge Represenrarion

|
3= £ - s - Y PR e Y TN e h
4,_.: Named Enmy\ Part—of—Speech| | Syntactic | [ Coreference (Semantic) { Time and E\'enq

Tagging yi Parsing Tt Resolution/ \'Pars'mg \_Represenmtion y

Hypothesis H | \Re:ognmon PAN

Axioms on demand

SXWN Lexica)/ | NLP [\ World /i % Semantic/ \Temporal /
; Chains \Axioms Know]edge; ACnlculuzg/ ZAxioms /

|
\
F_'____________________________ ________________ | ‘
. . \
. Dy Dy S
@_, Abduction Proof, Proof score o
TLF . TR | \
| Set of Support |
gy PP COGEX |
[

Figure 1.10: System Architecture

- EXtended WordNet

XWN (eXtended WordNet) is a project that aims to enrich relations WordNet
dictionary with semantic relations between synsets and turn them into logical
format (Tatu and Moldovan, 2007).

- TARSQI
It is a modular system for automatic temporal annotation that adds times-exp
sions, events and temporal relations to news texts (Venhaguane et%)., 200

7 A lexical chain is a chain where there is a relationship between two synsets.



- Tool for managing coreferences

To link sentences in longer texts, and solve the problem thedugltt by the o-
reference in textual inference, the tool developed algorithm combines Hobbs
(Hobbs, 1978) and the algorithm of anaphora resolution (Lappiteasd 1994).

For the RTE, it is important to have the relationship between the predicates of a
long text.

Example 1:George Bush grew up in Greenwich, Connecticut, is then a member
of a secret brotherhood became famous student

Link George Buslandthere,is one of the tasks that the tool should solve.
Development XWN-KB has had a considerable impact on the TEN, but the use
of TARSQ)I yielded no impact on the result as the use of temporal expreas
the corpus is non-existent.

In the work begun by the UNED named entities, the group has establishedl sever
rules of inference between named entities, among which is an inferentetwézn
temporal expressions. This can be seen as an implicit contribution to therdaém
inference. But realistically the temporal inference is considered a prdspebeir
future research.

5 Conclusion

In this paper we explored the contribution of the TEN in different Mpplications

(IR, QR, AR and RA) and we explored different approaches to detectictei(lei

cal, syntactic lexical, semantic and logical). As we analyzed the different approaches
research groups that participated in the challenge Pascal RTE. This step allaaved us
discover the paths that have not yet been taken to detect textual inference.

Finally we focused to describe systems that have mentioned the temporalimspect
their research. We noticed that in the three RTE that occurred, the temporaidafer

is a perspective that has not yet started. We will precisely describe in thehaptdr

the temporal aspect in the RTE.
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