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A simple photonic device consisting of two dangling side resonators grafted at two sites on a

waveguide is designed in order to obtain sharp resonant states inside the transmission gaps without

introducing any defects in the structure. This results from an internal resonance of the structure when

such a resonance is situated in the vicinity of a zero of transmission or placed between two zeros of

transmission, the so-called Fano resonances. A general analytical expression for the transmission

coefficient is given for various systems of this kind. The amplitude of the transmission is obtained

following the Fano form. The full width at half maximum of the resonances as well as the

asymmetric Fano parameter are discussed explicitly as function of the geometrical parameters of the

system. In addition to the usual asymmetric Fano resonance, we show that this system may exhibit an

electromagnetic induced transparency resonance as well as well as a particular case where such

resonances collapse in the transmission coefficient. Also, we give a comparison between the phase of

the determinant of the scattering matrix, the so-called Friedel phase, and the phase of the transmission

amplitude. The analytical results are obtained by means of the Green’s function method, whereas the

experiments are carried out using coaxial cables in the radio-frequency regime. These results should

have important consequences for designing integrated devices such as narrow-frequency optical or

microwave filters and high-speed switches. This system is proposed as a simpler alternative to

coupled-micoresonators.VC 2013 AIP Publishing LLC [http://dx.doi.org/10.1063/1.4802695]

I. INTRODUCTION

Often the scattering of waves in composite materials

involves propagation along different paths and, as a conse-

quence, results in interference phenomena, where construc-

tive interference corresponds to resonant enhancement and

destructive interference to resonant suppression of the trans-

mission. This kind of resonance followed by anti-resonance

is called Fano resonance1 and is characterized by an asym-

metric line profile. The asymmetry originates from a close

coexistence of resonant transmission and resonant reflection

and can be reduced to the interaction of a discrete localized

mode with a continuum of propagation modes.2 Fano was

the first to describe such resonances when he was attracted

by unusual sharp peaks in the absorption spectra of noble

gases observed by Beutler.3 The asymmetric line shapes

have been reported in the electronic transport in mesoscopic

systems using the Aharonov-Bohm systems.4–9 Mainly, the

subject of these studies was to use these interferometric sys-

tems to show the conditions for the existence and the col-

lapse of Fano resonances as function of the applied current

voltage and magnetic flux. These studies are also related to

the investigation of the electronic states of quantum dots4–9

as well as to the understanding10–13 of the transmission phase

jumps by p between two adjacent resonances in relation with

the experiments of Yacoby et al.14,15 The analogy between

scattering properties of electrons and other elementary exci-

tations suggests that this type of feature can also appear in

other vibrational systems.16

When the resonance falls between two anti-resonances,

Fano resonance behaves like electromagnetic induced trans-

parency (EIT) resonance. EIT17 is the phenomenon that a

sharp transparent window associated with steep dispersion is

induced into opaque atomic media. It is due to the destruc-

tive quantum interference between different excitation path-

ways of the excited states.18 These systems have shown

potential applications for slow light and optical data

storage.17–21 Several works have demonstrated that Fano and

EIT-like behaviors are not restricted to quantum systems and

can be extended to classical systems, such as coupled micro-

resonators,22–30 photonic crystal waveguides coupled to

cavities,31–38 acoustic slender tube waveguides39–43 and peri-

odic arrays of square rods,44 plasmonic nanostructures, and

metamaterials.45–51 With regard to optical resonances,

microring, microdisk, and microsphere resonators22–30

coupled to a straight waveguide have shown EIT and Fano

resonances with high quality factors. The resonances can be
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tuned by changing the diameters of the resonators, their sep-

aration (coupling) to the straight waveguide and the distance

between the resonators.

It is worth noting that one dimensional (1D) photonic

crystals made of coaxial cables have shown several interest-

ing properties like in 2D and 3D counterpart systems. Among

these properties, the existence of band gaps with or without

defect modes in periodic and quasi-periodic structures,52–60

add/drop filters,61 slow and fast light, the so-called superlumi-

nal and subluminal, in periodic57–59 structures and Mach-

Zender-like62,63 interferometers. Also, recent works64–67 have

shown that several properties of quantum graphs could be

successfully simulated by microwave networks made of

coaxial cables. These structures are attractive since their pro-

duction is more feasible at any wavelength scale and they

require only simple analytical and numerical calculations.

In some recent papers,13,39,68 we have proposed a new

simple filter structure to study theoretically Fano resonances

for acoustic, mesoscopic, and magnonic 1D circuits. This

structure consists of two side stubs, which play the role of

resonators, grafted at two sites on an infinite waveguide (see

Fig. 1). We have shown analytically and numerically that

this simple structure can exhibit transmission gaps and Fano-

like resonances. In particular, we have shown that the trans-

mission amplitude through such a system can be written

following the Fano-like shape around these resonances. In

addition, we have given an explicit expression of the Fano

parameter1 as well as the position and the width of the Fano

resonances1 as a function of the geometrical parameters of

the system. The transmission gaps and Fano-like resonances

have been established through an analysis of the transmis-

sion function (amplitude and phase) obtained within the

framework of the Green’s function. In addition to these

quantities, the Green’s function approach also enables one to

deduce easily the local and total densities of states.52 A

recent paper40 has confirmed experimentally these theoreti-

cal results on acoustic tubes in a more simple structure

consisting a paired stubs placed at the same axial position

(i.e., without introducing the segment d2 in Fig. 1).

In this work, we give an extension of these works to study

both theoretically and experimentally the possibility of exis-

tence of Fano resonances in a photonic circuit made of coaxial

waveguides in the radio-frequency domain. Also, we show a

comparison between the phase of the determinant of the scat-

tering matrix, the so-called Friedel phase, and the phase of the

transmission amplitude. Such a comparison has been only

studied theoretically10,11 in mesoscopic systems because of

the difficulties in the measurement of the reflection coeffi-

cient. The possible realization and performance of such a

system in the optical range is also discussed. It is worth men-

tioning that a theoretical study has been performed on a simi-

lar structure made of metal-insulator-metal stub pair for

application to plasmonic waveguide modulator45,46 The struc-

ture in Ref. 45 is similar to the acoustic one proposed in Ref.

40 with two different stubs grafted at the same position along

the guide. However, one can show that such a structure may

give only EIT-like resonance and not asymmetric Fano reso-

nance as it is the case for the structure presented here.

This paper is organized as follows. In Sec. II, we give a

brief review of the theoretical model used in this work as

well as the analytical results of the structure depicted above.

These results are necessary for an analytical understanding

of the new phenomenon obtained for the structure proposed

in this work. Section III is devoted to the symmetric Fano

resonances which behave like EIT resonances, Sec. IV gives

the evidence of asymmetric Fano resonances as well as the

particular case where such resonances collapse in the trans-

mission coefficient. The conclusions are presented in Sec. V.

II. METHOD OF THEORETICAL AND NUMERICAL
CALCULATIONS

Our theoretical analysis is performed with the help of

the interface response theory69 of continuous media, which

allows the calculation of the Green’s function of any com-

posite material and then, total and local densities of states as

well as transmission and reflection coefficients. In what fol-

lows, we give the expressions of the Green function elements

for the building blocks (finite and semi-infinite wires) and

for the final structure (Fig. 1).

A. Inverse surface Green’s functions
of the elementary constituents

We consider an infinite homogeneous isotropic dielectric

wire i characterized by its characteristic impedance Zi and the

relative permittivity ei. An electromagnetic field is propagat-

ing through the cable in the dielectric-filled space between

the center conductor and shield. In the limit where the widths

of the wires are much smaller than their lengths, the telegra-

pher’s equation describing microwave networks, the so-

called TEM waves, is given by

@2

@x2
þ x2ei=c

2

� �

EðxÞ ¼ 0; (1)

where c is the speed of light and x is the angular frequency

of the wave. Then, the corresponding Green’s function

between two points x and x0 of this wire is defined by16

@2

@x2
þ x2ei=c

2

� �

Gðx; x0Þ ¼ dðx� x0Þ; (2)

whose solution is given by16

Giðx; x0Þ ¼ � ejaijx�x0j

2Fi

; (3)

where Fi ¼ �jx=Zi; ai ¼ x
ffiffiffiffi

ei
p

=c, and j ¼
ffiffiffiffiffiffiffi

�1
p

. Let us

recall that
ffiffiffiffi

ei
p ¼ ni defines the index of refraction of the

FIG. 1. Schematic illustration of the one-dimensional electromagnetic wave-

guide of length d2 with dangling resonators on both sides. The whole struc-

ture is inserted between two semi-infinite waveguides. The lengths of the

dangling resonators are d1 and d3.
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coaxial. Its inverse called the velocity factor is given by

VF ¼ 1
c
ffiffiffiffiffiffi

L0C
p , where L0 and C are the inductance and the ca-

pacitance per unit length of the cable, respectively. L0 and C

are frequency independent.

Before addressing the problem of the simple structure

presented in this work (see Fig. 1), it is helpful to know the

surface elements of its elementary constituents, namely, the

Green function of a finite wire of length di; i ¼ 1; 2; 3, and of

a semi-infinite wire. The boundary conditions at the ends of

all the wires are H¼ 0 (vanishing magnetic field). The wire

of length d2 is bounded by two surfaces located at x¼ 0 and

x ¼ d2 (Fig. 1). These surface elements can be written in the

form of a ð2� 2Þ matrix g2ðMMÞ, within the interface space

M ¼ f0;þd2g. The inverse of this matrix takes the following

form:16

g�1
2 ðMMÞ ¼

�xC2

Z2S2

x

Z2S2

x

Z2S2
�xC2

Z2S2

0

B

B

@

1

C

C

A

: (4)

The inverse of the surface Green’s functions of the

dangling resonators grafted at the sites f0g and fd2g is given

by g�1
1 ð0; 0Þ ¼ �xS1=Z1C1 and g�1

3 ðd2; d2Þ ¼ �xS3=Z3C3,

where Ci ¼ cosðxdi
ffiffi

e
p

c
Þ; Si ¼ sinðxdi

ffiffi

e
p

c
Þ, i¼ 1, 2, 3. The

inverse of the surface Green’s functions of the two semi-

infinite waveguides surrounding the whole structure is given

by g�1
s ð0; 0Þ ¼ g�1

s ðd2; d2Þ ¼ jx=Zs, where Zs is the charac-

teristic impedance of the wire “s.” In what follows, we sup-

pose that all the wires are standard coaxial cables with

the same characteristic impedances and permittivities (i.e.,

Z1 ¼ Z2 ¼Z3 ¼Zs ¼Z� 50X and e1 ¼ e2 ¼ e3 ¼ es ¼ e¼ 2:3).
We report on results of calculated transmission coefficients

and phase or phase time as a function of frequency. Using

the Green’s function method,16 the expression giving the

inverse of the Green’s function of the whole system given in

Fig. 1 can be obtained from a linear superposition of the

above inverse Green’s functions of the constituent, namely,

g�1ðMMÞ ¼ �x

Z

C2

S2
þ C1

S1
� j � 1

S2

� 1

S2

C2

S2
þ C3

S3
� j

0

B

B

@

1

C

C

A

; (5)

where Ci ¼ cosðadiÞ; Si ¼ sinðadiÞ, and a ¼ x
ffiffi

e
p

=c (i¼ 1,

2, 3).

B. Transmission coefficient

Let us consider an incident wave UðxÞ ¼ e�jax launched

in the left semi-infinite waveguide (Fig. 1). With the help of

Eqs. (3) and (5), one easily finds the transmission wave

in the right semi-infinite waveguide (Fig. 1), namely,16

t ¼ ð2jx=ZÞgð0; d2Þ, or equivalently

t ¼ 2C1C3

v1 � jv2
; (6)

where

v1 ¼ 2C1C2C3 � S2ðS1C3 þ S3C1Þ (7)

and

v2 ¼ 2C1C3S2 þ C2ðS1C3 þ S3C1Þ � S1S2S3: (8)

By the same way, the reflection coefficient is given by

r ¼ �1þ ð2jx=ZÞgð0; 0Þ, or equivalently

r ¼ v01 þ jv02
v1 � jv2

; (9)

where

v01 ¼ S2ðS1C3 � S3C1Þ (10)

and

v02 ¼ C2ðS1C3 þ S3C1Þ � S1S2S3: (11)

From the expression of t (Eq. (6)), one can deduce the trans-

mission coefficient

T ¼ 4C2
1C

2
3

v21 þ v22
; (12)

as well as the phase

u ¼ arctanðv2=v1Þ þ pH½C1C3�; (13)

where H means the Heaviside function. From Eq. (12), one

can notice that the transmission zeros are induced by the side

branches (i.e., C1 ¼ 0 or C3 ¼ 0Þ. These two equations give

the eigenmodes of the two stubs with H¼ 0 boundary condi-

tions on both sides. When the expression C1C3 changes sign

at some frequencies denoted by xn, then the phase (Eq. (13))

exhibits a jump of p. Another interesting quantity is the first

derivative of u with respect to the pulsation x, which is

related to the delay time taken by the photons to traverse the

structure. This quantity, called delay time, is defined by70

su ¼ du

dx
(14)

and can be written as

su ¼ d

dx
arctanðv2=v1Þ

þ p
X

n

sgn
d

dx
ðC1C3Þx¼xn

� �

dðx� xnÞ; (15)

where sgn means the sign function. Furthermore, the density

of states (DOS) of the present composite system from which

we have subtracted the DOS of the semi-infinite cable is

given by70

DnðxÞ ¼ 1

p

d

dx
½arctanðv2=v1Þ�: (16)

Because of the second term in the right-hand side of

Eq. (15), one can deduce that su 6¼ pDnðxÞ as su (Eq. (14))

164101-3 Mouadili et al. J. Appl. Phys. 113, 164101 (2013)



may exhibit d functions at the transmission zeros that do not

exist in the variation of the DOS (Eq. (16)). However, if the

system does not exhibit transmission zeros, then H½C1C3� ¼ 0

and su ¼ pDnðxÞ.
From the expression of r (Eq. (9)), one can deduce the

reflection coefficient

R ¼ v021 þ v022
v21 þ v22

: (17)

One can show easily the conservation energy, namely

Rþ T ¼ 1: (18)

It should be pointed out that the validity of our results is

subject to the requirement that the cross section of the wave-

guide being negligible compared to their length and to the

propagation wavelength. The assumption of mono-mode

propagation is then satisfied.

III. EIT-LIKE RESONANCE

A. Theoretical results

Equation (12) clearly shows that the transmission zeros

are due only to the dangling resonators, these occur when

C1¼ 0 or C3¼ 0 (i.e., at xd1
ffiffi

e
p

=c ¼ ð2m1 þ 1Þp=2 or

xd3
ffiffi

e
p

=c ¼ ð2m2 þ 1Þp=2). Also, one can expect the reso-

nance (i.e., transmission unity) induced by the segment of

length d2 around S2¼ 0 (i.e., at xd2
ffiffi

e
p

=c ¼ mp) as it can be

easily shown from Eqs. (6)–(12) (m, m1, and m2 are positive

integers). Therefore, in order to show the possibility of

existence of symmetric Fano resonance which behaves like

EIT-resonance, i.e., a resonance squeezed between two trans-

mission zeros, we have to take d1 and d3 slightly different

from 0.5 d2. Indeed, at X ¼ xd2
ffiffi

e
p

=c ¼ mp;m ¼ 1; 2;…, the

expression of the transmission function (Eq. (6)) becomes

t ¼ 6 2C1C3

2C1C3 þ j sin½aðd1 þ d3Þ�
: (19)

In particular, if aðd1 þ d3Þ ¼ mp; ad1 6¼ ðm1 þ 0:5Þp,
and ad3 6¼ ðm2 þ 0:5Þp, one obtains a resonance that reaches

unity (i.e., T¼ 1). An example corresponding to this situation

is given in Fig. 2(a) where d1 ¼ 0:46d2 and d3 ¼ 0:54d2 (with
d1 þ d3 ¼ d2). All the curves are given with the dimensionless

frequency X=p in order to discuss the Fano and EIT resonan-

ces around X=p ¼ 1. One can notice that the resonance at

X ¼ p is squeezed between two zeros (indicated by solid

circles on the abscissa of Fig. 2(a)) induced by the dangling

resonators as it is also illustrated in the plot describing the vari-

ation of the phase (Fig. 2(c)). The width of this resonance

increases as far as d1 and d3 deviate from 0:5d2 (see below).

In the particular case where ad1 ¼ ðm1 þ 0:5Þp and ad3
¼ ðm2 þ 0:5Þp, the numerator and denominator of t (Eq. (19))

vanishes altogether. In this case, the resonance as well as the

two zeros induced by the resonators fall at the same position,

then the resonance collapses, the transmission coefficient van-

ishes and the phase drops by p as will be shown in Sec. IV.

The resonance in Fig. 2(a) shows the same characteris-

tics as a Fano resonance but with two zeros of transmission

around the resonance instead of one as is usually the case.1,2

Such resonances behave like EIT resonances.17 Indeed, we

can obtain an approximate analytical expression for the

transmission function (Eq. (6)) in the vicinity of the reso-

nance. A Taylor expansion around X ¼ p (i.e., X ¼ pþ e

with e=p � 1) enables us to obtain

t ¼ � ff0

e2=2þ ff0 þ jeð1� ff0=2Þ ; (20)

where f ¼ Dþ eð1
2
þ DÞ; f0 ¼ �Dþ eð1

2
� DÞ, and D is the

detuning of d1 and d3 from 0:5d2 (i.e., D ¼ pð0:5� d1=d2ÞÞ.
From Eq. (20), one can show that the transmission coef-

ficient T can be written (following the symmetric Fano line-

shape or EIT-like resonance) in the form:39

T ¼ A
ðeþ q1CÞ2ðe� q2CÞ2

e2 þ C
2

; (21)

FIG. 2. (a) Theoretical (solid line) varia-

tions of the transmission coefficient

versus the dimensionless frequency X

for the structure depicted in Fig. 1. The

lengths of the resonators are taken such

that d1 ¼ 0:46d2 and d3 ¼ 0:54d2. White

circles on the abscissa axis indicate the

positions of the transmission zeros

induced by the dangling resonators on

both sides of the resonance. (c) Same as

in (a) but for the variation of the phase.

(b) and (d) compare the approximate

results obtained by Taylor expansion

(open circles) around the resonance with

the exact calculations (solid lines).
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where A ¼ ð1
4
�D2

p2
Þ2

ð1þD2

2
Þ2
. C ¼ D

2

1þD
2=2

characterizes the width of

the resonance falling at e ¼ 0 (i.e., X ¼ pÞ; q1 ¼ 1þD2

2

Dð1
2
þD

p
Þ and

q2 ¼ 1þD2

2

Dð1
2
�D

p
Þ are the coupling parameters; they give qualita-

tively the strength of the interference between the bound

state and the propagating continuum states.1,2 One can notice

that when increasing D, C increases and q decreases.

The results of the approximate expression (Eq. (21)) are

shown in Fig. 2(b) by open circles. These results are in ac-

cordance with the exact ones (solid lines) and clearly show

that the resonance is a Fano symmetric or EIT-like resonance

with q1 ¼ 14:85; q2 ¼ 17:43 and width 2C ¼ 0:031p. In

addition, in the periodic photonic crystals, a perturbation is

often introduced to the system in order to create the reso-

nance state in the gap.55–57 However, the above calculation

shows that, without introducing any perturbation in the struc-

ture, one can find a well defined symmetric Fano resonance

with a width 2C and coupling parameters q1 and q2 that can

be adjusted by tailoring the lengths of the resonators (i.e., D,

see below). Equation (20) enables us also to deduce an ap-

proximate expression for the phase as

u ¼ pHðfÞ þ pHðf0Þ � arctan½eð1� ff0=2Þ=ðe2=2þ ff0Þ�:
(22)

This function is plotted by open circles in Fig. 2(d)

and clearly shows two abrupt phase drops of p at f ¼ 0 and

f0 ¼ 0 (i.e., e1 ¼ q1C and e2 ¼ q2C) in accordance with the

exact results (solid line).

The Green’s function approach enables one also to

deduce the local LOS (LDOS). The details of these calcula-

tions are given in Ref. 16. The LDOS reflects the behavior of

the square modulus of the electric field inside the structure.

An analysis of the LDOS as a function of the space position

(Fig. 3) clearly shows that the EIT resonance in Fig. 2(a) is

confined inside the horizontal cable and the stubs (see

Fig. 3). In particular, the electric field is maximum in the

middle of the finite horizontal waveguide of length d2 and

vanishes at its extremities, while it is maximum at the end of

the stubs as the boundary conditions at these points are

H¼ 0. Therefore, these resonances could be classified as

local resonances.

B. Experimental results

In what follows, we give an experimental evidence of

the analytical and numerical results in Fig. 2. The coaxial

cable circuit studied consists of segments of RG-58/U

coaxial cable of different lengths with characteristic imped-

ance Z ¼ 52X. The cables were filled with polyethylene

(e ¼ 2:3), corresponding to a nominal propagation speed of

0.66c. The segments of coaxial cables were connected by

standard BNC T connectors. The upper end of the stubs in

Fig. 3 are open circuit (i.e., H¼ 0 boundary condition). The

scattering matrix Sn of the 1D comb-like photonic crystal

was measured at frequency of 1–100 MHz with an Rohde-

Schwarz ZVA8 vector network analyzer 4 ports. The experi-

mental results include the amplitude and the phase of the

transmission (S21) and reflection (S11) coefficients. The

attenuation inside the coaxial cables was simulated by intro-

ducing a complex dielectric constant e ðe ¼ e0 � je00Þ. The
attenuation coefficient a00 can be expressed as a00 ¼ e00x=c.
On the other hand, the attenuation specification data supplied

by the manufacturer of the coaxial cables in the frequency

range of 10–100 MHz can be approximately fitted with the

expression lnða00Þ ¼ cþ d lnðxÞ, where c and d are two con-

stants. From this fitting procedure, a useful expression for e00

as a function of frequency can be obtained under the form

e00 ¼ 0:017f�0:5 where the frequency f is expressed in Hertz.

Fig. 4(a) gives the theoretical (solid line) and experi-

mental (open circles) variations of the transmission coeffi-

cient versus the dimensionless frequency X ¼ xd2
ffiffi

e
p

=c for

the structure depicted in Fig. 2. The lengths of the stubs are

chosen slightly different from those in Fig. 2 (i.e.,

d1 ¼ 0:44m; d3 ¼ 0:56m, and d2 ¼ 1m). The experimental

results (open circles) are very well fitted by the 1D model

FIG. 3. The LDOS (in arbitrary units) as a function of the space positions

x=d2 and y=d2 along the horizontal waveguide (full curve) and vertical wave-

guide (dashed curves), respectively, for the Fano resonance in Fig. 2(a).

FIG. 4. (a) Theoretical (solid line) and experimental (open circles) variations

of the transmission coefficient versus the dimensionless frequency

X ¼ xd2
ffiffi

e
p

=c for the structure depicted in Fig. 1. The thicknesses of the

stubs are chosen such that d1 ¼ 0:44d2 and d3 ¼ 0:56d2. (b) The same as in

(a) but for the phase. (c) The same as in (a) but for the delay time. It should

be noted that the domain 0 < X < 2p corresponds to the radio-frequency

range 0 < f < 100MHz.
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(solid line) using the Green’s function method. One can

notice that the dimensionless frequency domain 0 < X < 2p

in Fig. 4 corresponds to the radio-frequency range f such that

0 < f < 100MHz. The attenuation inside the cables induces

transmission depletion in Fig. 4(a) especially at high fre-

quencies that is why the transmission does not reach unity.

One can notice that the resonance in Fig. 4(a) is well

squeezed between two transmission zeros as it is illustrated

in the phase (Fig. 4(b)) and the delay time (Fig. 4(c)). The

EIT resonance is very well confined inside the stubs and the

segment lying between them (see Fig. 3) giving rise to a

large delay time in Fig. 4(c). An interesting result that can be

deduced from the delay time s (Fig. 4(c)) is the group veloc-

ity vg defined as the first derivative of the angular frequency

x versus the wave vector k ¼ xnðxÞ=c where nðxÞ is the

effective refractive index. Indeed, the group velocity of a

pulse is the velocity at which the peak of its envelope propa-

gates and is related to nðxÞ by71

vg ¼
c

nðxÞ þ x
dn

dx

: (23)

By regarding the system in Fig. 1 as a 1D metamaterial,

the refractive index nðxÞ is related to the phase u of the

transmitted wave by the following relation:

nðxÞ ¼ uc

xL
; (24)

where L is the total effective length of the finite structure

(here L ’ 1:5d2). Substituting Eq. (24) into Eq. (23), the

group velocity as a function of the effective length L and

delay time s ¼ du=dx can be obtained as

vg ¼ L=s: (25)

Equations (23)–(25) clearly show that in frequency

regions of normal dispersion (i.e., dn
dx

> 0), vg can lead to a

very small group velocity vg � c (slow light or subluminal

group velocity), whereas in the case of anomalous dispersion

(i.e., dn
dx

< 0 or du
dx

< 0) the group velocity can be larger than

the speed of light in vacuum (superluminal group velocity)

or even negative (pulse tunneling). The latter cases are

known as fast light.

The theoretical and experimental phase function uðxÞ is
used in Eqs. (24) and (25) to obtain the interferometer’s

effective index nðxÞ and the expected group velocity vgðxÞ.
In the example of Fig. 4(c), negative group delay around

�0:2ls is reached giving rise to a value of vg as small as

�0.02c at the peaks situated around X ¼ p. The idea of neg-

ative group velocity amounts to several decades with the

challenge of realizing pulse advancement comparable to

pulse width, with a low level of pulse distortion. This phe-

nomenon has been found first in media made of atomic vapor

cells in the presence of gain.72 In all these works, it was

clearly pointed out that such superluminal behavior is not at

odds with either causality or Einstein’s theory of special rela-

tivity, but it exclusively results from interference between

the different frequency components of the pulse in an

anomalous dispersion region.73 Recently, negative group

velocities have been demonstrated in a linear and passive

asymmetric loop made of two or three coaxial cables57,62,63

where constructive and destructive interferences of the

waves behave like in a Mach-Zender interferometer. The

advantage of the structure presented here lies in its simplicity

as well as on the fact that the Fano resonances can be tuned

by varying the boundary conditions at the ends of the resona-

tors which is not the case for the loop structures.

The above results show that the group velocity at the res-

onance (X ¼ p) is very slow (vg � 0:06c), whereas it

becomes very fast around the transmission zeros. Away from

the resonance and anti-resonance, the group velocity vg

is equal to the phase velocity vu � c=n ¼ 0:65c where

n � 1:51 is the refractive index of the homogenous coaxial

cables. Therefore, all these results confirm the slow and fast

light behaviors of the EIT resonance observed in this system.

In Fig. 5, we have presented another case where the lengths of

the two stubs are chosen far from 0:5d2, such as d1 ¼ 0:4m
and d3 ¼ 0:6m. In this case, the resonance still falls at X ¼ p

but the positions of the transmission zeros induced by the two

stubs depart from X ¼ p. One can notice that the full width at

half maximum of the resonance increases in accordance with

the approximate expression in Eq. (21) giving rise to an

intense resonance in the transmission coefficient (Fig. 5(a)).

In addition to the information that can be deduced from

the amplitude and the phase of the transmission coefficient,

one can also use the scattering matrix defined by

S ¼ r t0

t r0

� �

; (26)

FIG. 5. (a)–(c) Same as in Figs. 4(a)–4(c) but the lengths of the resonators

are taken such that d1 ¼ 0:4d2 and d3 ¼ 0:6d2.
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where t and r are the transmission and reflection coefficients

(Eqs. (6) and (9)) for incidents waves coming from the left

of the double stubs in Fig. 1. t0 and r0 are the transmission

and reflection coefficients for incidents waves coming from

the right side of the double stubs. Their expressions are

obtained, respectively by Eqs. (6) and (9) by permuting the

subscripts 1 and 3 (i.e., interchanging the stubs 1 and 3). One

can remark here that t ¼ t0.
The Friedel sum rule relates the DOS to the scattering

matrix such as74

d

dx
hFðxÞ ¼

1

2

d

dx
½Arg DetðSÞ� ¼ pDnðxÞ; (27)

where hF is called the Friedel phase and DnðxÞ is the varia-

tion of the DOS or the difference in the DOS due to the pres-

ence of scatterer. Several works devoted to electronic

transport in mesoscopic systems have shown theoretically10,11

the difference between the Friedel phase and phase of trans-

mission amplitude in quasi-one-dimensional quantum wires in

relation with the experiments of Yacoby et al.14 on quantum

dots in the so-called Bohm-Aharonov interferometers.

However, to our knowledge, such a study has not been per-

formed yet in photonic crystals because of the difficulties in

measuring both reflection and transmission coefficients. Such

measurements are, however, very easy in coaxial cables.67

Figs. 6(a) and 6(b) give the amplitude and the phase of

Det(S) for the structure depicted in Fig. 5. The experimental

and theoretical results are plotted by open circles and solid

lines, respectively. Because of the absorption in the cables,

the amplitude of Det(S) is different from unity and reflects

the strength of the absorption in the system in particular

around the Fano resonance at X ¼ p. Contrary to the phase

of the transmission amplitude (Fig. 5(b)) where phase drops

exist at the transmission zeros, the phase of Det(S) increases

monotonically (Fig. 6(b)) with a fast slope around the reso-

nance frequency, therefore, evidencing a positive resonance

in its derivative versus x (Fig. 6(c)). In Fig. 6(c), we have

also plotted (dashed curves) the variation of the DOS

(DnðxÞ) given by Eq. (16). A very good agreement between

DnðxÞ and 1
2

d
dx

½Arg DetðSÞ� is obtained (Eq. (27)). These

results are in accordance with those found in single channel

quantum scattering systems10,11,75 and give an experimental

demonstration of Eqs. (15) and (16), namely, the variation of

the DOS (Fig. 6(c)) is the same as the transmission delay

time (Fig. 5(c)) except at the transmission zeros where the

delay time exhibits additional negative delta peaks.

IV. ASYMMETRIC FANO-LIKE RESONANCE

The structure studied in this work (Fig. 1) can exhibit

also an asymmetric Fano resonance by adjusting the trans-

mission zeros on only one side of the resonance, this can be

obtained by considering a structure where the resonators are

supposed to be identical with lengths slightly different from

0:5d2. This is shown in Fig. 7(a) for d1 ¼ d3 ¼ 0:56d2.
Indeed, an analytical Taylor expansion around X ¼ p ena-

bles us to write the transmission function (Eq. (6)) as

t ¼ �2g2

ðjþ gÞðeþ 2g� jgeÞ ; (28)

where g ¼ Dþ eð1
2
þ D

p
Þ and D is the detuning of the lengths

of the two resonators from 0:5d2 (i.e., D ¼ pðd1=d2 � 0:5ÞÞ.
From the expression of t (Eq. (28)), one can deduce the

following Fano line shape transmission coefficient:

T ¼ B
1

1þ g2
ðe� eR þ qCÞ4

ðe� eRÞ2 þ C
2
’ B

ðe� eR þ qCÞ4

ðe� eRÞ2 þ C
2
; (29)

where B ¼ ð1
2
þD

p
Þ4

ð1þD

p
Þ2, C ¼ 1

4

D
2ð1�D

p
Þ

ð1þD

p
Þ2 , and eR ¼ �D

1þD

p

characterize the

width and the shift of the resonance, respectively, whereas

q ¼ 2ð1þD

p
Þ

Dð1
2
þD

p
Þð1�D

p
Þ is the Fano parameter.

One can notice that the resonance shifts slightly from

X ¼ p and its width is small as compared to the preceding

case (Fig. 2(a)). Also q increases when D decreases and

tends to infinity when D vanishes. In this case, the reso-

nance falls at eR ¼ 0 and, as expected, its width 2C reduces

to zero (see below). The results of the approximate expres-

sion (Eq. (29)) are sketched (open circles) in Fig. 7(b) for

D ¼ pðd1=d2 � 0:5Þ ¼ 0:06p (i.e., d1=d2 ¼ 0:56). These

results are in accordance with the exact ones (solid lines)

and clearly show that the resonance presents an asymmetri-

cal Fano shape with jqj ’ 21:38 and width 2C ’ 0:015.
Concerning the evolution of the phase of the transmitted

waves in this structure, one can notice from Eq. (4) that the

numerator of the transmission function t vanishes when

C1 ¼ C3 ¼ 0 (or equivalently g ¼ 0 in the approximate

result (Eq. (28)) at X ¼ 0:893p indicated by a filled circle

on the abscissa of Fig. 7(a). The transmission zeros induced

by the two identical resonators fall at the same frequency,

therefore, the phase (Figs. 7(c) and 7(d)) shows a phase

FIG. 6. (a) and (b) Variation of the amplitude and the phase (in units of p)

of the determinant of the scattering matrix S versus the dimensionless fre-

quency X=p. Open circles and solid lines correspond to experimental and

theoretical results. (c) Variation of d
dx

½Arg DetðSÞ� (in units of ls) obtained

from (b) (open circles) and the variation of the DOS (DnðxÞ) obtained from

Eq. (16) (dashed curves).
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drop of 2p at these frequencies. Indeed, as the phase is

defined modulo 2p, the 2p phase change can be observed if

we take into account the absorption in the system which is

the case for the coaxial cables studied here.

An experimental evidence of these theoretical results is

given in Fig. 8, where d1 ’ d3 ’ 0:6m (i.e., d1 ¼ 0:605d2
and d3 ¼ 0:625d2). The experimental results (open circles)

are in agreement with the numerical simulation (solid lines).

One can notice here also that the intensity of the resonance

does not reach unity because of the attenuation inside the

cables. However, the main features of the asymmetric Fano

resonance can be observed. The two resonators give rise to a

phase drop of 2p as it is illustrated in Fig. 8(b). However,

because of the small difference between the lengths of d1
and d3, the two transmission zeros induced by the two reso-

nators do not fall exactly at the same frequency as it can be

seen in Fig. 8(c) (see also the inset) where two negative delta

peaks appear in the delay time around the transmission zeros

at X ¼ 0:846p and X ¼ 0:85p.
In the particular case where d1 ¼ d3 ¼ 0:5d2 ¼ 0:5m,

the frequency of the Fano resonance coincides exactly with

the transmission zeros induced by the two stubs at X ¼ p

(see Eqs. (21) and (29)). The width of the resonance C van-

ishes and therefore the resonance collapses. This result is

clearly demonstrated in Fig. 9(a) where a well defined dip is

observed around X ¼ p. However, because of the existence

of two antiresonances and one resonance at X ¼ p, the phase

exhibits a jump of p (Fig. 9(b)) giving rise to a negative delta

peak in the delay time (Fig. 9(c)). This result gives a clear

signature of the existence of the so-called Ghost-Fano76,77

resonance in the transmission amplitude (Fig. 9(a)). To our

knowledge, this is a first experimental evidence showing the

existence of such resonances with infinite lifetime.

In order to give a better insight about the profile of the

Fano resonances as function of the parameter D (or equiva-

lently d1=d2), Fig. 10(a) gives theoretical results of the char-
acteristic features of the resonances around d1=d2 ¼ 0:5 for

an asymmetric resonance. On can notice that the position of

the resonance decreases as function of d1=d2, its asymmetric

Fano profile becomes symmetric and changes sign for

d1=d2 ’ 0:5. In other words, the parameter q responsible for

the asymmetric Fano profile of the resonance diverges and

changes sign around d1=d2 ¼ 0:5. The width of the reso-

nance decreases when d1=d2 tends to 0.5 and vanishes when

d1=d2 is exactly equal 0.5 giving rise to the collapse of the

resonance (Fig. 10(a)). These results are well illustrated by

the plots of the approximate expressions of eR (Fig. 10(b))

(or equivalently XR ¼ pþ eR), C (Fig. 10(c)) and q (Fig.

10(d)) around d1=d2 ¼ 0:5. Let us notice that the reverse of

the asymmetry of the lineshape of Fano resonances has been

FIG. 8. (a)–(c) Same as in Figs. 5(a)–5(c) but the lengths of the resonators

are taken such that d1 ¼ 0:605d2 and d3 ¼ 0:625d2 (i.e., d1 ’ d3). The inset

in Fig. 8(c) gives an enlargement of the delay time in the frequency domain

0:75 < X=p < 1.

FIG. 7. (a) Theoretical (solid line) variations

of the transmission coefficient versus the

dimensionless frequency X for the structure

depicted in Fig. 1. The lengths of the resona-

tors are taken such that d1 ¼ d3 ¼ 0:56d2.
White circles on the abscissa axis indicate

the positions of the transmission zeros

induced by the dangling resonators on both

sides of the resonance. (c) Same as in (a) but

for the variation of the phase. (b) and (d)

compare the approximate results obtained by

Taylor expansion (open circles) around the

resonance with the exact calculations (solid

lines).

164101-8 Mouadili et al. J. Appl. Phys. 113, 164101 (2013)



discussed in photonic crystal slabs by tuning the parameters

of the structure, or the angle of incidence.34,35

V. SUMMARYAND CONCLUSION

In summary, we have clearly demonstrated that a simple

geometry of an electromagnetic waveguide with dangling

side resonators on both sides can pave the way to the obten-

tion of gaps in the radio frequency domain. The existence of

the stop bands in the spectrum is attributed to the zero of

transmission associated with the dangling resonators (Fig. 9).

The width of the transmission gaps can be increased by graft-

ing several side resonators at each node, for instance by cou-

pling the waveguide to side resonators on both sides (not

shown here). Besides the transmission gaps, we have shown

the existence of different kinds of resonances like EIT and

asymmetric Fano resonances. These resonances lie at the vi-

cinity of a transmission zero or are squeezed between two

transmission zeros and collapse when they coincide with the

transmission zeros. The Fano resonances are obtained by tai-

loring the lengths of the different branches constituting the

structure. A study of the phase of the transmission function

enables us to deduce several properties on the wave propaga-

tion through such structures as the delay times (or the group

velocities) and the density of states. For the system studied

here, the phase of the amplitude transmission exhibits phase

drops at the transmission zeros, whereas the Friedel phase

(or equivalently the DOS) increases monotonically with a

fast slope around the resonance frequency. The resonant

modes give rise to well defined peaks in the delay time and

the DOS. The theoretical results are confirmed experimen-

tally by using standard coaxial cables connected with T

connectors.

The advantage of the simple electromagnetic waveguide

model presented in this work consists in finding simple ana-

lytical expressions that enable us to discuss the existence of

Fano resonances as well as the effect of the different stubs

lengths in tailoring these resonances without incorporating a

defect as it is the case in periodic structures.55–57 We believe

that this paper brings a new piece of work in the field of elec-

tromagnetic wave transport in 1D waveguide structures. This

system is proposed as a simpler alternative to coupled-

microresonators.

It is worth noting that all the results presented here for

the amplitude and the phase of the transmission are given

versus a dimensionless frequency X ¼ xd2
ffiffi

e
p

=c in the range

0 < X < 2p which correspondence approximately to the fre-

quency domain 0 < f < 100MHz as d2 ¼ 1m and e ¼ 2:3.
Therefore, these results remain valid in microwave and opti-

cal ranges by taking properly the thicknesses of the three fi-

nite waveguides in Fig. 1. Also, similar results to those

presented here can be obtained by inserting a segment

between two asymmetric loops (instead of two stubs) which

play the role of resonators, however, the advantage of the

structure with stubs lies in its simplicity as well as on the

FIG. 10. Theoretical (solid line) variations of the transmission coefficient

versus the dimensionless frequency X for different values of d1=d2 in the

structure depicted in Fig. 1 with d1 ¼ d3. (b)–(d) Variations of the quantities

eR (b), C (c), and q (d) as a function of d1=d2 around d1=d2 ¼ 0:5. The corre-
sponding expressions are given after Eq. (29). Let us notice that the approxi-

mate expression of the position of the resonance in Fig. 10(a) is given by

XR ¼ pþ eR.

FIG. 9. (a) Theoretical (solid line) and experimental (open circles) variations

of the transmission coefficient versus the dimensionless frequency

X ¼ xd2
ffiffi

e
p

=c for the structure depicted in Fig. 1. The thicknesses of the

stubs are chosen such that d1 ¼ d3 ¼ 0:5d2 ¼ 0:5m. (b) The same as in (a)

but for the phase. (c) The same as in (a) but for the delay time.
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fact that the boundary conditions at the end of the stubs can

be tuned to create for example an on/off switching in channel

add-drop filter structures.78 Finally, let us mention that cou-

pling several resonators with gradual lengths analogous to

the so-called side-coupled integrated spaced sequence of res-

onators (SCISSOR) can serve to design high performance

add/drop filters, multiplexers/demultiplexers, and routers.79

This work is in progress.
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