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HHT-based audio coding∗

Kais Khaldi1,2, Abdel-Ouahab Boudraa1, Bruno Torresani3 and Thierry Chonavel4

Abstract

In this paper a new audio coding scheme combining the Hilbert transform and the

Empirical Mode Decomposition (EMD) is introduced. Based on the EMD, the coding is

fully data-driven approach. Audio signal is first decomposed adaptively, by EMD, into

intrinsic oscillatory components called Intrinsic Mode Functions (IMFs). The key idea of

this work is to code both instantaneous amplitude (IA) and instantaneous frequency (IF),

of the extracted IMFs, calculated using Hilbert transform. Since IA (resp. IF) is strongly

correlated, it is encoded via a linear prediction technique. The decoder recovers the original

signal by superposition of the demodulated IMFs. The proposed approach is applied to audio

signals, and the results are compared to those obtained by AAC (Advanced Audio Coding)

and MP3 codecs, and wavelets based compression. Coding performances are evaluated using

the bit rate, Objective Difference Grade (ODG) and Noise to Mask Ratio (NMR) measures.

Based on the analyzed audio signals, overall, our coding scheme performs better than wavelet

compression, AAC and MP3 codecs. Results also show that this new scheme has good coding

performances without significant perceptual distortion, resulting in an ODG in range [-1,0]

and large negative NMR values.

Index Terms

Audio coding, Empirical mode decomposition, Intrinsic mode function, Hilbert trans-

form, Hilbert-Huang transform, Linear prediction.
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I. Introduction

Signal coding is a well known problem in signal processing and particularly, in the case

of audio signals where a number of methods have been proposed for reducing the Bit Rate

(BR) requirements [1]-[2]. For more BR reduction with high fidelity, different approaches

have been proposed [3]-[8]. Several approaches, that involve pre-determined basis functions

(cosine, Daubechies,. . . ), yield better results in terms of BR. Unfortunately, using fixed ba-

sis functions prevents the decomposition from being parsimonious for any kind of signals.

As a matter of fact, even if a basis is well suited for a class of signals, in the sense that

it yields compact descriptions with only a few significant terms, there are other signals for

which the basis under consideration performs poorly. Thus, there is a need for data driven

coding approach. Recently, the Empirical Mode Decomposition (EMD) has been introduced

for analyzing non-stationary data derived from linear or non-linear systems in totally adap-

tive way [9]. This new expansion decomposes adaptively any signal into intrinsic oscillatory

components called Intrinsic Mode Functions (IMFs). These extracted modes are zero-mean

with symmetric envelopes AM-FM components. Basis functions of EMD are derived from

the signal itself and hence, the decomposition is adaptive in contrast to traditional methods

where the basis functions are fixed. A salient property of the IMF is that it can be fully

described by its extrema. We have recently shown that the EMD can be used for audio

signals compression by coding extrema of the IMFs and their positions [10]. Compared to

our previous approach [11], the key idea of the present work is to code both instantaneous

amplitude (IA) and instantaneous frequency (IF) of the extracted IMF. To further reduce

the BR, we exploit the fact that both values of IA and IF of the IMFs are strongly correlated.

Thus, each IA (IF) value is closely approximated as a linear combination of its past values.

For each mode, the IF component is fitted with an Auto Regressive (AR) model, the order
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HHT-BASED AUDIO CODING∗ 3

of which is selected from the values of the partial autocorrelation coefficient of the extracted

mode. Compared to instantaneous phase encoding of the extrema that requires higher BR

(96kb/s) [11], the proposed predictive coding reduces the BR by exploiting the correlation

of IF values. For the IA component, the order of the model is selected from a perceptual

constraint [11]. More precisely, the psycho-acoustic model rules the selection of this order

and keeps the listening quality of audio signal at a consistent level [12].

Our contribution can be viewed as a proof-of-concept of EMD based encoding for audio sig-

nals. The proposed scheme is applied to audio signals, and the results are compared to MP3

(MPEG-1/2 Audio Layer 3) codec and wavelets approach. Compared to our previous work

[11] we include the AAC (Advanced Audio Coding) codec. Coding performances are evalu-

ated using BR, objective difference grade and noise to mask ratio. The paper is organized

as follows: section II introduces the Hilbert and Huang transforms. Section III presents the

proposed coding approach and section IV describes the experimental results.

II. Hilbert-Huang Transform (HHT)

The EMD decomposes any signal x(t) into a series of IMFs through an iterative process

called sifting; each one with a distinct time scale [9]. The decomposition is based on the

local time scale of x(t), and yields adaptive basis functions. The EMD can be seen as a type

of wavelet decomposition whose subbands are built up as needful to separate the different

components of x(t). Each mode replaces the signals detail, at a certain scale or frequency

band [13]. The EMD picks out iteratively the highest frequency oscillation that remains in

x(t). The IMFs are extracted subject to two requirements:

1. First, the number of extrema and the number of zeros crossings may differ by no

more than one.
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2. Second, the average value of the envelope defined by the local maxima, and the

envelope defined by the local minima, is zero.

Locally, each IMF contains lower frequency oscillations than the previously extracted one

[9]. To be successfully decomposed into IMFs, the signal x(t) must have at least two extrema

(one minimum and one maximum). An IMF is extracted using the sifting process as follows:

Step 1: Fix the threshold ǫ and set j← 1 (jth IMF)

Step 2: rj−1(t) ← x(t) (residual), i ← 1 (i number of sifts)

Step 3: Extract the jth IMF :

(a) : hj,i−1(t) ← rj−1(t)

(b) : Extract local maxima/minima of hj,i−1(t)

(c) : Compute upper and lower envelopes Uj,i−1(t) and Lj,i−1(t) by

interpolating (cubic spline) respectively local maxima and minima of hj,i−1(t)

(d) : Compute the mean of the envelopes: µj,i−1(t) =(Uj,i−1(t)+ Lj,i−1(t))/2

(e) : Update : hj,i(t) := hj,i−1(t)−µj,i−1(t)

(f) : Calculate the stopping criterion :

SD(i) :=
T
∑

t=1

|hj,i−1(t)− hj,i(t)|
2

(hj,i−1(t))2

(g) : i := i+1

(h) : Repeat Steps (b)-(g) until SD(i)< ǫ and then IMFj(t)← hj,i(t)(j
th IMF)

Step 4: Update residual : rj(t) := rj−1(t)− IMFj(t).

Step 5: Repeat Step 3 with j := j+1 until number of extrema of rj(t) is ≤ 2.

T is the time duration of x(t). The sifting is repeated until the component hj,i(t) satisfies

the aforementioned requirements (1) and (2). The signal x(t) is finally written as the sum
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of mode time series:

x(t) =
C
∑

j=1

IMFj(t) + rC(t) (1)

where IMFj(t) is the IMF of order j, rC(t) is the residual and C is the number of IMFs

determined automatically using the stopping criterion (Standard Deviation) SD< ǫ. Usually,

ǫ is set between 0.2 and 0.3 [9]. Figure 1 shows an example of decomposition of an audio

frame by EMD. One can remark that the first IMF corresponds to fast oscillations, whereas

the sixth IMF corresponds to slow ones (Fig. 1).

Using Hilbert transform (HT), IA a(t) and IF f(t) of each IMF are calculated as follows:

a(t) =
√

[IMF(t)]2 +H2[IMF(t)]

f(t) =
1

2π

dθ(t)

dt

θ(t) = tan−1

(

H[IMF(t)]

IMF(t)

)

H[IMF(t)] =
1

π
PV

∫ +∞

−∞

IMF(τ)

t− τ
dτ

where H[x(t)] is the HT of x(t) and PV is the Cauchy principal value of the integral. Com-

bination of EMD and HT is designated as Hilbert-Huang Transform (HHT). The idea of

this work is to encode both IA and IF functions of the audio signal [14]-[15] using linear

prediction model.

III. Coding principle

The proposed encoding is done frame by frame. Thus, the first step consists in splitting

the audio stream into frames of constant length. Enframing the audio signal allows to treat

each frame as a relatively stationary sound. To guarantee the stationarity of each segmented

frame, a detector is used to measure the invariance of the statistical properties of the frame

over the time. If a transient is detected, the frame is divided into two sub-frames [16]. In

this work, detection of transient sequence is based on the Local Entropic Criterion (LEC)

February 10, 2013—4 : 28 pm DRAFT



HHT-BASED AUDIO CODING∗ 6

which is a non parametric rupture detector. This criterion is calculated over sliding window.

The LEC of signal x(t) is given by [16]:

LECx(t) =
Exc(t)− (Exl(t) + Exr(t))

|Exc(t)|
(2)

where Exc(t), Exl(t) and Exr(t) denote the entropies of the principal window and of the left

and right sub-windows respectively and are given by

Exc(t) = Ex[t−N

2
,t+N

2
−1]

Exl(t) = Ex[t−N

2
,t−1]

Exr(t) = Ex[t,t+N

2
−1] (3)

where Ex[0,N−1] is the Shannon entropy of x(t) calculated over the interval [0,N − 1] and

defined by:

Ex[0,N−1] = −
N−1
∑

k=0

|X(k)|2 log |X(k)|2 (4)

with X(k) the normalized discrete Fourier transform of x(t). Thus, the LEC takes its values

in the range [−1,1]. A transient in the signal is characterized by a LEC greater than 0. An

example of LEC variations across an audio frame is shown in figure 2, with N set to 64 [16].

Figure 3 shows an example of segmentation into two sub-frames of an audio frame of 1500

samples (zoom of the audio frame signal of figure 2) using the LEC.

A. IF and IA codings

It was found that for a large class of analyzed audio signals, both IA and IF values of

IMFs are strongly correlated. So, the AR model is used to efficiently exploit this correlation.

Thus, IA and IF components of each IMF are modeled as follows:

a(t) =

p
∑

k=1

ca(k)a(t− k)+ ε1(t)
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f(t) =

q
∑

i=1

cf (i)f(t− i)+ ε2(t) (5)

where [ca(1), ca(2), . . . , ca(p)] and [cf (1), cf (2), . . . , cf (q)] are the coefficients of the AR model

for a(t) and f(t) respectively. ε1(t) and ε2(t) are two zero mean white noise processes. The

coefficients are calculated by minimizing the mean square error criterion. In the proposed

approach, we code the coefficients of the AR model and the noise variance. For each IMF,

the model order of the associated IF (IA) is determined. For IA component, AR order

selection is controlled by the psychoacoustic model [11]. The order is adjusted so that power

spectral density (PSD) of the reconstruction error of the IMF does not exceed its masking

curve. The interest of using the psychoacoustic model is also to improve the compression

gain, while preserving the listening quality of the decoded signal. Since each IMF contains

lower frequency oscillations than each previously extracted ones, the order of IF component

varies from one IMF to next one. The selection of the order of the AR model is based

on the estimation of the partial autocorrelation coefficients that fits the variations of the

corresponding IF. An advantage of the proposed IF coding strategy is that it can support

variable BR coding. Figure 4 shows the partial autocorrelation coefficient of IMFs of frame

audio signal (Fig. 1). The value from which the partial autocorrelation curve is constant,

is identified as the order for IF modeling (Fig. 4). The order of AR model of each IF is

presented in Table I.

B. Bit allocation

Bit allocation is done frame-by-frame. Since the amount of a bit allocation is signal

dependent, we start with an equal bit allocation where each frame is assigned the same

number of bits. However, in practice, some frames need more or less bits than the average

number of bits for their encoding. The input signal is segmented into M overlapping frames
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(time windows) of constant length, L, and each one is splitted into Ck IMFs where k is the

frame index. Let Brs be the BR of the coding and Fs the sampling frequency of the input

audio signal. The number of bits assigned to each frame is given by BF = Brs×L/Fs and the

number of bits per IMF is given by Bk = BF/Ck. The total number of bits allocated for the

input signal is then BT = M × BF . Let plk and qlk be the selected orders for IA and IF AR

models of mode IMFl of the kth frame, where l ∈ {1, . . . ,Ck}. For each frame, we first start

by quantizing the order values (plk, q
l
k) each one is coded with mo bits. The amount of bits

assigned to each coefficient ca or cf , and variances ε1 or ε2, of IMFl, is given by

blk =
(Bk − 2moCk)
Ck
∑

k=1

(plk + qlk + 2)

(6)

where (plk+qlk+2) is the total number of parameters of the model (Eq. (5)). Since the number

of IMFs is frame dependent, the number of bits allocated is adjusted with the number of

extracted modes of each frame (Eq. (6)). If there are surplus bits in a given frame, the

amount of pre-allocated bits is updated for the next one. More precisely, if the surplus of

the kth frame, denoted by Sk, is different from zero the total number of bits assigned to

(k+1) is update to (BF +Sk). The coder can only barrow bits donated from pas frames and

not from future frames. All surplus bits constitute a ”bit reservoir”. The proposed coding

operates on Brs ≥ 64 kb/s and using surplus bits, the coder will not run out of bits. There

are enough bits to encode all coefficients.

C. Coding improvement

Coding of AR model coefficients and noise variance can be improved using lossless com-

pression such as Huffman or Lempel-Ziv coding techniques to store data. These techniques

account for probability of occurrence of encoded data to reduce the number of bits allocated
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to store data. Although Lempel-Ziv is not optimum, the decoder does not require any coding

dictionary [17].

D. Decoding process

The estimated ˆIMF(t) of IMF(t), for IF coding approach, is calculated as follows:

ˆIMF(t) = |â(t)| cos(

∫ t

0

2πf̂(τ)dτ) (7)

where â(t) and f̂(t) are the estimates of a(t) and f(t) respectively using linear prediction

approach. The audio frame is constructed by superposition of the estimated IMFs, and the

decoded audio signal is obtained by frames concatenation.

E. Phase initialization

Since we are working with windowed signals (Hamming window) where the window

amplitude decays progressively to zero at both ends, phase initialization does not matter

very much. Indeed, phase progressively adapts to signal when moving from the beginning

to the center part of the frame, where signal energy becomes non negligible. To check this,

we have added a simulation where phase is initialized randomly. Denoting ϕ the selected

initial phase and x(ϕ) the corresponding reconstructed signal, the relative reconstruction

error, defined as

Eϕ =
‖ x− x(ϕ) ‖

2

‖ x ‖ × ‖ x(ϕ) ‖
(8)

with x the original signal frame and ‖ f ‖2=

∫

f 2(t)dt.

IV. Results

To evaluate the performance of the proposed audio coder, we compare it against a num-

ber of existing audio coders. The benchmark includes two audio coding standards - MP3
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(ISO/IEC 11172-3 MPEG Layer 3) [18] and AAC (ISO/IEC 13818-7 Advanced Audio Cod-

ing) [19] codecs, and wavelets compression based approach. The Daubechies wavelet Db8 is

used as mother wavelet. This function is orthogonal ensuring that the decomposed signal

is reconstructed without the presence of residues due to asymmetries of the wavelet mother

function. These features make Db8 wavelet a good candidate as coding tool. In general, this

wavelet gives good audio coding results compared to other wavelets [8]. Test material are

taken from the European broadcasting union Sound Quality Assessment Material (SQAM)

CD. The audio files are gspi, harp, quar, song, trpt, classical, orchestra and castanet (per-

cussive sound) and are sampled at 44.1 kHz. These eight tracks, illustrated in figure 5, are

chosen to represent a variety in audio content. Compared to our previous approach [11], in

the present work coding performances are analyzed using the BR, the Objective Difference

Grade (ODG) and the Noise to Mask Ratio (NMR) [20]. The ODG represents the expected

perceptual quality of the degraded signal if human subjects are used. This criterion ranges

from 0 to -4 where 0 represents a signal with imperceptible distortion and -4 represents a

signal with very annoying distortion [21]. This objectively measured parameter is calculated

by perceptual evaluation of the audio quality algorithm specified in ITU BS.1387-1 [20]. The

NMR is an objective measure of the perceptual quality of a compressed signal which mea-

sures the relative level of the quantization noise in comparison with the masking threshold

[22]. Lower coding errors are indicated by larger negative values of NMR. It has been shown

that NMR is useful tool in the development and comparison of perceptual coding schemes.

In our previous work, we essentially focus on the quality of coding/decoding signal rather

than on the BR [11]. In particular, it was not possible in [11] for comparison purpose to fix

the Brs to 64 kb/s, so the coding was only compared to MP3 codec with a Brs set to 96kb/s.

In the present work, since the order of IF model is variable, in addition to MP3 codec, we
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also include AAC codec for comparison with Brs set to 64 kb/s. An interest of the proposed

IF encoding strategy is to support variable BR coding. This is mainly due to the fact that

the number of coefficients to be coded varies from one mode to another and this number

is not subject to perceptual constraints. The frame length L is set to 512 and the overlap

length between adjacent frames is set to 64.AR orders (plk, q
l
k) are encoded with mo = 4 bits.

For the sake of simplicity, we used the uniform scalar quantization. For the IA component

of each IMF, the order p (or plk) is calculated based on a perceptual constraint [11]. More

precisely, the order plk is adjusted so that the PSD of the reconstruction error between the

original IMF and the reconstructed one does not exceed the masking threshold of this IMF.

According to our previous results the order plk = 9 satisfies the PSD constraint and repre-

sents a good compromise between compression ratio and listening quality measured using

subjective difference grade [11]. For IF component we used the partial autocorrelation plot

of the associated mode to identify the order qlk of the AR model (Fig. 4).

Values of NMR, BR and ODG obtained with the HHT-coding, MP3, AAC and wavelets

approaches are shown in Table II. A careful comparative examination of the values reported

in this Table shows that the proposed coding outperforms the MP3 and wavelets approaches

and on average performs better than the AAC codec in terms of ODG and NMR. The effec-

tiveness of the proposed approach is mostly shown in the signals ”gspi”, ”song”, ”trpt” and

”castanet”, where this last performs better than the AAC codec. When listening the de-

coded signal, the proposed approach yields overall better perceptual quality compared to the

others techniques, mostly in the signals ”gspi”, ”song”, ”trpt” and ”castanet”. Compared

to wavelet approach and MP3 codec, for all signals both HHT-coding and AAC codec have

ODG values between 0 (not perceptible) and -1 (not annoying). These results show that

the performances coding of the proposed method are obtained without significant perceptual
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distortion. In terms of NMR, it can be observed from Table II that on average larger nega-

tives values are given by the proposed coding leading to lower coding errors and less audible

noise. Overall, when compared to MP3, AAC and wavelet methods, there is a preference

towards HHT approach for the eight tested audio signals.

Above results are obtained with initial phase of audio signals set to zero (Eq. (7)). The

influence of this phase on reconstructed IMFs of each frame is analyzed through random

phase initialization. For each audio signal, 100 frames are selected randomly and, for each

one, initial phase is initialized randomly between 0 and 2π. This procedure repeated 20

times. These simulations are performed for the eight tracks and the corresponding error Eϕ

is calculated from Eq. (6). Results in Fig. 6 show that over all the analyzed signals Eϕ

does not exceed 6% showing that an arbitrary choice of initial phase has limited effect on

the reconstructed IMFs. More important, we have seen that the perceptual quality remains

high, despite this phase distorsion. However, initial phase could also be encoded for better

IMFs recovery at the expense of slight bitrate increase.

Performances of HHT-coding is assessed on different audio signals (songs and instruments).

Even these signals have different frequency contents, the obtained performances show that

these signals are well-modeled or represented with a reduced number of IMFs (atoms), mainly

due to the adaptive nature of the EMD. No prior assumptions have been made about these

signals concerning the number of IMFs for their expansions and their codings. Further, the

coding requires only two parameters, the frame size (L) and size of LEC sliding window (N).

The reported results in terms of BR, NMR and ODG also show the interest to code both IA

and IF components.

Since it is based on EMD, HHT-coding is a data driven approach. The number of IMFs per

frame and the associated AR orders (plk, q
l
k) is not fixed a priori. The amount of allocated
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bits is also signal dependent. Performance of HHT-coding is evaluated using NMR and ODG

criteria at BR fixed to 64kb/s. BR variations are supported by IF coding while good listen-

ing quality of IA coding is controlled by a psychoacoustic model. The association of both

codings yields good results for BR≥ 64kb/s. For BR< 64kb/s quality degradation can be

perceived. More precisely, audio quality deteriorates noticeably for BR ≤ 50kb/s. A solution

to improve the quality of the decoded signals at very low BR is to partially reconstruct the

frame signal with a set of selected IMFs controlled by the psychoacoustic model. We expect

that the reduction of the number of coded IFMs per frame, will enable higher quality of

decoded signals at low BR (≤ 50kb/s). This idea is currently under investigation.

Performance of the HHT-coding depends on the quality of the sifting. Thresholding of the

stopping criterion is set to ǫ = 0.25, according to Huang et al. [9] who suggest to set it

between 0.2 and 0.3. The coding has been tested with values of ǫ ranging from 0.2 to 0.3

and no changes have been noted in coding performance. For interpolation, the definition of

IMF does not specify what is required for upper and lower envelopes, but that they pass

through the maxima and minima of the signal respectively. Interpolations such as linear and

polynomial tend to increase the required number of sifting iterations and to over-decompose

signals by spreading out their components over adjacent modes. B-spline interpolation is

commonly used to approximate upper and lower envelopes in EMD [27]. A recent study has

shown that trigonometric interpolation is useful from an analytical point of view but involves

more computational complexity than B-splines interpolation. Thus, the study in [28] does

not recommend to use it in place of B-splines interpolation. Previous works motivate our

choice for B-splines.

Based on results obtained for a variety of audio files, we believe that EMD-based coding can
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be extremely promising for large classes of signals (not limited to audio signals) such as, for

example, biomedical signals (ECG,. . . ).

V. Conclusion

This paper presents a new audio coding. The scheme is based on the HHT and con-

sequently is simple and fully data-driven method. Also, the bit allocation process is signal

dependent. The obtained results in terms of ODG and NMR criteria show that, overall,

the HHT-coding outperforms MP3 and AAC codecs, and wavelets approach. The effective-

ness of the coding scheme is obtained especially for audio signals ”gspi”, ”song”, ”trpt”

and and ”castanet”, where HHT-coding performs better than AAC codec. Experimental

results show that our scheme has good coding performances without significant perceptual

distortion (ODG in the range [−1,0]) and with lower coding errors (large negative values

of NMR). These results show the interest to code both IA and IF components. Also, these

findings show the interest to code the IF whether the instantaneous phase [11] to support

variation BR, and demonstrate the potential of the EMD as a promising audio coding tool.

Although experiments have already been carried out on different audio signals, future works

should consider large classes of audio signals as well as varied experimental conditions such

as different sampling rates or frame size for improving again the performances of the method.

We also plan to find a strategy to encode efficiently the initial phase for better IMFs recov-

ery and without increase of BR. Limited to BR greater than 64kb/s, also as future we plan

to extend the HHT-coding for very lower BR while keeping a good listening quality of the

audio signals. To quantify the stationarity of the frame, LEC method is used due to its

simple use. It would be interesting to check if there is enough stationarity in the frame using

a time-frequency method such as spectrogram [23] or Wigner-Ville distribution [24]. Also,

instead of EMD, it would be interesting to use the ensemble EMD [25] or complete ensemble
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EMD [26] to investigate the performances of the proposed coding.
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TABLE I

Order of AR model of IF components (Fig. 4).

IMF 1 2 3 4 5 6
Order of AR model 11 7 8 7 8 4

TABLE II

Compression results of audio signals (gspi, harp, quar, song, trpt, classical, orchestra

and castanet) using HHT-coding, AAC, MP3 and wavelets approaches.

Signal gspi harp quar song trpt classical orchestra castanet
BR [kb/s] 64 64 64 64 64 64 64 64

HHT coding NMR -4.65 -5.79 -5.47 -4.21 -6.80 -6.22 -4.87 -8.32
ODG -0.74 -0.73 -0.75 -0.72 -0.84 -0.91 -0.86 -0.67

BR [kb/s] 64 64 64 64 64 64 64 64
AAC NMR -3.43 -6.46 -4.78 -4.23 -6.15 -6.02 -7.48 -8.32

ODG -0.85 -0.73 -0.75 -0.89 -0.88 -0.83 -0.74 -0.70
BR [kb/s] 64 64 64 64 64 64 64 64

MP3 NMR 1.42 1.21 1.27 1.23 2.68 1.17 1.34 1.68
ODG -1.12 -1.87 -1.91 -1.09 -1.27 -1.05 -0.95 -1.12

BR [kb/s] 65 67 64 65 66 67 66 64
Wavelets NMR -2.30 -3.67 1.64 -3.40 -1.35 -3.01 -4.27 -2.32

ODG -0.86 -1.27 -1.74 -0.98 -0.97 -1.02 -0.97 -0.94
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Fig. 1. Decomposition of an audio frame by EMD.
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Fig. 2. LEC variations of an audio frame.
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Fig. 4. Partial autocorrelation coefficient of IF of the IMFs extracted from a frame of audio signal (Fig. 1).
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