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Computation of the solutions of the
Fokker-Planck equation for one and two DOF
systems

F. Schmidt *, C.-H. Lamarque

Laboratoire GéoMatériauz, Ecole Nationale Des Travaux Publics de I’Etat,
Vaulz-en-Velin, France

Abstract

Uncertainty in structures may come from unknowns in the modelisation and in the
properties of the materials, from variability with time, external noise... This leads
to uncertainty in the dynamic response. Moreover, the consequences are issues in
safety, reliability, efficiency... of the structure. So an issue is the gain of information
on the response of the system taking into account the uncertainties.

If the forcing or the uncertainty can be modelled through a white noise, the Fokker-
Planck (or Kolmogorov forward) equation exists. It is a partial differential linear
equation with unknown p(X,t), where p(X,t) is the probability density function of
the state X at time ¢.

In this article, we solve this equation using the finite differencesmethod, for one
and two DOF systems. The numerical solutions obrtained are proved to be nearly
correct.

Key words: Discrete nonlinear mechanical systems, Fokker-Planck equation,
energy pumping.

1 Introduction

Today there is growing concern about uncertainties in dynamic structures.
In fact, these uncertainties may come from unknowns in the properties of the
structure or in the sollicitations, and this leads to uncertainties in the response.
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There exists two kinds of techniques to solve this problem : the possibilistic
(16,23,1,18,17,14]) and the probabilistic approaches ([24,22]).

The first ones just use an assessment of the interval of variation of the fluctu-
ating parameters, sollicitations,... The second ones also assume a probability
density function for the properties that are uncertain.

An other possibility may be the existence of an uncertainty whose origin,and
thus their variations, are unknown.

Here we study the Fokker-Planck equation of some dynamical systems, which
is a partial differential equation with unknown p(X,t), where p(X,t) is the
probability of the state X at time ¢. For this, these systems are assumed to
undergo a white noise, which can represent random forces or parameters.

In Section 2 we apply the theory of the Fokker-Planck equation to one-degree-
of-freedom systems. We propose a simulation whose accuracy is checked. Af-
terwards we try to meet some deterministic phenomenons in this probabilistic
study. In Section 3, we deal with a two-degree-of-freedom system leading to
energy pumping. Finally, in a last part we will conclude by displaying the pros
and the cons of this method.

2 Computation for 1 DOF systems

An analytical solution of the Fokker-Planck equation is known only in some
specific cases, see e.g. [21,26,11|. That’s why to solve the Fokker-Planck equa-
tion of the dynamical systems we study, we chose the method of finite differ-
ences, coupled with the time-splitting method ([19,29,31]).

Let us consider the equation of a non-linear oscillator :

yl = Y2 ,
U2+ g(y1, Y2, t) = f(1) .

f(t) is a random gaussian white noise such as :

<) >=0.< F(0) f(12) >= "5 (h— 1)

This noise can stand for the forcing the system undergoes, but also for uncer-
tainties.
The Fokker-Planck equation of this system is given by (|21]) :



Wyd?p 0 0 _Op
TE)T;% @Th (y2p) + %{9(917112)27} = (2)

We split the operator in three parts :
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So in the general case, the algorithm can be written :

pn+1/3 — u1<pn) 7
pn+2/3 — uQ(anrl/?)) ’ (5)
pn+1 _ u3<pn+2/3) ’

where U, Us, Us are finite difference schemes discretizing respectively L1, Lo,
L3. They may be implicit Euler, explicit Euler, Cranck-Nicholson..., see next
section. p*, p"*t1/3 ... are vectors of discretized states at points of the finite
difference grid at discrete times t,,, ,41/3, ... respectively.

2.1 Test of different numerical schemes and comparison with the exact solu-
tion

An analytical solution of equation (2) for a Duffing-type oscillator (g(y1,y2) =
ays + by; + cy?) is known if and only if the non-linearity coefficient is null
(¢ = 0). This solution can be found for example in [21]. We use this case to
test the accuracy of our numerical solution.

We set the numerical values of the parameters according to [30] : N = 40,
Ly =Ly =4,a =21k =1cet Wy = 3.2, where 2N + 1 is the number of
nodes per direction, L; and Ly are the length of the domain of study in each
direction. The initial condition for the algorithm is the exact solution at time
t = 0.95s coming from (z¢,yo) = (0,0).



First we compare the errors of different schemes. For this, we use two repre-
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We tried purely implicit schemes, upwind differencing, explicit, staggered
leapfrog and Cranck-Nicholson.

llell2 =

By comparing the errors after 310 time-steps (¢ = 0.973896s), it can be seen
that in every case, a good choice may be the implicit Euler scheme because it
is always stable and its error is small. On graph 1, the errors of the numerical
solution obtained with different combinations of schemes are drawn :
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Figure 1. Norms 1 and 2 of the error for different combinations of schemes. "I“
stands for "implicit”, "E for “explicit®, "C* for "Cranck-Niholson“. So "III* means the
combination of schemes "implicit+implicit+implicit®.

Moreover, the calculation times of all these combinations are similar.

We also check the accuracy of the solution obtained by splitting the operator
only in two parts (so with just one intermediate timestep), as in ([29], [31]). If
we compare this way of programming with the combination of three schemes
"implicit + implicit + implicit”, the simulation which splits the operator with
two intermediate time-steps is much more accurate and faster.

Finally, we also checked the case where the conditions at the limits of the
domain of study are not null, but equal to €, with € << 1. The best results are
obtained with € small. In fact, they would be obtained with limit conditions
equal to the exact solution at the limits of the domain of study. So, for a
domain of study sufficiently vast to contain all the phenomenons of the motion,
null limit conditions are the best choice.



2.2 Test of different numerical values of the parameters and comparison with
the exact solution

According to what has been said just before, we now use only purely implicit
schemes.

While comparing the exact solution with our numerical result, we see that
the error increases quite quickly until ¢ = g = 0.6283s (see figure 2). The
maximum which is reached is ||e||; = 0.00051180 and ||e||o = 0.006057. After

that, the norms of the errors decrease slowly. The time of calculation (CPU)

is 4.8484375.10% until ¢t = 6;

The maximum of error occurs at the states where the peak of the probability

0 5 10 15 20 25 30 35
Time x 0.011

Figure 2. Evolution of the norms of the error along time. The dotted line represents
error 2, whereas the full one stands for error 1.

density function is located. This means that his location and his base are
correct, but his height is slightly smaller in the numerical solution. But this
loss of height is acceptable : between 2% and 10%. This decrease in the height
of the peak is due to losses of energy in the domain of study, outside the peak,
where the density of probability calculated numerically is gently bigger than
it should. As the integral of the density of probability all over the domain of
study is normed to 1, this makes the peak be less tall.

We now test different other numerical values for the parameters. Then we
compare the numerical solution with the exact one, that is to say the analytical
one.

31
We give the errors at t = Wgs = 0.9738965s (see table 1) :

This can be commented pertinently :

e The simulations with a too small diffusion coefficient or a too limited domain
of study are unacceptable. In the first case, the reason is that because of
the value of Wy, the matrix given by the Euler implicit scheme may be



Numerical value of the param- Norm 1 Norm 2 | Comments
eters
Default : N = 40, At = 55—
J 2000° —4
Ly = Ly—4, Wy—32 4.1307.10 0.006547
N =40, At =2, L1 =Ly = _
J 500 4
4, Wy =32 7.36253.10 0.0117223
N = 40, At = 1555y L1 = 4
Ly =4 Wy =32 9.17225.10 0.01459
’ 2000°
Ly — 4. Wy =32 0.00431 0.06928
) 2000° —4
Ly — 4. Wy =32 6.4155.10 0.01010
N = 160, At = &, L1 =
) 2000 —4
Ly =4 Wy =32 8.8087.10 0.01383
N = 40, At = &=, L1 =
’ 2000
Ly =2 Wo =32 0.13214 0.529303
N = 40, At = 5555, L1 = Loss of height of the
Ly =4, Wy =0.32 0-1315411 0-6593023 peak, increase of the
probability outside the
peak
N = 40, At = 5555, L1 = 0.6598393 0.998853 Disappearance of the

Loy = 4, Wy = 0.032

Table 1

peak, density equal ev-
erywhere

Norms of the error while changing numerical values of the parameters.

ill-conditioned. Then, because of the density of probability compelled to be
null at the limits of the domain of study, this last one must be sufficiently
large to contain all the dynamical phenomenons of the system.

e Otherwise the errors are very small. Moreover, the numerical values of the
parameters choosen in [29] and [31] give the best result : this is the case
because they may have been choosen in order to work with the best condi-

tioned system.

To conclude this section, we claim that our numerical scheme gives good re-
sults. But a previous deterministic calculation may be usefull, in order to
determinate the best domain of study (just large enough) and the best pa-
rameters for the simulation (time step, space steps..) in order to work with



the best-conditioned matrices.

2.3  Comparison with known 1 DOF systems

Following [12], we study this dynamical system :

T=y
y=—dy+z— 23+ acos (1) (6)
=1

The numerical values of the parameters are set : d = 0.15, a = 0.3, Wy = 0.01,
N =200, Ly = 4, Ly = 4, At = 0.27. Results of [12]| are found again. By
representing the Poincaré section, the two equilibrium points at (r = +1,y =
0) and the strange attractor can be seen (figure 3).
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Figure 3. Poincaré section of the Fokker-Planck probability density for the Duffing—
like oscillator (6). Here ¢ = 907", where T is the period of the forcing.

We study the parametric system of [16] :

i+ 0u + <w3+'ycos(wt))u+au2+ﬁu3:f(t) ) (7)
f (t) is a white noise of diffusion coefficient W.

For the numerical simulation, we choose the parameters of (|16], page 116) :
=09,v=09, wg =1, w = 1895, a =1, B = 1. If the initial condition

choosen is a dirac located in the zone of attraction of the limit cycle of period

47
—, the Poincaré section is just a peak (see figures 4) located upon the fixed
w

point corresponding to the periodic solution.



Figure 4. Poincaré section of the system (7), with § = 0.9, v = 0.9, wy = 1,
w = 1.895, a« = 1, § = 1 and an initial condition located in the zone of attraction

4
of the limit cycle of period " This section is given for ¢t = T (on the left) and
w
t =407 (on the right).
To observe the other zones of attraction (those of the attractors with two or
four strips), it is necessary to choose a convenient initial condition (see figures
5). Our results are coherent with complicated deterministic ones ([16]) : the
T
probability density plotted via Poincaré section of period — of figures 5 is
w

spread upon attarctors.

M

Figure 5. Poincaré section of the system (7), with § = 0.9, v = 0.9, wy = 1,
w = 1.895, « = 1, § = 1 and an initial condition located in the zone of attraction
of the strange attractor with two strips.

2.4  Study of a quasi non-smooth system

The Fokker-Planck equation is difficult to obtain for non-smooth systems. We
do not know mathematical results leading to a correct equation with addi-
tional boundary conditions corresponding to "obstacles” created by the asso-
ciated "free boundary* problem : e.g. for impact problems, the displacement
can be bounded, so the space variables in the Fokker-Palnck equation have



a boundary. But in a purely non-smooth system, one has to add boundary
conditions to solve the Fokker-Planck equation.

That’s why we study the following quasi non-smooth system :

mi + ai + kx + ao(z) = rsin(wt) + f(t) , (8)

where :

W
e f(t) is a white noise whose diffusion coefficient is 70.

e 7(x) is the following function :

a(x)
-
_A%Jl AE/1 x -1 si x < —Ay
| o(x) = Ai si z € [—Ay, Ay
1 n
1 si x>Ay .

Figure 6. Graph of the function as it is
used in the simulation.

The probabilistic results are similar to the deterministic ones, seen for example

in [13] : for small times, the phase portrait has the shape of the line segment
a «

[_k’ k] After that, it looses its shape and rotate of quite 90°. Its form is

that of an S, whose ends go on curving until looking like a snail.

So with an amplitude of the sollicitation small, the evolution of the Fokker-
Planck probability density function is the same : first, it has the shape of a
line segment until a limit time (quite 0.37 here), then it bends. In the end,
it winds around itself until having the shape of a snail (or a rose). For long
times, this spiral spreads more and more.

This behavior can be summed up by figure 7 (page 10).

For long times, the ends of the S bends until having the shape of a snail
(figures 8 and 9, page 11), in agreement with deterministic mechanism.

3 Computation for 2 DOF systems

The term “energy pumping”“ means the transfer of energy from one mean
structure to an auxiliary secondary one ([7,8,28,5,25]). Here the mean structure
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Figure 7. Fokker-Planck probability density function of the dynamical system de-
scribed by the equation (8) with m = 1, a = 0.03, £ = 1.0, « = 1.0, r = 0.1,
w = 0.9. For this computation, we set the timestep At = 0.0017, the domain of
study [—1.5,1.5] x [—1.5,1.5], the number of nodes in the mesh per direction is
N = 200, the diffusion coefficient of the white noise is W = 0.001. The initial con-
dition is a gaussian centered in (0.1,0.1). The times that are represented here are
t =0, t = 30At and t = 530At. Thus we observe that the density function, that
C . . . «a a .

initially is a gaussian, takes the shape of a line segment from % to +—, which

k
curves rapidly.

is linear, whereas the other one is a non-linear, Duffing-like oscillator. We
consider the following system :

Mi+Mi + ki +y(z—y) = fi(t)
mij + Xy + Cy* + vy —x) = falt) ,

with these initial conditions :

(10)

and fy (t) et fa(t) are two white non-correlated noises whose diffusion coeffi-
cients are respectively Wy, et Wys, so :

10



Figure 8. Fokker-Planck probability density function of the same dynamical system
as in graph (7). The times that are pictured are 10x0.017, 20 x 0.017 and 30 x 0.017.
So for important observation times, the line segment bends at its ends until having
the shape of an ”S*. After that, it winds around itself until resembling a snail. But
this phenomenon does not stop, it means that this density function goes on winding
around, spreading more and more in space. So the domain study should be more
and more vast as time increases.

350 350

300 300

250 250

> 200 0.08 > 200

150 150

100 100

50 100 150 200 250 300 350 400 50 100 150 200 250 300 350 400
x x

0.025

0.015

0.005
50 100 150 200 250 300 350 400
x

Figure 9. Contours of the Fokker-Planck probability density function of picture (7).
Chronologically the times are 10 x 0.017, 20 x 0.017 and 30 x 0.017 (the sames as
before, on figure 7).
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< fi(t)>=0,
< fo(t)>=0, (11)

v(lm]) € {17 2}2 , < fz (tk) 'fj (tl) > = 70(2]5 (tk - tl)
In the deterministic case (fi(t) = fa(t) = 0), this energy pumping can be
noticed through the positions of the two oscillators along time or the variation
of their energy (see figure 10) :

-02
<025 02 -0.15 -01 -005 0 005 01 015 02 0 2000 4000 6000 8000 10000
2 Time (x 1/100)

(a) Position of oscillator 2 (b) Energy of the two oscilla-
versus position of oscillator 1. tors along time.

Figure 10. Existence of energy pumping in system (9) with : M = 1, A; = 0.01,
ki =1, v = 0.04, m = 0.05, \ys = 0.01, C =1, h = 0.1 ([8]). At t = 0, only
oscillator 1 is in motion (line quite vertical). Then the range of the oscillations
of oscillator 1 increases until reaching a maximum (about 0.12), the oscillator 2
begins to oscillate. Energy is transferred, the oscillations yo are more and more
important (curves more and more slopped). After that, the oscillator 2 is the only
one to oscillate until reaching the complete rest. So when the linear energy reaches
a threshold, the non-linear energy increases. After that, both decrease until being
null.

The Fokker-Planck equation for the system (9) is :

op op 0 Wo1 9%p
Pt T 1O\ k _ oLy P
ot Yo o + s [(Ay2 + kiyn + v (1 — y3)) pl + 1 02
(12)
dp d Woz 0%p
—Yp=—+ — (A 3 — — .
y48y3 + Oy [( sya + Cys + 7 (ys yl)) P} + o
We split this equation in six parts :
Jp
ap = Lap + Lap+ Lap+ Lap + Lsp + Lop (13)
) 0 0 Wy, 0?
with : £ = —y267y1, Ly = %[A1y2+k1y1 +7(y1 —93)], Ly = 7@;

12



0
Ly = _y487y3’
0

_ 3 _
Ls = 87?/4 [)\sy4+0y3 + v (ys —yl)}, L =

Woz 0%
2 Oyi

To simulate this Fokker-Planck equation, we use the following numerical values
of the parameters (according to [7]) :

ki = 4000N.m™! |

A = 100N.s.m™! |

M = 4000Kg |,

v = 1000N.m™! | (14)
m = 4000Kg ,

As = 300N.s.m™! |

C = 600N.m™3 .

Moreover, we choose the following parameters of the simulation : W, = 10,
At = 0.0171', N = 20, L1 == L2 == L3 == L4 =6.0.

In order to check the accuracy of the solution obtained through numerical in-
tegration of the Fokker-Planck equation, we perform Monte Carlo simulations
using the fact that the system of dynamical equations (9) can also be written
as a system of two stochastic differential equations. We choose 1t6’s stochastic
calculus, so :

A (1) = Xo(t)dt
dXs(t) = _—?Wlxm - EXl (t) — % (X, (t) — Xg(t))] dt + dWl(t215>
AXs(t) = Xa(t)dt
X(0) = =200 = S50 - 1 (al0) - Xi(0) | ar + awate)
X1 (O) = X10

. X5(0) = Xao

with ,0<¢<T([9],[10]).
X3(0) = X3
X4(O> = X40

13



X (t) Xa(t)
(0 ~X0(0) — SEX (1) — T (Xa(0) — Xol0)
By setting X (t) = 2 (X)) = M M M
X3(t) Xu(t)
Xa(0) =X = X — L (Xa(t) — Xa(1)
0 0
1 Wi(t) ) . .
g(X) = and W = , we can write equation (15) in the form :
0 0
1 Wy(t)

dX (1) = f(X(E)dt + g(X(£).dW (), X(0)=X,, 0<t<T . (16)

The functions f(z) et g(x) are continuous (and in particular, right-continuous
with a limit to the left and lipschiz-continuous), so we can claim (|2], [3], [4],
[20]...) the existence and unicity of the solution of (16).

While comparing the moments of the motion calculated through Monte Carlo
simulation (simulation of the white noise) and those assessed via the Fokker-
Planck probability density function, we observe that they are similar but not
equal (see figures 11). It is difficult to know which one of these methods is the
most false. Indeed, the Monte Carlo simulation needs many draws and much
time before converging.

15
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Figure 11. Second moment of the position of the non-linear oscillator, of the system
of equation (9), without sollicitation, Wy; = Wye = 40 and At = 0.017.

The issue is that the density function is given by arrays belonging to R%. So
to represent the phenomenon of energy pumping, we may calculate marginal

14




probability densities depending just on two variables. Here we choose to focus
on the marginal density of the first oscillator, that of the second one and the
marginal density of the two positions.

The Fokker-Planck probability density function of the linear oscillator first
presents the gaussian initial condition centered on (0,v/2h). Then it flattens
before taking the shape of the non-normal mode ([27]), as can be seen in
figures 12.

Figure 12. Fokker-Planck probability density function of the first oscillator of equa-
tion (9) (the linear one) with parameters of equation (14). The times that are drawn
here are t = 0, t = 1000At and ¢ = 5900A¢ (on the second line), with At = 0.0017.
Initially, this oscillator is not at rest. But rapidly, its motion stops before spreading
upon the track of the non-normal mode.

Now, if we study the probability density function for the second oscillator of
the system following equation (9). We first see the initial condition which is
gaussian and located in (0,0). Then the peak disappears and the probability
density takes the shape of the non-normal mode (figures 13, page 16).

Finally, the Fokker-Planck probability density function of the positions of both
oscillators also proves the phenomenon of energy pumping (figure 14, page 17).

Thus, in 2DOF systems, the deterministic aspects of energy pumping can be
meet in this probabilistic study. So, the non-normal modes can be seen if we
represent the position of the maximum of probability along time (figure 15,
page 17).

These simulations have been made with 41 nodes of the mesh in every di-

15



Figure 13. Fokker-Planck probability density function of the system of equation (9)
with parameters of equation (14). The times that are drawn here are t = 0, ¢t = 200A¢t
and ¢t = 5900At¢ (on the second line), with At = 0.0017. This non-linear oscillator
is initially at rest. Then rapidly, it moves and forms the non-normal mode.

rection. In these calculations which work on matrices belonging to R?, it is
possible to decrease the step in space until having 104 nodes of the mesh per
direction. But the time of calculation incresases then exponentially.
Moreover, the domain of study chosen here is L; = Ly = L3 = Ly = 6. In-
deed, it seems sufficiently large to take into account of all the dynamics of the
system. It could be determined by a deterministic study.

4 Conclusion

In this article, after having written the Fokker-Planck equation in the general
case, we proposed a way to resolve it by means of the finite difference method
. Then we proved this calculation to be correct and accurate for one DOF
systems by comparing it with the analytical solution of a specific case. Finally
we studied the motion of some systems : a Duffing-like oscillator whose equi-
librium points and strange attractors have so been revealed, a system with
Coulomb friction and a two-degree-of-freedom system taking place to energy
pumping.

Thus we claim that this method is acceptable for investigating non-linear dy-
namics of one DOF systems in real noisy environment. For two DOF, it can

16



Figure 14. Fokker-Planck probability density function of the positions x and ¥y of
the system of equation (9) with parameters of equation (14). The times that are
pictured are t = 0 t = 200A¢, t = 500At and ¢t = 5900A¢, with At = 0.0017.

3.0r

1.5-

Y3

o s o ‘ 15 ‘ 30

Y1
Figure 15. Maximum in z(= y;) and y(= y3) of the Fokker-Planck probability density
function along time. This probabilistic result is quite the same as the deterministic
one (figure 10). The only difference is that in this case, the phenomenon of energy
pumping is not finished. This is probably due to the white noise which is always
present.
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be used in order to obtain qualitative information. Indeed, the exact error
cannot be calculated and the simulation is time-consuming and limited (for
an ordinary computer). But it may be quite efficient way to test robustness
of the energy pumping phenomenon under white noise that may stand for a
random forcing (e.g. earthquake) or the intrinsic parameters of the systems
that may not be known precisely (e.g. for a building).
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