A POSTERIORI ERROR ANALYSIS OF THE TIME DEPENDENT
NAVIER-STOKES EQUATIONS WITH MIXED BOUNDARY CONDITIONS

CHRISTINE BERNARDIT AND TONI SAYAH?

ABSTRACT. In this paper we study the time dependent Navier-Stokes problem with mixed boundary
conditions. The problem is discretized by the backward Euler’s scheme in time and finite elements in
space. We establish optimal a posteriori error estimates with two types of computable error indicators,
the first one being linked to the time discretization and the second one to the space discretization. We
finish with numerical validation experiments.
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1. INTRODUCTION.

This work starts from the observation that a huge amount of research work has been performed on
the numericaal analysis of the Navier-Stokes equations when provided with no-slip boundary conditions,
i.e., Dirichlet boundary conditions on the velocity. But much less papers deal with mixed boundary
conditions, which are may be more realistic in practical situations: For instance, in the general case, all
the faces of a tank are not identical and, when one face of the tank is a membrane, mixed boundary
conditions of the type considered in this paper are introduced. For these reasons, we intend to work with
the time-dependent Navier—Stokes equations where a condition on the normal component of the velocity
and the vorticity is enforced on part of the boundary.

Let 2 be a bounded simply-connected open domain in R?, d=2,3, with a Lipschitz-continuous connected
boundary 02, and let [0, 7] denote an interval in IR where T is a positive constant. We consider a partition
without overlap of 9 into two connected parts I',,, and I', where the index “m” means membrane. Let
also n be the unit outward normal vector to €2 on its boundary 0€2. We intend to work with the following
time-dependent Navier—Stokes system:

g—?(t,x) —vAu(t,x) + (u(t,z) - V)u(t,x) + VP(t,x) =f(t,x) in )0, T[x9,

div u(t,x) =0 in [0,T] x Q,

u(t,x) =up on [0,T] x T, (1.1)
u(t,x).n(x) = up on [0,T] x T,
curlu(t,x) xn(x) =0 on [0,T] x Ty,

u(0,x) =ug in Q,

where f represents a density of body forces and the viscosity v is a positive constant. The unknowns are
the velocity u and the pressure P of the fluid.

The nonlinear system of partial differential equations in (1.1) is provided with mixed boundary conditions
which are standard Dirichlet conditions on the velocity on I' and conditions on the normal component of
the velocity and the tangential components of the vorticity curlu on I';, (note that, in dimension d = 2,
the vorticity is a scalar function which is zero on I';,). This kind of mixed boundary conditions are also
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considered in [1] and [11] for the studies of the a posteriori errors for the Stokes problem, and also in [4]
for the stationary case.

The aim of this work is to extend the a posteriori estimates to the more realistic case of mixed boundary
conditions and to show numerical experiments. We propose a very standard low cost discretization
relying on the Euler’s implicit scheme in time combined with finite elements in space, and prove optimal
a posteriori error estimates for the discrete problem. To do this, we follow the approach of [8] and [6]
introduced in [3] which consists in uncoupling as much as possible the time and space errors in view of a
simple adaptivity strategy.

The outline of the paper is as follows:

e Section 2 is devoted to the study of the continuous problem.

e In section 3, we introduce the discrete problem and we recall its main properties.
e In section 4, we study the a posteriori errors and derive quasi-optimal estimates.
e In section 5, numerical tests of validation are presented.

To simplify the notation, we present all the analysis in Sections 2, 3 and 4 in dimension d = 3 (indeed,
it is simpler in dimension d = 2). In contrast, the numerical experiments in Section 5 are performed in
dimension d = 2.

2. ANALYSIS OF THE MODEL

We suppose that oT'y,, = 0T is a Lipschitz-continuous submanifold of 9. For simplicity, we work with
zero boundary conditions up = 0, u,, = 0, in order to avoid the too technical proofs linked to the Hopf
lemma, see [13, chap. IV, Theorem 2.3] and also zero initial conditions ug = 0, since the extension to
the general case is rather obvious. In view of the variational formulation of Problem (1.1), we recall the
formulas

—Au = curl(curlu) — V(divu)
and

(u-V)u= (curlu) x u+ %grad|u\2.

Then Problem (1.1) can equivalently be written as (we suppress the variables x and ¢ for brevity)

du + veurl(curlu) 4 (curlu) x u+ Vp =1 in 10, T[x 42,

ot
divu=0 in [0,7] x Q,
uxn=20 on [0, 7] x T, (2.1)
u.n=0 on [0,7T] x 99,
curluxn=0 on [0,7] x Ty,
u=0 in {0} x €,
where the new unknown )
p=P+ §\u|2

represents the dynamic pressure. The reason for choosing this modified form is that the last boundary
condition, namely curlu x n = 0 on I',,,, can now be treated as a natural boundary condition.

In order to write the variational formulation of the previous problem, we introduce the Sobolev spaces:
WmP(Q) ={v e LP(Q), 0% € LP(), V]|a|<m}, H™(Q) = W™2(Q),
equipped with the following semi-norm and norm :

1/p 1/p

0 lmp={ 3 /Q | 0%0(x) [P dx and 0 =4 S 0o

lal=m k<m
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As usual, we shall omit p when p = 2 and denote by (-,-) the scalar product of L?(£2). We also consider
the spaces
H(div, Q) = {v € L2(Q)°,div v € L3(Q)}

and

H(curl, Q) = {v € L2(Q)’, curlv € L2(Q)"}.

We recall [13, Chap. I, Section 2] that the normal trace operator v — v .n is defined from H (div, ) onto
H~'/2(0Q) and the tangential trace operator v — v x n is defined from H(curl, Q) into H~'/2(9Q)3. In
view of the boundary conditions in system (2.1), we thus consider the spaces

Hy(div, Q) = {v € H(div,Q),v.n=0 on 90}
and
H.(curl,Q) ={v € H(curl,Q),vxn=0 on I'}.
We set
X (92) = Hy(div, Q) N H.(curl, Q)
equipped with the semi-norm

. 1/2
IVIlx(@) = (I[divv|[72(q) + || curl v][F2q)p) "

Since {2 is simply-connected, we recall from [2, Cor. 3.16] that this quantity is a norm, which is equivalent
to the graph norm of H(div,Q) N H(curl, Q), i.e., that there exists a constant ¢ only depending on 2
such that

we X, [Vllzap < diviix- (2.2)

We denote by L2(f2) the space of functions in L?(Q) with a zero mean-value on ), and we introduce the
kernel

V ={veX(Q);vqge L), /Qq(x) divv(x)dx =0},

which is a closed subspace of X (€2) and coincides with
V ={veX(Q);divv=0in Q}.

As usual, for handling time-dependent problems, it is convenient to consider functions defined on a time
interval ]a,b[ with values in a separable functional space, say Y. More precisely, let || - ||y denote the
norm of Y; then for any 7, 1 < r < oo, we define

b
L (a,b;Y) = {f measurable in ]a,b[;/ IIf(®)|ydt < oo}7

equipped with the norm

I lrtam= ([ Ir@lsa)”

with the usual modifications if r = oco. It is a Banach space if Y is a Banach space.

We now assume that the data f belongs to L2(0,7T; X (Q)’) where X () is the dual space of X (), set
u(t) = u(t,.) and consider the following variational formulation in ]0,7[: Find u(¢) in X (2) and p(¢) in
L2(Q) such that,

Vv e X(Q), (%u(t%v) + v(curlu(t),curlv) + (curlu(t) x u(t),v) — (divv, p(t)) = (£(¢), v),

Vg e L), (divu(t),q) =0,

u(0) = 0.
(2.3)



4 C. BERNARDI AND T. SAYAH

Proposition 2.1. Any solution of Problem (2.3) is a solution of Problem (2.1) where the first two
equations are satisfied in the sense of distributions. Furthermore, every solution of (2.3) verifies the
bound

v 1
[Z o (0, 7522(0)8) + §||u||2L2(o,T;X(Q)) < ngH%?(o,T;X'(Q)) (2.4)

Proof. Let (u,p) be the solution of (2.3). Denoting by D() the space of infinitely differentiable functions
with a compact support in 2, we first take v in D(Q)3 in the first line of problem (2.3). This gives the
first equation in problem (2.1). Next, it is readily checked from the Stokes formula that the second line
of problem (2.3) is also satisfied when ¢ is a constant, hence for all ¢ in L?(Q2). Thus, we take ¢ in
D(2), which yields the second equation in problem (2.1). It also follows from the definition of X () that
the first two boundary conditions in problem (2.1) hold. Finally, introducing an infinitely differentiable
function ¢ with a compact support in I',, and choosing v as a lifting in X () N H ()3 of the extension
of ¢ x n by zero to 9 gives the last boundary condition of problem (2.1).

To prove the bound (2.4), it suffices to take v = u in (2.3), note that (curlu x u,u) = 0 and integrate
between 0 and T

The spaces L2(Q) and X () verify a uniform inf-sup condition (see for instance [4] or [13, chap. I, Cor.
2.4]): There exists a constant 3, > 0 such that

/ q(x) div v(x) dx
Vg € L2(Q), sup 2L
vex(Q) HVHX(Q)

> Bullallzz()-

Remark 2.2. In the case when 2 has a CY1 boundary or is convez, it is proved in [2, Thm 2.17] that the
space Hy(div,Q) N H(curl, Q) is contained in H'(Q)3. We recall also that when ) is a polyhedron, the
space of restrictions of functions of X(Q) to Q\ ©, where © is a neighbourhood of the re-entrant corners
of Q inside T,,, is embedded in H*(Q2\ ©)2 (see the proof of [4, Lemma 2.5] for more details). In any
case, we are led to make the following assumption to give a sense to the nonlinear term in Problem (2.3).

Assumption 2.3. The domain © has a CY! boundary or is a polyhedron with no re-entrant corners
inside T, .

When this assumption is satisfied, the arguments for the proof of the existence of a solution to Problem
(2.3) are exactly the same as [16, chap. III, Theorem 1.1], see also [12, chap. V]. We prefer to omit this
proof since it is beyong the aim of this paper.

Proposition 2.4. If Assumption 2.3 holds, for any data £ in L?(0,T;X(Q2)"), Problem (2.3) has a
solution (u,p).

3. THE DISCRETE PROBLEM

From now on, we assume that € is a polyhedron and that f belongs to C°(0,7; X (2)'). In order to
describe the time discretization with an adaptive choice of local time steps, we introduce a partition
of the interval [0,T] into subintervals [t,_1,t,], 1 < n < N, such that 0 = t) < t; < -+ <ty = T.
We denote by 7, the length of [t,—1,t,], by 7 the N-tuple (71,...,7n), by |7| the maximum of the 7,
1 <n < N, and finally by o, the regularity parameter

Tn

0 = max .
2<n<N Tp_1

In what follows, we work with a regular family of partitions, i.e. we assume that o, is bounded indepen-
dently of 7.

We introduce the operator 7 (resp. 7 ;): For any Banach space X and any function g continuous from
10,T) (resp. [0,T]) into X, m,g (resp. m,,g) denotes the step function which is constant and equal to
g(tn) (resp. g(tn—1)) on each interval |¢,_1,t,], 1 < n < N. Similarly, with any sequence (¢, )o<n<n In
X, we associate the step function m.¢, (resp. m ¢, ) which is constant and equal to ¢,, (resp. ¢n_1)
on each interval Jt,—1,t,], 1 <n < N.

Furthermore, for any Banach space X, with each family (v,)o<n<n in XVT! we agree to associate
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the function v, on [0,7T] which is affine on each interval [t,_1,t,], 1 < n < N, and equal to v,, at t,,
0 <n < N. More precisely, this function is equal on the interval [t,_1,t,] to

_ t—tn—1

v, (t) p

(Vn - anl) + Vp—1.
We now describe the space discretization. For each n, 0 < n < N, let (T,n)n be a regular family of
triangulations of Q by tetrahedra, in the usual sense that:

e for each h, Q is the union of all elements of T;

e the intersection of two different elements of 7T,;, if not empty, is a vertex or a whole edge or a
whole face of both of them;

e the ratio of the diameter of an element K in 7,; to the diameter of its inscribed sphere is bounded
by a constant independent of n and h.

As usual, h denotes the maximal diameter of the elements of all T, 0 < n < N, while for each n, h,
denotes the maximal diameter of the elements of 7T,,. For each k in T, and each nonnegative integer
k, we denote by Py (k) the space of restrictions to x of polynomials with 3 variables and total degree at
most k.

In what follows, ¢,c¢’,C,C’,c1,... stand for generic constants which may vary from line to line but are
always independent of A and n. From now on, we call finite element space associated with T, a space
of functions such that their restrictions to any element x of 7, belong to a space of polynomials of fixed
degree.

For each n and h, we associate with T, two finite element spaces X, and M, which are contained in
X () and LZ(Q), respectively, and such that the following inf-sup condition holds for a constant 3 > 0,
which is usually independent of n and h,

/ qn(x) div vy (x) dx
VQh € My, sup 2

VhEX [vallx @)

> Bllanllz2 (o) (3.1)

Indeed, there exist many examples of finite element spaces satisfying these conditions (the inf-sup condi-
tion being usually proved with X, replaced by X, N HE(Q)9), see [13, chap. II]. We give one example
of them dealing with continuous discrete pressures which is presented in [13, chap. II, section 4.1] for
instance. The velocity is discretized with the “Mini-Element”

X = {vi € X(Q); V& € Ton, vals € Po(5)*},

where the space P,(x) is spanned by functions in Pj(k) and the bubble function on & (for each element
%, the bubble function is equal to the product of the barycentric coordinates associated with the vertices
of k). The pressure is discretized with classical continuous finite elements of order one

M,y = {qh c L2(Q)NHYQ); V& € Ton, anls € Pl(;‘{)}.
As usual, we denote by V,,;, the kernel

Von = {vn € Xun; Yan € My, / an(x) div vj,(x) dx = 0}.
Q

The discrete problem associated with Problem (2.3) is: Knowing u} ™! € X,,_13, find (u}}, p}) with values
in X,, X M, solution of

1
Wi € Xppn, — (! —ul "t vy) + vicurlu}, curlvy) + v(divuy,divvy)
Tn o . . . (3.2)
+(curlu; ™" xuy,vy) — (py,divvy) = ", vs),
th € My, (le uZ,qh) =0, (33)
by assuming that ug = 0 and taking
f*(x) = f(x,t,), fora.e. xin Q. (3.4)

We begin by showing a bound for the solution uj of Problem (3.2) — (3.3).
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Theorem 3.1. At each time step, knowing u} ' € X,,_15, Problem (3.2)—(3.3) admits a unique solution

(u}, p}) with values in Xpp X Myn. This solution satisfies, form =1,...,N,
1, m V n ? '
§|\uh 72y + 5 ZTnHuh|\§((9) < ;||7Trf||%2(o,T;x(sz)f) < 7Hf||%°°(0,T;X(Q)’)' (3.5)
n=1

Proof. For u}™' € X,,_1p, it is clear that Problem (3.2) — (3.3) has a unique solution (u},p}) as a
consequence of the coerciveness of the corresponding bilinear form on X, X X,,5, and the inf-sup condition
(3.1). Therefore, we take v;, = u}} in (3.2) and we use the relation
1 1 1
—b)=-a’>+ ~(a—b)* - Zp? .
ala =) = 5o+ 5(a— 0 - 7, (36)

and inequality (2.2) to obtain :

Lo np2 Loon12 n2 Tn€ |1en| 2 TnC e
§||uh”L2(Q)d - §||uh ||L2(Q)d +V7n||uh||x(sz) < 2 If ||X(Q)’ + % ||uhHX(Q)'
2
We choose ¢ = — and sum over n = 1,...m. We obtain :
v

m

1, v " 2 T2 n
§Huh 1720y + 5 ZTn|\uh||§<(Q) < Z 2 £ % -
n=1

n=1

This implies the estimates.

4. A POSTERIORI ERROR ANALYSIS

We now intend to prove a posteriori error estimates between the exact solution (u,p) of Problem (2.3)
and the numerical solution of Problem (3.2) — (3.3). Several steps are needed for that.

4.1. Construction of the error indicators. We first introduce the space
Zon = {gn € L2 ()% Y& € Ton, gale € Pu(k)?},

where /¢ is usually lower than the maximal degree of polynomials in X, and, for 1 < n < N, we fix an
approximation f;' of the data £ in Z,.

Next, for every element k in 7,5, we denote by

€ the set of faces of k that are not contained in 012,

€™ the set of faces of k which are contained in T,,,

A, the union of elements of 7,, that intersect x,

A, the union of elements of 7,;, that intersect the face e,

h, the diameter of k and h. the diameter of the face e,

and [-]. the jump through e for each face e in an ¢, (making its sign precise is not necessary).
Also, n,, stands for the unit outward normal vector to k on Ok.

For the demonstration of the next theorems, we introduce for an element s of 7,5, the bubble function
¥y (resp. 1, for the face e) which is equal to the product of the 4 barycentric coordinates associated
with the vertices of k (resp. of the 3 barycentric coordinates associated with the vertices of €). We also
consider a lifting operator L. defined on polynomials on e vanishing on de into polynomials on the at
most two elements k containing e and vanishing on 9k \ e, which is constructed by affine transformation
from a fixed operator on the reference element. We recall the next results from [17, Lemma 3.3].

Property 4.1. Denoting by P,(k) the space of polynomials of degree smaller than v on k, we have

< [Joyon’? o < ¢'[[0]]
Vo e P CH”U”(),H < K 0,k > 0,k 4.1
v r(ff)ﬂ { |'U|1,n < Ch;1||’U| 0.5+ ( )
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Property 4.2. Denoting by P,(e) the space of polynomials of degree smaller than r on e, we have

VoePe),  dlloe < l[vgeloe < Nolloe,

and, for all polynomials v in P.(e) vanishing on de, if k is an element which contains e,
[Levlo,s + he | Lev |1,6< ChémHU”O’e'

We also introduce a Clément type regularization operator C,; [9] which has the following properties,
see [5, section IX.3]: For any function w in H(Q2)¢, C,,,w belongs to the continuous affine finite element
space and satisfies for any x in 7,5, and e in &,

W = Canwllo < chillwlla,  and  [|w = ConWlloe < che/?[[Wl|1a, - (4.2)

For the a posteriori error studies, in order to uncouple the time and space errors, we introduce the
following time semi-discrete problem: Knowing u”~! in X (), find (u”,p") with values in X () x L2(Q)
solution of

1
Y e X(Q), —(u"—-u""tv) + vicurlu”, curlv) + v(divu”,divv)

T7l
Hewrlu"! x u,v) — (divy, p") = (E(tn), V), (4.3)

Vg € LE(Q)a (le un7Q) =0, (44)
by assuming that u’ = 0. It is clear that Problem (4.3) — (4.4) has a unique solution owing to the

ellipticity of the bilinear form and the inf-sup condition on the form for the divergence. We recall the
definition of the piecewise affine function u, which take in the interval [t,_1, t,] the values

_ t—tn1 (un 711”71) +un71 _ 7tn —t

n n—1 n
u —u +u’, 4.5
Tn Tn ( ) ( )

u,(t)

and we define p, as the piecewise constant function equal to p™ on the interval |t,—1,,].

All this leads to the first residual equation: Since the solution of problem (2.3) is divergence-free, the
solutions of Problems (2.3) and (4.3) — (4.4) verify for ¢ in |t,,—1, ] and for all v(¢) in X (),

(%(u —u.)(t),v(t)) + v(curl (u(t) — u,(t)),curlv(t)) + v(div (u(t) — u,(t)),div v(t))
+(curlu(t) x u(t) — curlu,(t) x u,(¢),v(t)) — (divv(t),p(t) — p-(¢)) (46)

= (f(t),v(t)) — %(u" —u"" ! v(t)) — v(curlu,(t), curl v(t)) — v(div u,(t),div v(t))

—(curlu,(t) x u,(t),v(t)) + (divv(t), p,(t)),
and for all ¢(t) in L2(Q),

/ q(t,x) div(u(t,x) —u,(t,x))dx = 7/ q(t,x) divu,(t,x)dx = 0. (4.7)
Q Q

The right-hand side of equation (4.6) can still be written (f — f* + R™(u;),v(¢)), where the residual
R (u,) is given by
(R™(u,)(t),v(t)) = v(curl (u" — u,(t)),curl v(t)) + v(div(u"™ — u,(t)),divv(t))
+ (curlu™™! x u” — curlu,(t) x u,(t),v(t)).

By using (4.5), this yields

(R™ () (£), v(£)) = t"T_t 3 {y/curl (" —u" ) (x) - curl v(t,x) dx
" kE€Tnn ~
+1// div(u™ —u" 1) (x) - div v(t,x)dx + /(curl u" ! x (U — u"hv(t, x) dx}

t—1tp—
-l Z curl(u” —u" 1) x u, (¢, x)v(t,x) dx.
Tn KE€Tnn *

(4.8)
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On the other hand, we again consider the piecewise affine function u;, which takes in the interval [t,,_1, t,]
the values
t=ln-1, 5 n—1
uy(t) = Ti(uh —u ) +upt (4.9)
and the piecewise constant function p; equal to p}! on the interval |¢,_1,t,]. We now write the second
residual equation: The solutions of Problems (4.3) — (4.4) and (3.2) — (3.3) verify for ¢ in |¢,—1,1,] and
for all v(t) in X (),

0

(a(uT —uy)(t),v(t)) + v(curl (mru,(t) — mrup(t)), curl vi(t)) + v(div (mru, (8) — mrup(t)), divv(t))

+(curlm u-(t) X mrur(t) — curlm up(t) X mrup(t), v(t)) — (divv(t), p-(t) — pr(t))
— (" v(0) - -
—(curlm ;uy(t) X mrup(t), v(t)) + (div v(t), pu(t)),

n—1

(uj, —up, ", v(t)) — v(curlmruy(t), curl v(t)) — v(div mruy(t),div v(t))

(4.10)
and for all ¢(t) in L2(Q),

/ q(t,x) div(u(t,x) — m,up(t,x)) dx = f/ q(t,x) div m-up(t,x) dx (4.11)
Q Q

Thus, the right-hand side of equation (4.10) can be written (f" — 7 + R"(uy,), v — vn), where the residual
RM(uy,) is given in L%(0,T; X(2)) by, for ¢ in |t,_1,t,] and for all v(t) in X () and any approximation
vi(t) of v(t) in Xp,

(R (up)(1), v(t) = va(t)) = (£} — %(uh wy ™), v(t) = va(t) + (div(v(t) — va(t)), ph)

n

— (curlu}™' x up,v(t) — vi(t)) — v(curl uy, curl (v(t) — v; (1)) — v(divu}, div (v() — vi(1))).
By integration by parts on each x in T, it can equivalently be written

(RM(up)(t), v(t) — va(t))

1
= Z {/(f{jf—(uzfuz ") —veurleurlu} + vV divu} — curlu} ™! x uj!

T
KETnh e "

—Vpp)(x) - (v(t,%) = va(t, x)) dx

(4.12)

_ Z / (veurl uy, x n+ v(divup)n —ppn)(o) - (v(t,o) — vi(t,0)) do

eCey
—v Z / (curlup x n)(o) - (v(t, o) fvh(t,a))do'}
ecel
(where o stands for the tangential coordinates on e).

All this leads to the following definition of the error indicators: For each k in Ty,

(M)? = Tllugy — w5 (4.13)

1
(TIZ,,@)Z = K2 — p —(u, —up,~ Y —veurlcurlu} + vV divu} — curluﬁ_1 X up — VPZH(Z),H
+[ divup||3 . + Z he|| [veurluy, x n+ v(divup)n — ppnl[[§, + Y hellveurluy x n[3 .,
ecex ece”
(4.14)
Even if these indicators are a little complex, each term in them is easy to compute since it only depends

on the discrete solution and involves (usually low degree) polynomials. The following lemma justifies our
choice of error indicators.

Lemma 4.3. When Q) has no re-entrant corner inside I',,, the following estimates hold for 1 <n < N,
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(1) For allv in X(R) and t in |t,—1,tn],

- max{t —t,_1,t, —t - ' 1/2
(R (up)(0).v) < 2t 20 (5 (2 S e — ) IVl (4.15)
Tn

KETnh k=n—1

(2) For allv in X(Q) and v, = Cppv:

Ry —viy <0 Y 00?) vl (116)

KETnh

Proof. We proceed in two steps, one for each estimate.
1) From equation (4.8), by using a Cauchy—Schwarz inequality and noting that both curlu™~! and u,
are bounded in appropriate norms (see the proof of Theorem 3.1), we derive

; max{t — t,_1,t, — t} nome 1/2
(R (u,)(0),v) < C e (X ml =u M) IVl
Tn KETnn

Next, we use the triangle inequality

1 1 1 1
2 (0" —u" Y| x) < 7 uf = up x) + 7 ([t = uix) + 7 [t = o),

and we conclude by using the regularity of the family of partitions.
2) We derive the result from formula (4.12) with v, = C,,v, by using the Cauchy—Schwarz inequality,
the proprties of C,p, and the continuity of the imbedding of X (2) in H(().

4.2. Upper bounds of the error. To prove the upper bound, we follow the idea used by C. Bernardi
and R. Verfiirth in [8] (or C. Bernardi and T. Sayah in [6]) in order to uncouple time and space errors. We
calculate upper bounds for the errors between the solution of problem (4.3) — (4.4) and the exact solution
firstly and the discrete solution secondly, by using the theory of Pousin and Rappaz [15] to handle the
nonlinear term.

We denote by S the operator which associates with any data f in L2(0,7; X(2)') the part u in the
space L>(0,T; L?(Q2)4) N L2(0,T; X (22)) of the solution of Problem (2.3) in the linear case, i.e. when
suppressing the term (curlu(t) x u(t),v). We refer to [6, Proposition 2.2] for the main properties of the
operator S. We also set: f*(u) = f — curlu x u and denote by D the differential operator with respect
to u.

Theorem 4.4. Let u be a solution of Problem (2.3) such that Id — SDf*(u) is an isomorphism of
L2(0,T; X(Q2)). When Q has no re-entrant corner inside T, there ezists a neighbourhood of u in
L2(0,T; X(Q)) such that the following bound holds for any wvelocity u, associated with the solutions
(U™)o<n<n of Problem (4.3) — (4.4) which belongs to this neighbourhood: For 1 <m < N,

tm
[0 = el [foe 0,6,0:22(00%) + /O lu(s) = ur ()3 (o)ds
m m (4.17)
<O(X X 0+ IE = ot i) + D 7o 0" — i)

n=1KkETnn n=1

Proof. Problem (2.3) can equivalently be written u — Sf*(u) = 0. Since the nonlinearity in (2.3) is qua-
dratic, the mapping Df* is obvuously Lipschitz-continuous with values in L?(0,7T; X (€)’) (this requires
the assumption that I',,, does not contain any re-entrant corner). Thus applying [15, Theorem 1] (see
also [17, Proposition 2.1]) yields

0 = a7 0,t,0522()9)NL2(0,tmix (@) < (W) [[0r = SF7(r) || Lo (0,8, L2(2)2)NL2 (0,5 (2)

=c(u)[[u—u, - S(f*(u) - f*(ur)) ”L°°(O,T;L2(9)3)0L2(0,T;X(Q))~
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It follows from the properties of the operator S and the definition of u, that this equation can equivalently
be written

tm
[[u = || Z or,22(2)2) +/O [la(s) = ur(s)[[5 () ds

<e /0 (IR @) () ey + I = 7eE)(5) ) s

Thus using the first estimate in Lemma 4.3 and integrating with respect to time yields the desired
estimate.

To derive an a posteriori estimate between the solution u of Problem (2.3) and the solution uy corre-
sponding to the solutions u} of (3.2)—(3.3), it suffices to obtain an a posteriori estimate between the
solution u, of Problem (4.3) — (4.4) and the solution uy, and to apply the triangle inequality using the
previous theorem.

So, we now introduce the operator S, which associates with any data f in L?(0, T; X (©2)’) the solution u,
in L>°(0,T; L?(Q2)4) N L2(0, T; X (2)) associated with the solution of Problem (4.3) — (4.4) in the linear
case, i.e. when suppressing the term (curlu™! x u™,v). We also set: f"(u) = 7.f — curlm ,u x 7,u
and observe that problem (4.3) — (4.4) can equivalently be written u, — S-f7(u,) = 0.

The proof of the next theorem is very similar to that of Theorem 4.4.

Theorem 4.5. Assume that the function u, associated with the solution of Problem (4.3) — (4.4) is such
that Id — S, Df7 (u,) is an isomorphism of L*(0,T; X (Q2)). When Q has no re-entrant corner inside T,
there exists a neighbourhood of u, in L?(0,T; X(2)) such that the following bound holds for any velocity

uy, associated with the solutions (U} )o<n<n of Problem (3.2) — (3.3) which belongs to this neighbourhood:
For1<m<N,

e = nl[Zoe 0,0 iz2()) + D Tall0" = Wil ey e Y Y BE" = 7115+ (1)7). (4.18)
n=1

n=1 KETnn

Proof. We proceed in several steps.
1) For the same reasons as previously, the mapping D f7 is obviously Lipschitz-continuous with values in
L?(0,T; X(22)"). Thus applying one more [15, Theorem 1] or [17, Proposition 2.1]) leads to

tm
||ur—uh|\ZLm(o,tm;L2(Q)3)+/o ||ur(8)—uh(8)||§c(n)d5 < c(u) [lup =8 f7(n)| o0 (0,4, L2 (2)) N L2 (0,5 X ()

=c(u)[[u; —uy - S (fT(UT) - fT(uh)) ||Loo(o,T;L2(9)3)nL2(o,T;X(Q))-

It follows from the properties of the operator S, and the definition of uy that this equation can equivalently
be written, see equation (4.10),
tm,
2 2
(a7 = unllzoe 0,6,0i22 (%) +/o Ilur(5) = un(s) o)

tm fr _ fn h _
<ec / sup  inf { i+ R (W), v — Vi) ds.
0 vex(Q)Vvr€Xn vl x )

2) The fact that u, — uy, is piecewise affine, equal to u™ — uj’ at t,, gives, by using Simpson formula,

tn .
/t [lur(s) = un(s)| % o)ds = g(llur(tn) — iy (tn)| X 0) + 10 (tn-1) = wn(tn-)[x 0

+(curl(u; (tn—1) — up(tn-1)), curl(u,(t,) — up(tn)))
(v (W (fy—1) — wp (tn1)), div(u, (t,) — uh(tn)))>
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1 1 1
and the inequalites ab > fiaz —b%and ab < 5(12 + §b2 yield the equivalence property

tTI,
Tn
7 () = wn ()l o) S/ [[ur(s) = un(s)[% (o) ds

tn—

Tn
< 5 (Il (tn) = wn(ta)ll o) + e (tn-1) = wn(tn)llx(0))-

By using the relation 7,, < 0,7,_1, the last inequality implies

1 m m tn l+o m
EZTHHUH_UZH.QX(Q) < Z/ [ur(s) —un(s)|[5@yds < 5 =Yl = ul X o)
n=0 n=1"tn-1 n=0
(4.19)
3) The term involving R"(uy,) is evaluated in the second estimate in Lemma 4.3 and a similar argument
leads to estimate the term concerning f* — f}' .

Remark 4.6. When the convergence of S; to S when || tends to zero is established, it is readily checked
that the assumption “Id — SDf*(u) is an isomorphism of L*(0,T; X (Q))” implies its discrete analogue,
namely “1d — S; Df7(u) is an isomorphism of L?(0,T; X (Q))”, at least for |t| small enough

Remark 4.7. When Q has at least a re-entrant corner inside Ty, it is only known [10] that X(Q) is
contained in H%(Q) So the previous estimate has to be replaced by

Ju, — uhHQLoo(o,tm;L?(Q)?) + ZTnHun - U—ZH%{(Q) < CZTH( Z hue|| £ — ff?”g,n +h! (772,&)2)-

n=1 n=1 KETnh

1
Thus a lack of optimality of max hy 2 occurs in the upper bound.
KETnn

Corollary 4.8. If the assumptions of Theorems 4.4 and 4.5 are satisfied, the following a posteriori error
estimate holds between the velocity u solution of Problem (2.3) and the velocity uy, corresponding to the
solutions u} of Problem (3.2) — (3.3)

tm
[0 = WnllZ (0,0,0:22(09) +/0 [Pas) = ()]s

(4.20)

<O 3 (k) + () + Tah2IE" = 8213 ) + 1IE = 7t 20,0, xca)-
n=1KET,n

Proof. The proof is a direct consequence of Theorems 4.4 and 4.5, combined with the triangle inequality

t’Vl
[lu = nllZ 01,2207 + /0 [lu(s) = wn($) |5 o) ds < 200 = urllzo.r,22002)

. (4.21)

tn
2 / () — 1, (5) 85 + 2010 — a2 0 sy + 2 / 11, (5) — wn(5) % oy

and the equivalence property (4.19).

0
Next, we bound the function &(u —up) + (curlu x u — curlm ;up X 7 up) + V(p — ).

Theorem 4.9. If the domain 0 has no re-entrant corner inside I',,, the following a posteriori error
estimate holds between the solution (u,p) of problem (2.3) and the pair (up,pp) associated with the
solutions of Problem (3.2) — (3.3): For 1 <m < N,

= (u—up) + (curlu x u — curlm ;up, X 7 -un) + V(p — pr)l| 220,40 x(Q))

0
5 + W
< C( SO (m@l )P+ ) Y T Y B = £IG . +IIf - 7TTf||2L?(O,tm;X(Q)’)>'

n=1kETn n=0  KE€Tnn
(4.22)
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Proof. By subtracting (3.2) — (3.3) from (2.3), we derive

II%(u —up)(t) + (curlu(t) x u(t) — curlm ;uy(t) X wrup(t) + V(p(t) — pr(t))||x @)
— e —v(curl (u(t) — uy(t)), curl v) — v(div (u(t) — up(t)),divv) + (R(up)(t),v)  (4:23)
vex(Q) vl x@) ’

where the residual R(uy)(t) is given by, for ¢ in Jt,—1,t5];

R(up) = (f — ") + (f" — £7) + R"(up,) + R (up), (4.24)
For the first term in the right-hand side, we have
v(curl (u(t) — up(t)), curl v) + v(div (u(t) — ux(t)),divv) < vl|fu(t) — un(t)|[x @) V]| x@)-

We use Lemma 4.3 to bound the last term in the right-hand side. Finally, by integrating over ¢ from ¢,,_;
to t,, summing over n and using Corollary 4.8, we obtain the result.

m tn
To conclude the upper bound, we estimate the quantity Z/ [lu(t) — ﬂTuh(t)H_QX(Q)dt.
n=1 tn—1

Theorem 4.10. The following a posteriori error estimate holds between the velocity u solution of Problem
(2.3) and the velocity uy, corresponding to the solutions uj of Problem (3.2) — (3.3)

m

> | ) = mn o < ([ Ihats) - (ol s + 3 2 () (129

n=1kETnn

Proof. We consider the velocity u solution of Problem (2.3) and the velocity uy corresponding to the
solutions u} of Problem (3.2) — (3.3). We have for ¢ in |¢,,_1,t,]:

n 2

lu@t) = mrun ()3 < ([ut) —w®)llx@) + l[unt) — uillx@)

t, —1t
T

_ 2
lup —up Y lx ()

) — Y% ).

When integrating between ¢,,_; and ¢,, and summing over n, the estimate follows from the definition of
the n7 ..

< (Jlu@®) —un@®)|lx@) +

2(|ut) — un(6)| %y + (2t

IN

The bounds (4.20), (4.22) and (4.25) constitute our upper bounds.

4.3. Upper bounds of the indicators. We now prove upper bounds of the indicators (or equivalently
lower bounds of the error) and we begin with the term nﬁ,ﬁ.
Theorem 4.11. Fach indicator nﬁvm K € Tan, defined in (4.14) satisfy the following upper bound
To (1) <
(12 — w) (1) + (emrl u(e) x w(t) — curlmy s (1) % 7w (6) + V(E) = 2O a(e, 0 x o)
Folln = B, oo +IE = E 1yt (o + T BEIE = B, ),

(4.26)
where w,, denotes the union of the elements of Tpy that share at least a face with k.
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Proof. We denote by L(W) the right-hand side of (4.26) for the domain wy, replaced by a domain W. The
solution u of Problem (2.3) and the velocity uy, associated with the solution u} of Problems (3.2) — (3.3)
verify : For all v in X(2), v, in X,,;, and ¢ in Jt,—1,%,] (1 <n < N),

(%(u —up)(t),v(t)) + v(curl (u(t) — up),curlv(t)) + v(div (u(t) — uy),divv(t))
+(curlu(t) x u(t) — curlm ;up(t) x T up(t)) — (divv(t), (pt) — pr(t))) (4.27)

= (£(t) — £, v()) + (" — £ + R"(un), v(t) — va(1).

Next, we estimate successively every term of nﬁyﬁ.
1) First of all, we take v, = 0 and

{ (£ — L(up} —up™) —curlu? ! x u} — Vp! —veurlcurlu} +vVdivu})y,  onk
v=v,=

Tn

0 on Q\ K

and we integrate between t,,_1 and t,, to obtain:

|| (£} — %(uﬁ — uZﬁl) —curlu?~! x u! — Vp! — vcurlcurlu} + vV div uZ)d)»lg/zHiz(,{)d

< C(Tyll/m%(u —uy)(t) + (curlu(t) x u(t) — curlm rup(t) X T up(t))
+V(p(t) - pT(t))|‘Lz(t'rl—lytn;X(K)/)|VK/|1)N
APl = w2t o Vil T 2 HE = £ 22y nsx o) Vil x (o)

0,/1) .

By using the inequality ab < 2a? + %bQ for all the terms of the right-hand side, multiplying by h2,
remarking that ||vi||x(x) < ¢[Vk|1,x and thanks to Property 4.2, we obtain

+Tn|‘fn - f,:L||07,§||v,.i|

1
T B2||(F7 — —(uff —u} ") — curlu? ™! x u}! — Vp} — veurlcurlu} + vV div uP )22 < L(k).
Tn ’
(4.28)
2) Second, we take v, = 0 and for any e € £, we denote by &’ the other element containing e. We
introduce the function

(4.29)

R [curluj x n+ v(divu})n — pinl, ifeee,
e curluy x n ifecel,

and we take v = v, = Ee(RZ)ewe) extended by zero to §2. Then, we integrate between t,_1 and ¢, to
obtain:

1/2
Tl RS e 2|y <
1
c(mH(f,? — T—(uﬁ — uzfl) — curlu:i_1 x up — Vpy, — veurlcurluy + vV divuy)||o, cue)|[Vello,xuss
8 n
S o w0

—(curlu(t) x u(t) — curlm; ;up(t) x mrup(t)) — V(p(t) — prT(t))|\Lz(t%htn;x(ﬁu”,)/)|ve\17,ﬁuﬁ,
+rra 2 = i ||z, tnix (row Vel 1rons + T 2IE = £ 200y 05X (0w [ Vel | x (w0

+7l[f" — fiTLLHO,nUK’ ||Ve|‘0,num>«

(4.30)
By using the inequality ab < 2a? + %bQ for all the terms of the right-hand side, multiplying by h.,
remarking that ||v||x(x) < ¢|Vk|1,x, using Property 4.2 and summing over dx, we obtain:

Tn( 3 hellcurlu} x n+ v(divaf)n - pinl3, + > hellcurlu} x n||(2)7e> < L(wy) (4.31)
ecey ecel
3) Finally, we take in equation (4.11)
q(t) = ¢ (t) = divmrup(t)E,,
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where £, denotes the characteristic function of k, and we integrate between ¢,,_1 and t, to obtain
divag L2,y a2y < N divia —wn)l[ze, 02 (0)-

Combining estimates (4.28) and (4.31) with this last inequality leads to desired results.

To finish the lower bound, we have to estimate the term 7y, ...

Theorem 4.12. Each indicator n;, ., k& € Tnn, defined in (4.13) satisfy the following upper bound
(mw)? <
0
C(HE(U —uy)(t) + (curlu(t) x u(t) — curlm uy(t) x mu(t)) + V(p(t) — WTpT(t))|\%z(t”fl’tn;X(,@),)

Hlw—unl[Za,  ixey +1E =12, ix ey + bl €7 = £115  + Tn(nﬁw)Q)'

(4.32)

Proof. We sum up Equations (4.6) and (4.10). Owing to the definition of the operators R" and R”, we

obtain : For all v € X(Q), v, € X, and t €]t,—1,t,] (1 <n < N),

(%(u —uy)(t),v(t)) + v(curl (u(t) — mrup(t)), curl v(t)) + v(div (u(t) — mrup(t)), divv(t))
+(curlu(t) x u(t) — curlm ;up(t) x 7-u(t)) — (divv(t), (p(t) — pr(t))) = ((£(t) — £7),v(t))

H(E" = £7) + RM(un), v(t) — va(t) + (BT (un), v(1)).
(4.33)
By taking

on Q\ k,
and vj, = Cpp Vv, and by integrating between t,,_1 and t,, and by using the Cauchy-Schwarz inequality, we
obtain:

—1
V:VK:{(()U’ZUZ )w’{ on K

V§Tn||(u2 —up Y| X (o)

< C(T}/zH%(u —uy)(t) + (curlu(t) x u(t) — curlm rup(t) x Trup(t))
+V(p(t) - er'r(t))||L2(tn_1,tn;X(K,)’) ‘VI{|1,I<Q

vyl = wnll 2,y enx (o) [Vl

1 21 = £ 220t x (o) Vil (o)

VK|1,I§)'

By using the inequality ab < 2a2+ %bz for all the right hand side and Property 4.2, we obtain the result.

+Tnhl‘i||fn - fi?|‘0,f€|vli|l,lﬂ + TnVn,k

4.4. Conclusions. We have proved that, when the domain Q has no re-entrant corner inside I'y,, the
pressure and the velocity verify the upper bound:
tm tm

[ = e 0,22y + / () — 0 (9) ) + [ Iluts) = mewn ()] ey s
12 (0= wy) (1) + (curlu(t) x u(t) — eurlm w,(t) % mrus (8)) + V(p(t) - pa(O) 0. x (0

<O(X X alh? + 0,02 + 3 30 BRI = 1R+ lE = 1o, oxca) )

n=1KkETn n=1 KETnh

(4.34)
while the lower bounds follow from (4.32) and (4.26).

We observe that estimate (4.34) is optimal: Up to the terms involving the data, the full error is bounded
from above and from below by a constant times the sum of all indicators. Estimates (4.32) and (4.26)
are local in space and local in time. The indicators 7y, , can be interpreted as a measure for the error of
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the time discretization. Correspondingly, they can be used for controlling the step-size in time. On the
other hand, the other indicators 7727,{ can be viewed as a measure for the error of the space discretization
and can be used to adapt the mesh size in space. We refer to [7, Section 6] for the detailed description
of a simple adaptivity strategy relying on similar estimates.

5. NUMERICAL RESULTS

To validate the theoretical results, we perform several numerical simulations using the FreeFem-++ soft-
ware (see [14]). We consider the two-dimensional square Q =|0, 3[x]0, 3[ with T",,, = [0, 3] x{0}U{0} x [0, 3]
and I' = [0, 3] x {3} U {3} x [0,3], and we choose v = 1. The numerical velocity and the pressure are
taken as (u,p) = (curley, p),

U(,y,t) = temoWv0-pD —alea0-5 0%,
and p(z,y,t) = e~ " cos(2/37x) sin(2/37y),

where o = 50, 8 = 1 and (¢, yo) = (1,1). The velocity is a Gaussian which is null for ¢ = 0 and which is
contained in a small ball and moving on the diagonal of 2. The numerical experiments are done between
t = 0 and t = 1.25 to be sure that the ball does not touch the border I'. Our goal is to validate the
a posteriori estimates by mesh adaptation: we show that the corresponding mesh follows the numerical
solution.

We start the numerical test with the initial time step dt = 1/20 and with the following initial mesh
(FIGURE 1). The figures (FIGURE 2,3,4,5) show the comparison between the exact and numerical

FIGURE 1. The initial mesh.

velocities for the times ¢ = 0.3,0.5,0.7,1.24. Furthermore, the figures (FIGURE 6,7) show the evolution
of the corresponding meshes, which brings to light the power of the a posteriori error and corresponding
bounds.

VAV;E«E& :7
S

FI1GURE 2. t=0.3. Left: the numerical solution; right: the theoretical solution.
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FIGURE 4. t=0.7. Left: the numerical solution; right: the theoretical solution.
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FIGURE 5. t=1.24. Left: the numerical solution; right: the theoretical solution.
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