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Abstract. Action recognition in video and still image is one of the most 
challenging research topics in pattern recognition and computer vision. This 
paper proposes a new method for video action classification based on 3D 
Zernike moments. These last ones aim to capturing both structural and temporal 
information of a time varying sequence. The originality of this approach 
consists to represent actions in video sequences by a three-dimension shape 
obtained from different silhouettes in the space-time volume. In fact, the given 
video is segmented in space-time volume. Then, silhouettes are extracted from 
obtained images of the video sequences volumes and 3D Zernike moments are 
computed for video, based on silhouettes volumes. Finally, least square version 
of SVM (LSSVM) classifier with extracted features is used to classify actions 
in videos. To evaluate the proposed approach, it was applied on a benchmark 
human action dataset. The experimentations and evaluations show efficient 
results in terms of action characterizations and classification. Further more, it 
presents several advantages such as simplicity and respect of silhouette 
movement progress in the video guaranteed by 3D Zernike moment. 

Keywords: Actions classification, Zernike moments, LS-SVMs, 3D silhouette 
shape. 

1   Introduction 

Audiovisual contents volumes don’t stop growing. In fact, the problem is how to 
navigate and to look for exactly these contents within large collections. So, video 
indexation and retrieval by automatic content analysis is now one of the major goals 
in information systems. In this context, it is very important to extract automatically 
high-level information which can describe the semantic content of the given video. 
Indeed, many works were interested by the events or actions in video for several 
applications such as: sports analysis, visual surveillance or human computer 
interaction. Action classification consists to classify videos based on action of the 
object detected in a given video. In this paper, we present a new approach of video 
action classification based on 3D Zernike moments. This last ones are computed using 
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silhouettes volumes. The remainder of this paper is organized as follows: the next 
section presents an overview of existing methods of action recognition and 
classification. In the third section, the proposed approach based on 3D Zernike 
moment and Least Square Support Vector Machine is detailed. The experimental 
results and evaluations are shown in section4. Finally, conclusion and perspectives are 
drawn in section5. 

2   Related Works 

The existing approaches in video action recognition can be classified in three main 
categories based on the used classification descriptor. 

2.1   Optical Flow, Gradient or Intensity Based Methods 

There are many existing works in action recognition which are based on global 
features such as optical flow, gradient histogram and intensity. Zelnik-Manor and 
Irani [1] used marginal histograms of spatiotemporal gradients at multiple temporal 
scales to cluster video events. Wu [2] develop an algorithm to automatically extract 
figure-centric stabilized images from the tracking system. They also propose to use 
Decomposed Image Gradients (DIG), which can be computed by decomposing the 
image gradients into four channels, to classify the person’s actions. Efros et al. [3] 
proposed a descriptor based on blurred optical ?ow measurements, and applied it to 
recognize actions on ballet, tennis and football datasets. Dollar et al. [4] proposed to 
characterize behaviors through spatiotemporal feature points, in which a behavior was 
described in terms of the types and locations of feature points present. For this class 
of methods, the recognition results depend greatly on the recording conditions. 

2.2   Feature Tracking Based Methods 

Many activity recognition methods are based on feature tracking in either 2-D or 3-D 
space [5,6]. Rao and Shah [7] proposed an approach based on the trajectory of a 
tracked hand to differentiate between actions. Song et al. [21] used spatial 
arrangements of the tracked points to distinguish between walking and biking.Song 
and al [8] proposed to represent an action by 40 curves derived from the tracking 
results of five body parts using a cardboard people model. 3-D information is also 
used to establish motion descriptors based on positions, angles and velocities of body 
parts [9], [10]. Ali and Aggarwal [10] used the angles of inclination of the torso, the 
lower and upper parts of legs as features to recognize activity. Feature tracking is 
complex due to the large variability in the shape and articulation of the human body. 
In particular, perfect limb tracking is not yet well solved. 

2.3   Silhouette-Based Methods 

Many researches in action classification are now oriented to silhouette-based methods 
[11]-[12]. In fact, human actions can be characterized as motion of a sequence of 
human silhouettes over time. Gorelick et al[13] regard human actions as a three-
dimension shape induced by the silhouettes in the space-time volume and utilizes 
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properties of the solution to the Poisson equation to extract space-time features such 
as local space-time saliency, action dynamics, shape structure and orientation. In [14] 
an action is viewed as a temporal sequence of local shape-deformations of centroid-
centered object silhouettes, i.e., the shape of the centroid-centered object silhouette 
tunnel. Each action is represented by the empirical covariance matrix of a set of 13-
dimensional normalized geometric feature vectors that capture the shape of the 
silhouette tunnel. Kellokumpu et al. [15] proposed a human activity recognition 
method from sequences of postures. A SVM was used for posture classification and 
then the discrete HMMs were used for activity recognition. Sminchisescu et al [16] 
recognized human motions based on discriminative conditional random field (CRF) 
and maximum entropy Markov models (MEMM), using image descriptors combining 
shape context and pairwise edge features extracted on the silhouette. For human 
silhouette extraction from videos, it is easy for current vision techniques, especially in 
the imaging setting with fixed cameras. So, the method that we present here directly 
relies on moving silhouettes. 

3   Proposed Approach 

The main goal of the proposed approach is to detect specific actions in videos. The 
contribution consists to use efficient 3D Zernike moments features to classify actions. 
In our approach, the human action in a video sequences is represented by a space-time 
shape in the space-time volume. These shapes are induced by a concatenation of 2D 
silhouettes in the space-time volume and contain both the spatial information about 
the pose of the human figure at any time as well as the dynamic information. The 
general architecture of the proposed approach is decomposed to several stages. In 
fact, given an input video, it is segmented to obtain images volumes. These last ones 
are used to construct image foreground and to obtain 3D silhouettes. Then, 3D 
Zernike moments are calculated for each obtained silhouette series. Finally, the LS-
SVM classification method is applied to obtain the actions classes found in the input 
video. Figure 1 presents the different steps of the proposed approach. 

 
 

 

Fig. 1. General Architecture of the proposed approach 
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3.1   Segmentation and 3D Silhouettes Extraction 

Given that video contains body separable actions and that the camera is fixed, the 
background can be rebuilt easily. In the proposed work, the median value of all pixels in 
the temporal direction is simply used to obtain the background. The shape of the body is 
computed by subtracting the background from each frame as shown in Figure 2 where 
the first row presents video into space-time volumes, the second row presents a static 
background and the last row explains a silhouette volumes obtained by static 
background subtracting from image. The last row in Figure 2 present volumes of 
extracted silhouettes, this obtained silhouettes are stored at the same resolution as 
original image. 

 

 

Fig. 2. Background subtraction 

3.2   3D Zernike Moments Computing 

The main contribution of the proposed approach is to use 3D Zernike moments also 
known as Zernike velocity moments for video action classification. Indeed, Zernike 
moments are the best among multiple invariant moments in terms of overall 
performance. Zernike moments are a class of orthogonal moments and have been 
considered as effective in terms of image and shape representation. In more, Zernike 
moments are rotation invariant and can be easily constructed to an arbitrary order. 
Although higher order moments carry more fine details of an image, they are also 
more susceptible to noise. Shutter and Nixon in [17] proved that Zernike moments 
perform well when applied to analyzing walk sequences resulting in a good 
recognition rate and a compact description. In the proposed approach, 3D Zernike 
moments are chosen to characterize the actions in video sequences. Therefore, 
Moments are calculated for each silhouettes series and experimented with different 
orders of 3D Zernike moments to determine the optimal order which can resolve the 
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proposed problem. To compute Zernike moments for the obtained silhouette volumes, 
the are two axis. The first one treat time as the zaxis when applied to images into 
three-dimensional XYT (x,y and time) block. However, this method confounds the 
separation of the time and space information, as they are embedded in the data and 
not specific to the descriptor. Time must be treated separately to space because they 
are fundamentally different. For our work, we choose to apply the second axis which 
resolves this problem. In fact, it reformulate the moment descriptor to incorporate 
time, enabling the separation and/or combination of the time and spatial descriptions. 
If Zernike velocity moments describe just spatial information (no motion) of a 
moving rigid shape, then the correlation between images is exploited, and is 
advantageous, refining the description of the rigid shape as the sequence increases in 
length. The final Zernike velocity moments of this sequence can be considered as 
refined (or averaged) Zernike moments of a single image, the descriptions of which 
are orthogonal. In our work, the shape is moving and deforming (non-rigid), such as a 
person walking. Then the spatial correlation between consecutive image descriptions 
is reduced. The Zernike velocity moments are a weighted sum of the Zernike 
moments over multiple consecutive images. The weighting (velocity) is real-valued 
and scalar, and the spatial description of each consecutive image in the sequence are 
orthogonal. The final descriptors of the moving and deforming shape are temporally 
correlated due to the use of the image sequence. The Zernike velocity moments are 
expressed as: 
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They are bounded by x2 + y2   1, while the shape’s structure contributes through 
the orthogonal polynomials: 

 

*)],([),( θrVnmS mn=                                              (2) 
 
where * denotes the complex conjugate. The Zernike polynomials [3] Vmn(x; y), 

expressed in polar coordinates are: 
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where (r; ) are defined over the unit disc and Rmn(r) is the orthogonal radial 
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Figure 3 presents the series of silhouette in the first line and their associate 3D 
Zernike moments in the second line. 
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Fig. 3. Series of silhouette and her associate 3D Zernike moments 

3.3   LS-SVM Classification 

To classify actions in videos, many works are proposed using several attributes such 
as neural networks [18], GMM [19], etc. The most used classifier is SVM which 
allows obtaining efficient results to classify actions. It is a powerful classifier used 
successfully in many pattern recognition problems. For this reason, the Least squares 
support vector machines LSSVM method is used in the proposed work. It is a variant 
of standard SVM which simplify the SVM formulation without losing any of its 
advantages. This method is proposed by Suykens and Vandewalle [20] where the 
training algorithm solves a convex problem like SVM. It has been shown by a 
meticulous empirical study that the generalization performance of LS-SVM is 
comparable to that of SVM [21]. In addition, the training algorithm of LS-SVM is 
very simplified since a linear problem is resolved instead of a quadratic programming 
(QP) problem in the SVM case. Given a training set (x; y), i=1,2,,l with input data xi 
∈  Rn and output label data yi ∈  Rn, and the classifier takes the following form: 

])([)( bxsignxy T += ϕω                              (6) 

Where (.)ϕ : Rn  Rn is the mapping to the high dimensional and potentially 
infinite dimensional feature space. In the primal weight space, the optimization 
problem becomes: 

=
+=

l

i
i

t
b j

1

2
,, 2

1
2
1

),(min ξγωωξωξω                                (7) 

libxy ii
t

i ,...,2,1,1])([ =−=+ ξϕω                             (8) 
 

Where ξ i > 0 denotes a real constant used to control the punishment degree for 
misclassification. Because ω  becomes infinite dimensional, this primal problem 
cannot directly be solved. Therefore, let us proceed by constructing the following 
Lagrangian: 
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ξκωαξωαξω +−+−= ∑=          
(9)

 
Where the values are Lagrange multipliers, which can be positive or negative due 

to the equality constraints [21]. 

4   Experimental Results 

To evaluate the proposed approach, it was applied on publicly available benchmark 
dataset proposed by weizmann [22]. This last one is usually used to test action 
classification models, that originally contained 81 low resolution videos (180* 144). 
This dataset consists of 93 videos, where 9 people perform 9 different actions: 
running, bending, waving with one hand, jumping in place, jumping jack, jumping, 
walking, skip, and waving with two hands. Each video clip contains one subject 
performing a single action. Illustrative examples for each of these actions are shown 
in Figure 4. Each video in the dataset is segmented in the space-time volume. Then, 
the associated silhouettes are extracted. 3D Zernike moments are calculated for each 
silhouette volumes to describe video. These moments are calculated for square 
images. For this reason, we have resized the frames series a common size of 140*140 
pixels. In the experiments, we select 1/3 of the silhouettes series from each action 
category to form the training set (40 silhouette sequences) which are used for training 
LS-SVM, and the rest of series are used for testing LS-SVM. The outputs of LS-SVM 
process present the corresponding classes of actions.  

 

 
Fig. 4. Example of actions in the weizmann dataset 
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To choice the optimal and representative order of Zernike moments which allows to 
resolve the proposed problem, different orders are tested. The experimentations show 
that order seven is the best. In fact, it permits to obtain the best values on the diagonal of 
the confusion matrix. In more, the order higher than seven didn’t permit more 
improvement for classification. The following array presents the confusion matrix for 
the third order (a1-”walk,” a2-”run,” a3-”skip,” a4-”jack,” a5-”jump,” a6-”jump in 
place,” a7- ”wave with one hand,” a8- ”wave with two hands,” and a9-”bend”). 

 

 
Array (a) 

 

 
                          Array (b) 

 

 
Array (c)                            Array (d) 

 
Matrix (a) show that, using order three for Zernike moments, some actions are 

misclassified. For example, jumping in place action presents a modest classification 
ratio (65). Matrix (b) show that the seventh order is the best order. In fact, it allows to 
obtain the better classification ratio for almost all actions. To improve these efficient 
results, they are compared with two other works [24][1]. The following arrays (c) and 
(d) present confusion matrix obtained with.  The comparative study with other works 
prove that the proposed approach improve classification results for the most of 
actions. 

5   Conclusion 

This paper proposed a new approach for action classification in video based on 3D 
Zernike moments. In fact, after segmentation of the input video and a subtraction of 
the background, 3D Zernike moments are calculated on the 3D shape from silhouettes 
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found in the space-time volume. Finally LS-SVM is used to classify actions. The 
proposed method has been evaluated by carrying out experiments on the Weizmann 
databases. The results show a good classification rate for most of tested actions. In 
future work, we will extend the approach to the classification of videos containing 
body which makes different actions at same time and videos containing several bodies 
in action. In more, we can also treat the occlusion effect on the characterization of 
action. 
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