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Abstract

This paper investigates the problem of hedging European call options us-
ing Leland’s algorithm in stochastic volatility markets with transaction costs.
Introducing a new form for the enlarged volatility, we establish limit theorems
and determine a convergence rate of the hedging error for both Leland [27]
and the modified one proposed by Lépinette in [12]. These asymptotic prop-
erties enable us to release the underhedging property pointed out by Kabanov
and Safarian in [23]. Possibilities to improve the convergence rate and lower
the option price inclusive transaction costs are also discussed.

Keywords Leland strategy, Delta hedging, transaction costs, quantile hedging, pric-
ing option.
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1 Introduction

In the theory of hedging options, Leland’s strategy provides a simple way to eliminate
efficiently risks caused by transaction costs. This prescription is based on the idea
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de l’Université, BP. 12, 768001 Saint-Étienne-du-Rouvray, France Department of Mathematics and
Statistics, University of Economics Ho Chi Minh City, 91 str. 3/2 Ho Chi Minh City, Vietnam,
email: thaibopy@gmail.com
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that transaction costs can be compensated by enlarging the volatility parameter in
the delta Black-Scholes strategy. The pioneering work in this field was first given
in [27], where a discrete approximation was used to study the asymptotic behavior
of the hedging error, defined as difference between the terminal portfolio value and
the payoff, as the number of transactions goes to infinity. It was then shown in [29]
that the hedging error vanishes if the transaction cost percentage converges to 0 at
a power rate. Unfortunately, this property does not hold for the most interesting
case when the proportional cost is a constant. In [23], the authors found an explicit
limit for the hedging error but unexpectedly, it is a negative quantity. It means
that the option is actually underhedged in limit if the investor follows the Leland
strategy. The convergence problem was investigated in the paper [18] and then, a
complete answer was provided in [31] with the corresponding limit theorem allowing
to identify the asymptotic distribution of the hedging error. Recently, a modified
strategy with non-uniform revisions has been suggested in [12] and it turns out that
this modification considerably improves the convergence rate, even in models with
general convex payoffs [8]. For related results, see further in [11, 12, 17, 18].

Many empirical studies show that the constant volatility condition in the clas-
sical Black-Scholes is restrictive and the Black-Scholes formula constructed under
this assumption has an inaccuracy for anticipating the market option prices. The
discrepancy between Black-Scholes option prices and market-traded ones, known as
smile curve, can be explained by using stochastic volatility (SV) models which have
been used to describe complex markets e.g. when fat-tailed returns are taken into
account. Note that modeling SV markets contains some intrinsic difficulties [15].
The incompleteness property of market makes the pricing problem more challenging
in both constructing an explicit formula and estimating parameters. Hence, deriva-
tives may not be perfectly hedged with only trading the underlying assets and, in
general, asymptotic analysis is an efficient tool for studying such models. See [15]
and the references therein for detailed discussions.

The main objective of this paper is to study the problem of hedging European
style options in stochastic volatility markets with the presence of transaction costs.
Using a new form of adjusted volatility in Leland’s spirit, we study asymptotic
properties of hedging error for both Leland’s strategy and Lépinette’s one under a
general non-uniform revision setting. The achievement here is an extension of the
ones obtained in [23, 31] and [8, 12].

Let us emphasize that the enlarged volatility (2.5) proposed in [27] and then
applied in [23, 24, 9, 10, 12] is no longer applicable in SV models from a practical

point of view. The reason is that the quantity λt =
∫ 1

t
σ̂2

u
du appearing in the Black-

Scholes formula is substantially dependent on future realizations of the random
process driving the volatility. Therefore, the strategy is not available for investors
in this case. To surpass this issue, we suggest a simpler form (2.24) for the adjusted
volatility by making it independent of the initial volatility. On other hand, it can
be learned from Leland’s approach that the modified volatility should be chosen
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so that it goes to infinity as fast as the square radical of the number of revisions
in the hope of approximately releasing effects of transaction costs. Therefore, it
is reasonable to adjust the volatility parameter as in (3.2) to keep this property
for stochastic volatility markets also. This idea not only allows us to carry out
an approximation much more simply but also gives possibilities to improve the
convergence rate. The results obtained here can be extended to options with general
convex pay-off derivatives studied in [9, 12]. This extension will be left in our coming
contribution.

It is shown in Section 3 that our enlarged volatility is far simpler than the one
used in the previous works [23, 24, 31, 12, 9] but the same asymptotic results are
obtained not only for constant volatility models but for SV contexts as well. This
important fact proves our significant contribution in discrete hedging literature in
the presence of proportional transaction costs. Additionally, the setting of our SV
model (3.1) is enough general for practice purposes, including famous SV models
such as the Hull-White and Scott models.

As discussed in [31] that the option price of Leland’s strategy is too high because
it includes transaction costs. Another practical advantage of our method is that we
propose a simple method in order to lower the option price as long as the seller is
willing to take risks with a given probability. This approach is inspired from the
quantile hedging theory [14, 4, 6].

The remain of the paper is organized as follows. In Section 2, we briefly give
a general view of Leland’s approach then formulate the problem and present our
principal results in Section 3. The new choice of adjusted volatility allows us to
propose a reasonable way in Section 4 to fix the underhedging situation (shown in
[23]) and reduce the option price in the presence of transaction costs. Section 5 is
devoted to present our basic approximate tools. We explicitly present the asymptotic
approximations for the terms consisting of the hedging error in Section 6, Section
7 and Section 8. Proofs of the main results are found in Section 9. Section 10
discusses some common SV models for which our condition on volatility (C1) is
fulfilled. All useful estimates and convergence lemmas used in the proof can be
found in Appendix.

2 Hedging with transaction costs: a review on the

Leland approach

In a complete no-arbitrage model (i.e. there exists a unique equivalent martingale
measure under which the stock price is a martingale), options can be completely
replicated by a self-financing trading strategy. Option price, defined as the replica-
tion cost, is the initial capital that the investor must introduce into his portfolio to
obtain a complete hedge. It can be computed as the expectation of the discounted
claim under the unique equivalent martingale measure.
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Let us consider a continuous time model of two-asset financial market on the
time interval [0, 1], where the bond price is a constant over the time and equals to
1. The stock price dynamics follows the stochastic differential equation

dSt = σ0StdWt , (2.1)

where σ0 > 0 is a positive constant and (Wt)0≤t≤1 is a standard Wiener process. As
usual we denote Ft = σ{Wu , 0 ≤ u ≤ t}.
We recall that a financial strategy (βt, γt)0≤t≤1 (the fractions of wealth invested in
bonds and stock respectively) is called an admissible self-financing strategy if it is
(Ft) - adapted, integrable with

∫ t

0

(|βt| + γ2
t
) dt <∞ a.s.

and the portfolio value satisfies the equality

Vt = βt + γtSt = V0 +

∫ t

0

γudSu

for any t ∈ [0, 1]. The classical hedging problem is to find an admissible self-financing
strategy (βt, γt) whose terminal portfolio value exceeds the payoff h(S1) = (S1−K)+;
that is

V1 = V0 +

∫ 1

0

γudSu ≥ h(S1) a. s.

where K is the option strike. For this problem, Black and Scholes [3] proposed a
dynamically replicating self-financing strategy with γt = Cx(t, St) (partial derivative
with respect to the space variable), where the option price C(t, St) reads the famous
formula

C(t, x) = C(t, x, σ0) = xΦ(ṽ(t, x)) −KΦ(ṽ(t, x) − σ0

√
1 − t) , (2.2)

where ṽ(t, x) = v(σ2
0
(1 − t), x) and

v(λ, x) =
ln(x/K)√

λ
+

√
λ

2
. (2.3)

Here Φ is the standard normal distribution function. In the sequel, we denote by ϕ
the N (0, 1) density, i.e. ϕ(z) = Φ′(z). One can check directly that

Cx(t, x) = Φ(ṽ(t, x)) and Cxx(t, x) =
ϕ(ṽ(t, x))

xσ0

√
1 − t

. (2.4)

Clearly, hedging via discrete strategies is specially attractive since dynamically
adjusted portfolios are impossible to be carried out in practice. However, discrete
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time hedging, in turn, will now face with some problems in view of transaction costs.
Firstly, transaction costs are random and path-dependent, so they significantly effect
to the hedging error. Additionally, despite of the fact argued by Black and Scholes
that the hedging error may be relatively small if trading activities take place reason-
ably frequently, transaction costs may increase without limit as portfolio revisions
are frequent, so it may lead to an explosion. If one wishes to bound the option price
by using an arbitrage argument as in the Black-Scholes model then it is necessary
to know the maximum transaction costs rather than the average but this task is not
easy.

These considerations lead us to the Leland approach [27], which provides an
efficient technique to compensate transaction costs. This method is simply based on
the intuition that the option price should include transaction costs as a reasonable
extra fee necessary for the seller to cover the option return. In some situations
(discussed in the next two sections), this strategy successfully replicates the payoff
including transaction costs by simply adjusting the volatility parameter in Black-
Scholes’s model.

2.1 Constant volatility case

Let us shortly describe the Leland approach in [27, 23]. Suppose that for each
trading activity, the investor has to pay a fee directly proportional to the trading
volume. Naturally, we suppose that the proportional transaction cost depends upon
the number of trades n, given by the law κ∗n

−α, where α ≥ 0 and κ∗ > 0 are
two fixed parameters. To compensate transaction costs the investor is suggested to
enlarge the volatility as

σ̂2 = σ2
0

+ ̺ n1/2−α and ̺ = κ∗σ0

√
8/π . (2.5)

We assume further that the portfolio is revised discretely at

ti =
i

n
, i = 1, 2, .., n , (2.6)

with the trading volume determined by the piecewise process (so-called Leland’s
strategy)

γn
t

=
n∑

1=1

Ĉx(ti−1, Sti−1
)1(ti−1,ti]

(t) , (2.7)

where Ĉx(ti−1, Sti−1
) = Cx(ti−1, Sti−1

, σ̂). It means that the number of shares holding

in the interval (ti−1, ti] is nothing than the delta strategy calculated at the left bound
of this interval. Then, the portfolio value takes the following form

V n
1

= V n
0

+

∫ 1

0

γn
u
dSu − κ∗n

−α Jn , (2.8)
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where the total trading volume is given by

Jn =
n∑

i=1

Sti
|γn

ti
− γn

ti−1
| . (2.9)

The option price is now given by the initial time-value of the solution Ĉ(t, x) =
C(t, x, σ̂) of the Black-Scholes PDE with the adjusted volatility σ̂





Ĉt(t, x) +
1

2
σ̂2x2Ĉxx(t, x) = 0 , 0 ≤ t < 1,

Ĉ(1, x) = h(x) .

(2.10)

Using Itô’s formula we can represent the hedging error as

V n
1
− h(S1) =

∫ 1

0

(
γn

t
− Ĉx(t, St)

)
dSt

+
1

2
(σ̂2 − σ2

0)

∫ 1

0

S2
t Ĉxx(t, St)dt− κ∗n

−αJn . (2.11)

Remark 1 (Leland). The specific form (2.5) results from the following intuition:
the Lebesgue’s integral in (2.11) is clearly well-approximated by the Riemann sum

of the terms σ0S
2
ti−1

Ĉxx(ti−1, Sti−1
)∆t, while

Sti
|γn

ti
− γn

ti−1
| ≈ σ0S

2
ti−1

|Ĉxx(ti−1, Sti−1
)||Wti

−Wti−1
|

≈ σ0

√
2/π S2

ti−1
Ĉxx(ti−1, Sti−1

)
√

∆t ,

since E|Wti
−Wti−1

| =
√

2/π
√

∆t =
√

2/(πn). Hence, it is reasonable to expect that

choosing the modified volatility as in (2.5) would give an appropriate approximation
to compensate transaction costs.

Leland [27] conjectured that if the proportional transaction cost is a constant
i.e. α = 0 then, the portfolio value of strategy (2.7) converges in probability to the
payoff h(S1) as n → ∞. He also gave a remark without giving a complete proof
that this result is still true in the case α = 1/2. The later remark is correct and was
completely proved by Lott in [29], where one can find a rigorous explanation why
the Leland strategy is important in practice.

Theorem 2.1 (Leland-Lott). For α = 1/2, strategy (2.7) defines an approximately
replicating strategy as the number of revision intervals n tends to infinity i.e.

P − lim
n→∞

V n
1

= h(S1) .
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This result was then extended by Ahn et al in [1], where the replication problem
with transaction costs was considered in the general diffusion models. Kabanov and
Safarian [23] also observed that the Leland approach is still valid as long as the
transaction proportion converges to zero as n→ ∞.

Theorem 2.2 (Kabanov-Safarian). For any α > 0,

P − lim
n→∞

V n
1

= h(S1) .

It is crucial to note that the Leland approximation in Remark 1 is not mathe-
matically accurate and so, his first conjecture is not correct. In fact, as n→ ∞, the
trading volume Jn may be approximated by the following sum

n∑

i=1

λ−1/2
i−1

Sti−1
ϕ̃(λi−1, Sti−1

)

∣∣∣∣
σ0

̺
Zi + q(λi−1, Sti−1

)

∣∣∣∣ ∆λi , (2.12)

where
λi = λti

= σ̂2(1 − ti), Zi = (Wti
−Wti−1

)/
√

∆ti−1

and

ϕ̃(λ, x) = ϕ(v(λ, x)), q(λ, x) =
ln(x/K)

2λ
− 1

4
. (2.13)

In approximation procedures, one should also pay attention to the fact that Ĉ(·, ·)
and its derivatives substantially depend upon n. This property leads to the following
important result: there is a non trivial discrepancy between the limit of the terminal
portfolio value and the payoff in the most practical case α = 0.

Theorem 2.3 (Kabanov-Safarian). If α = 0 then,

P − lim
n→∞

V n
1

= h(S1) + min(S1, K) − κ∗J(S1, ̺) ,

where

J(x, ̺) = x

∫ +∞

0

λ−1/2ϕ̃(λ, x)E
∣∣σ0̺

−1Z + q(λ, x)
∣∣ dλ , (2.14)

and Z ∼ N (0, 1) independent of S1.

It is important to observe that the problem of option replicating is not solved in
this case. Indeed, taking into account that E |σ0̺

−1Z| = 1/(2κ∗) and

min (x,K) =
x

2

∞∫

0

1√
λ
ϕ̃(λ, x)dλ , (2.15)

we obtain (for the parameter ̺ given in (2.5))

min(x,K) − κ∗J(x, ̺) = xκ∗

∫ +∞

0

ϕ̃(λ, x)√
λ

(
E

∣∣∣∣
σ0

̺
Z

∣∣∣∣− E

∣∣∣∣
σ0

̺
Z + q(λ, x)

∣∣∣∣
)

dλ .
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Now, Andreson’s inequality (see, for example [22], page 155) implies directly that
for any q ∈ R,

E
∣∣σ0̺

−1Z + q
∣∣ ≥ E

∣∣σ0̺
−1Z

∣∣ .
Therefore, P − limn→∞ (V n

1
− h(S1)) < 0 i.e. the option is asymptotically under-

hedged in this case.
Another important point to note here is that the coefficient ̺ appearing in (2.5)

can be chosen in an arbitrary way. We now state the main result in [31], which also
provides the convergence rate for the hedging error.

Theorem 2.4 (Pergamenshchikov). Consider the Leland strategy (2.7) with α = 0
and let ̺ in (2.5) be some fixed positive constant. Then, the sequence of random
variables

n1/4(V n
1
− h(S1) − min(S1, K) + κ∗J(S1, ̺)) (2.16)

weakly converges to a centered mixed Gaussian variable as n→ ∞.

This result is important because it not only gives the asymptotic information of
the hedging error but also provides a reasonable way to fix the underhedging issue.
More precisely, as discussed in [31], by choosing a suitable value of ̺ the investor
can get a portfolio whose terminal value exceeds the option return as desired.

It is, of course, possible to study the Leland-Lott approximation in sense of
L2-convergence. A such result1 was established in [11, 24] for the case α = 1/2.

Theorem 2.5 (Kabanov-Lépinette). Let α = 1/2. The mean-square approximation
error for Leland’s strategy with ̺ defined in (2.5) satisfies the following asymptotic
equality

E
(
V n

1
− h(S1)

)2
= Bn−1 + o(n−1) as n→ ∞,

where B is some positive constant.

Darses and Lépinette [12] noted that one can modify the Leland strategy to
improve the convergence rate in (2.16). In particular, one can apply a non-uniform
revision times (ti)1≤i≤n as

ti = g

(
i

n

)
, g(t) = 1 − (1 − t)µ for some µ ≥ 1 (2.17)

and then adjust the volatility as

σ̂2
t

= σ2
0

+ κ∗σ0

√
8/π
√
nf ′(t), (2.18)

1Seemingly, mean estimates do not contain much useful information since gains and losses have
different meaning in practice. Clearly, if α = 1/2 the modified volatility is independent of n
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where f is the inverse function of g. It is also suggested in [12] to use the following
modified discrete strategy to release the discrepancy appearing in Theorems 2.3 and
Theorem 2.4:

γn
t

=
n∑

1=1

(
Ĉx(ti−1, Sti−1

) −
∫ ti−1

0

Ĉxt(u, Su)du

)
1(ti−1,ti]

(t) . (2.19)

Theorem 2.6. Let V n
1

be the terminal portfolio value of the strategy (2.19) with
α = 0. Then, for any 1 ≤ µ < µmax the sequence nβ(V n

1
− h(S1)) weakly converges

to a centered mixed Gaussian variable as n→ ∞, where

β =
µ

2(µ+ 1)
and µmax =

3 +
√

57

8
. (2.20)

2.2 Time-depending volatility case

We assume in this section that the stock price is now driven by the following SDE

dSt = σ(t)StdWt. (2.21)

Under the non-uniform rebalancing plan (2.17) the investor should modify the
volatility as

σ̂2
t

= σ2(t) + κ∗σ(t)n1/2−α
√
f ′(t)8/π. (2.22)

Suppose further that the general European payoff h(·) is a continuous function
having continuous derivatives except a finite number of points. From the Black-
Scholes formula, the option price (inclusive of transaction costs) is now given by

Ĉ(t, x) =

∫ ∞

−∞

h(x exp (yλt
1/2 − λt/2))ϕ(y)dy , (2.23)

where λt =
∫ 1

t
σ̂2

u
du. Recall that Ĉ(t, St) is the solution of the Cauchy problem

(2.10). We now state the main achievement in time-depending volatility models in
[9].

Theorem 2.7 (Lépinette). Suppose that (σ(t))t≥0 is a strictly positive Lipschitzian
and bounded function, h(·) is piecewise twice differentiable and there exist x∗ ≥ 0
and δ ≥ 3/2 such that sup

x≥x
∗

xδ|h′′

(x)| < ∞. Then, for α > 0 the portfolio value

of strategy (2.19) converges in probability to the payoff h(S1) as n → ∞. If α = 0,
then

P − lim
n→∞

V n
1

= h(S1) + h1(S1) − κ∗h2(S1),

where h1(·) and h2(·) are positive functions depending on the payoff.

Remark 2. Theorem 2.6 still holds in the setting of Theorem 2.7 [12].
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Another way to extend the applicable rang of the Leland strategy is to consider
the hedging problem with transaction costs in models where volatility values not
only depend on time but also on the stock price itself. For these models, well-known
as local volatility models, the result in Theorem 2.7 still holds for any 1/4 ≤ α ≤
1/2 [9]. However, carrying out a proof of this result is really complicated, since
the existence of solution for the parabolic equation (2.10) is now not trivial if the
adjusted volatility takes the form (2.22).

In summary, the Leland strategy plays an important role in the option pricing
and hedging problems thanks to the easy implement in practice. The most interest-
ing case α = 0 still needs to be investigated in more general situations, for instance,
where volatility depends on other external random factors or jumps in stock prices
are taken into account. It is worth noticing that the methodology used in the works
of Lépinette and Kabanov needs a delicate treatment and seemingly, it is difficult
to apply for such models.

2.3 Forms of adjusted volatility

Recall from Remark 1 that choosing the modified volatility as in (2.5) would give
an appropriate approximation to compensate transaction costs. However, it is not
always the case since the option price inclusive transaction costs Ĉ(t, St) is now
depends intrinsically on the rebalancing number n. In more general models this
specific choice can cause to technical issues. For example, in local stochastic models
[9], proving the existence of solution to (2.10) requires much effort since now σ̂ is
computed in term of the stock price and time. This feature makes the Cauchy
problem more challenging to deal with. Nevertheless, it is interesting to point out
that the term σ2(t) in (2.22) plays no role in the approximation procedure. In fact,
all results reviewed above for the case α = 0 can be recovered by using the form

σ̂2
t

= κ∗σ(t)n1/2
√
f ′(t)8/π,

where the first term σ2(t) has been removed. More general, we can completely
remove σ(t) from the formula of enlarged volatility by taking the new form

σ̂2
t

= ̺n1/2
√
f ′(t), (2.24)

for some positive constant ̺. Of course, the limit of transaction costs will slightly
change since ̺ is no longer related to the terminal value of volatility, see Theorem
2.4. This important observation follows from the fact which can be proved similarly
as Lemma 1.2.8 in [24] (page 16)

∫ 1

0

σ2(t)Sk
t

∂kĈ

∂xk
(t, St)dt = O(σ̂−1) = O(n−1/4) as n→ ∞, (2.25)
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for all k ≥ 2. The asymptotic representation (2.25) still holds if σ = σ(yt) for
some extra random process yt as long as E sup

0≤t≤1
σ2(yt) <∞. This motivates our

assumption (C1) in our models, see more in [33].
Let us emphasize that using the new simple form (2.24) has two folds of impor-

tance. From a technical point of view, it allows us to carry out a much more simple
approximation than what have done in the existing literature. More importantly,
when volatility depends on some exterior factor, says yt, so the Balck-Schole formula
(2.23) is no longer available for practitioners if one uses the well-known form (2.22).

The reason is that the quantity λt =
∫ 1

t
σ̂2

u
du, which is substantially dependent

on future realizations of yt (from now, at time t, to the terminal date t = 1), is
impossible to obtain from practical point of view. In contrast, in this context the
simpler form still helpful since it is a deterministic function of t. Following this idea,
we will make use the simple form for the adjusted volatility to study the Leland’s
approximation in SV models in this contribution.

3 Main results

Let (Ω,F1, (Ft)0≤t≤1,P) be the standard filtered probability space with two standard

independent (Ft)0≤t≤1 adapted Wiener processes (W
(1)
t ) and (W

(2)
t ) taking their

values in R. Our financial market consists of one risky asset governed by the following
equations on the time interval [0 , 1]:

{
dSt = σ(yt)StdW

(1)
t ,

dyt = F1(t, yt)dt+ F2(t, yt)(rdW
(1)
t +

√
1 − r2dW

(2)
t )

(3.1)

where −1 ≤ r ≤ 1. We assume that the [0, 1] × R → R functions F1(t, y) and
F2(t, y) provide the existence of the unique solution to the last stochastic differential
equation2. Note that in this model the bond interest rate r = 0 i.e. the non-risky
asset is chosen as the numéraire.

As discussed in the previous section, we use the adjusted volatility given by

θ2
t

= ̺
√
nf ′(t) =

1√
µ
̺
√
n(1 − t)

1−µ
2µ , 1 ≤ µ < 2. (3.2)

The parameter ̺ > 0 plays an important role in controlling the convergence rate and
it will be specified later. As discussed in details below, the limit of the total trading
volume Jn essentially involves in how ̺ depends upon the number of revisions n.
We will formulate our dependence condition concerning the following parameter

µ∗ =
1

2(µ+ 2)
. (3.3)

2Existence and uniqueness of system (3.1) are well known in the literature of SDEs, see for
example [28] or [16].
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Let Ĉ(t, x) be the solution of the Cauchy problem

Ĉt(t, x) +
1

2
θt

2x2Ĉxx(t, x) = 0 , Ĉ(1, x) = h(x) ,

with two first derivatives given as in (2.4)

Ĉx(t, x) = Φ̃(λt, x), Ĉxx(t, x) =
1

x
√
λt

ϕ̃ (λt, x) , (3.4)

where Φ̃(λ , x) = Φ(v(λ , x)) and

λt =

∫ 1

t

θ2
s
ds = µ̃ ̺

√
n(1 − t)

1
4β , µ̃ =

2
√
µ

µ+ 1
.

Remark 3. We will also see in Section 4.1 that the underhedging situation pointed
out in [23] can be improved by choosing some suitable value of the parameter ̺.

We will make use the following condition of the volatility.

(C1) Assume that σ(y) is a C2-function which is bounded from zero and

E sup
0≤t≤1

{
|σ(yt)|2 + |σ′(yt)| + |σ′′(yt)|

}
<∞.

Assumption (C1) is not too restrictive and it indeed includes almost popular SV
models in the existing literature, see Section 10 and [32].

3.1 Asymptotic results for Leland’s strategy

Let us consider the option hedging problem for the model (3.1) in the case of constant
proportional cost via Leland’s strategy (2.7)

γn
t

=
n∑

1=1

Φ̃(λti−1
, Sti−1

)1(ti−1,ti]
(t).

This strategy yields a portfolio whose terminal value V n
1 is defined in (2.8) where

rebalancing times (ti) given by (2.17). Now by Itô’s formula we obtain

h(S1) = Ĉ(1, S1) = Ĉ(0, S0) +

∫ 1

0

Ĉx(t, St)dSt −
1

2
I1,n , (3.5)

where

I1,n =

∫ 1

0

(
θ2

t
− σ2(yt)

)
S2

t
Ĉxx(t, St)dt. (3.6)

12



Setting V0 = Ĉ(0, S0) we represent the hedging error as

V n
1
− h(S1) =

1

2
I1,n + I2,n − κ∗Jn , (3.7)

where

I2,n =

∫ 1

0

(
γn

t
− Ĉx(t, St)

)
dSt (3.8)

and Jn is defined as in (2.9).
The goal is to find the limit of V n

1
−h(S1) and point out the convergence rate as

n→ ∞. To this end, we investigate the limit of the terms in the right hand side of
(3.7). Note that I2,n is known as the discrete hedging error that appears in discrete

hedging. In our setting, I2,n convergences to zero faster than nβ while the gamma

hedging error I1,n approaches to the value 2 min(S1, K) at the rate nβ. As shown
in Section 8, the total trading volume Jn converges in probability to the random
variable J(S1, y1, ̺) defined by

J(x, y, ̺) = x

∫ +∞

0

λ−1/2ϕ̃(λ, x)E

∣∣∣∣
σ(y)

̺
Z + q(λ, x)

∣∣∣∣ dλ , (3.9)

where Z ∼ N (0, 1) independent of S1 and y1.
In order to determine the asymptotic distribution we need to find the martingale

remaining part of the terms in the right hand side of (3.7). The most challenging
issue in our analysis is that the rest term of total transaction costs naturally takes
a discrete form whereas the one obtained by studying I1,n (see Section 6) has a
continuous form. In order to combine these two quantities into a unified form that
permits one to apply the Central Limit Theorem for martingales, we use a special
discretization procedure in Section 5.

We now state our first asymptotic result for Leland’s strategy.

Theorem 3.1. If condition (C1) holds then for any ̺ > 0 the sequence

nβ(V n
1
− h(S1) − min(S1, K) + κ∗J(S1, y1, ̺))

with β defined in (2.20) weakly converges to some centered mixed Gaussian variable
as n→ ∞.

Remark 4. This theorem is a generalization including an improved convergence
rate of the results in [23, 31], where the uniform revision is taken and the volatility
is assumed to be a constant.

By letting ̺→ ∞ we observe that

lim
̺→∞

J(x, y, ̺) =

∫ +∞

0

λ−1/2ϕ̃(λ, x)|q(λ, x)|dλ := J∗(x). (3.10)

13



The convergence in Theorem 3.1 can be improved if ̺ is taken as a function of n.
In this context, we will use the following condition.

(C2) The function σ is continuous such that

E sup
0≤t≤1

σ2(yt) <∞ .

Note that condition (C2) is weaker than (C1) with the differentiability condition of
σ has been removed. Our next result is established under the following condition
on ̺.

(C3) The parameter ̺ = ̺(n) is a function of n such that

lim
n→∞

̺

nµ
∗

= 0 and lim
n→∞

√
lnn

̺
= 0 ,

where µ∗ is given in (3.3).

Theorem 3.2. Under conditions (C2), (C3), the sequence

nβ̺2β(V n
1
− h(S1) − min(S1, K) + κ∗ J

∗(S1))

weakly converges to a centered mixed Gaussian variable as n→ ∞.

Remark 5. The asymptotic distributions in both Theorem 3.1 and Theorem 3.2 are
explicitly defined in Section 9.

Remark 6. In case ̺ depends on n as in Theorem 3.2 we only need the integrability
of σ(yt) for convergence results. In other words, it is possible to relax the C2-
condition of the volatility function σ. This relaxation is needed for Heston’s models,
see Section 10.

Remark 7. Theorem 3.1 and Theorem 3.2 still hold if the enlarged volatility of the
form (2.22)

θ2
t

= σ2(yt) + ̺σ(yt)
√
nf ′(t), (3.11)

is used but now the limit of transaction costs is given by

J ′(x, y, ̺) = x

∫ +∞

0

λ−1/2ϕ̃(λ, x)E

∣∣∣∣
Z

̺
+ q(λ, x)

∣∣∣∣ dλ. (3.12)

However, this is far away from practical significance, see Section 2.3.
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3.2 Asymptotic result for Lépinette’s strategy

Let us recall the modified strategy (2.19) proposed by Lépinette [12]

γ̄n
t

=
n∑

1=1

(
Ĉx(ti−1, Sti−1

) −
∫ ti−1

0

Ĉxt(u, Su)du

)
1(ti−1,ti]

(t) .

Strategy γ̄n
t

produces a portfolio whose terminal values defined by

V̄ n
1

= V̄ n
0

+

∫ 1

0

γ̄n
t dSt − κ∗J̄n,

where

J̄n =
n∑

i=1

Sti
|γ̄n

ti
− γ̄n

ti−1
| . (3.13)

Now by Itô’s formula one presents the hedging error as

V̄ n
1
− h(S1) =

1

2
I1,n + Ī2,n − κ∗J̄n , (3.14)

where

Ī2,n = I2,n +
∑

i≥1

(Sti
− Sti−1

)

∫ ti−1

0

Ĉxt(u, Su)du. (3.15)

We obtain the following result using the form (3.2) for enlarged volatility.

Theorem 3.3. Let V̄ n
1

be the terminal portfolio terminal value of strategy (3.2) and
suppose that (C1) is fulfilled. Then, for any ̺ > 0, the sequence

nβ(V̄ n
1
− h(S1) − ηmin(S1, K))

with

η = 1 − κ∗
σ(y1)

̺

√
8/π

weakly converges to some centered mixed Gaussian variable as n→ ∞.

It is interesting to see that Theorem 2.6 can be recovered from Theorem 3.3 with
̺ = κ∗σ

√
8/π in the contex of constant volatility. Also see that in our model, the

parameter µ takes its values in the interval [1 , 2), that is slightly more general than
the condition imposed in Theorem 2.6.

Remark 8. If (3.11) is used for Lepinette’s strategy γ̄n
t then the option can be

completely replicated by taking ̺ = κ∗
√

8/π, even in the SV models. In other words,

if θ2
t

= σ2(yt) + κ∗σ(yt)
√

8/π
√
nf ′(t) is applied for Lépinette strategy then the

sequence
nβ(V̄ n

1
− h(S1))

weakly converges to some centered mixed Gaussian variable as n→ ∞.
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In the context of condition (C3), the cumulative transaction costs κ∗J̄n converges
to 0. Hence, the option is over replicated.

Corollary 3.1. If ̺→ ∞ under condition (C3) and condition (C2) is satisfied then
the portfolio V̄ n

1
converges to h(S1) + min(S1, K) in probability.

Note that no convergence improved version of Theorem 3.3 is obtained as for
Leland’s strategy since κ∗J̄n converges to 0 at order of ̺.

Let us emphasize the essential fact that our enlarged volatility is far simpler than
the one used in the previous works [23, 24, 31, 12, 9] but the same asymptotic results
are obtained not only for constant volatility models but for SV contexts as well. This
important fact proves our significant contribution in discrete hedging literature in
the presence of transaction costs. Additionally, the setting of our SV model 3.1 is
enough general for practice purposes since it includes famous SV models, see Section
10.

4 Applications for pricing problems

In this section we focus on how to apply our main results to option pricing with
transaction costs. We first emphasize that it is impossible to obtain a non-trivial
perfect hedge with the presence of transaction costs even in constant volatility mod-
els. In other words, to cover completely the option return, the seller can take the
buy-and-hold strategy, but this makes the option price too expensive. However, once
the investor accepts to take a risk in his hedging problem, the option price can be
lowered in a way so that the payoff will be covered with a given probability using
Leland’s strategy.

4.1 Superhedging with transaction costs

To stand on the safe side, the investor will search for strategies providing the terminal
value that exceeds the payoff. Such strategy usually concern solutions to dynamic
optimization problems. More precisely, let H be a general contingent claim and
denote by A(x) the set of all admissible strategies π with the initial capital x and
V π,x

T the terminal value of strategy π. Then, the super-replication cost of H is
determined as

U0 = inf
{
x ∈ R : ∃π ∈ A(x) : V π,x

T
≥ H a.s.

}
, (4.1)

see [26] and the references therein.
In the presence of transaction costs, Cvitanić [7] shows that the buy-and-hold

strategy is the unique choice if one wishes to successfully replicate the option and
then S0 is the super-replication price. In this section, we will show that this property
still holds in the sense of approximate superhedging via Leland’s spirit. The following
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observation is just a direct consequence of Theorem 3.2 when ̺ is used as a function
of n.

Proposition 4.1. Under conditions (C2) and (C3), P − limn→∞ V n
1 ≥ h(S1). The

same property holds for Lépinette’s strategy

Proof. Note first that J∗(x) ≤ min(x,K), for all x > 0. Hence, by Theorem 3.2

P − lim
n→∞

(V n
1 − h(S1)) ≥ (1 − κ∗) min(S1, K).

The term in the left hand side is obviously non negative since κ∗ < 1 hence the con-
clusion follows. The conclusion for Lépinette strategy directly follows from Theorem
3.3.

Remark 9. This is not a big surprise because the option is now sold at high price.
In fact, from the Black-Scholes formula, one observes that

C(0, S0, σ̂) → S0 as σ̂ → ∞.

It leads to the well-known “buy and hold” strategy in the superhedging problem [26]
i.e. to cover the option the seller just takes the trivial strategy: buy a stock share at
time t = 0 at price S0 and keep it until the expiry.

4.2 Asymptotic quantile pricing

As seen in the previous section, the superhedging cost is too high from the buyer’s
point of view though it indeed gives the seller a successful hedge with probability
1. More practically, one can ask that how much initial capital can be reduced by
accepting a shortfall probability. For this aim, the seller may take a risk and look
for hedges with the minimal initial cost defined by

inf
{
x ∈ R : ∃π ∈ A(x) : P (V π,x

T
≥ H) ≥ 1 − ε

}
,

with a given significant level 0 ≤ ε ≤ 1. This is the key problem of quantile
hedging theory which was first studied by Föllmer and Leukert [14] then developed
by Novikov [30]. Baran [4] considered the situation where transaction costs are
taken into account but in a different approach. Recently, Bratyk and Mishura [6]
have studied quantile hedging inclusive dependence structure driven by fractional
Brownian motions. See also Barski [5], where a lot of specific examples are shown.

Let us return to the quantile hedging problem in the presence of transaction
costs. Thanks to Theorem 3.1, we will suggest a reasonable way adapted from [31]
to lower the option price for the Leland strategy to obtain a hedge with a given
probability 1 − ε.

More precisely, we propose to sell the option at the price δS0, (where 0 < δ < 1
will be properly chosen) and the remaining part (1 − δ)S0 will be paid by the
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option seller himself. He must include this fee in the hedging problem; that is, the
asymptotic terminal portfolio value must exceed the sum of the payoff h(S1) and the
rest fee (1 − δ)S0. By Proposition 4.1 this purpose can be achieved with a positive
probability. To determine the option price it now remains to choose value δ. We
suggest to define it as

δε = inf {a > 0 : Υ(a) ≥ 1 − ε} , (4.2)

where Υ(a) = P ((1 − κ∗) min(S1, K) > (1 − a)S0).
The price of Leland strategy can be substantially lowered compared with the

power function of parameter ε with an arbitrary small power.

Proposition 4.2. Let δε be Leland price defined by (4.2). Assume that

σmax = sup
y∈R

σ(y) <∞ ,

then for any r > 0,

lim
ε→0

1 − δε
εr

= +∞ . (4.3)

Proof. Observe that 0 < δε ≤ 1 and δε tends to 1 as ε→ 0. Setting b = 1−κ∗, then
for sufficiently small ε such that δε > a > 1 − bK/S0 one has

1 − ε > P(bmin(S1, K) > (1 − a)S0)

= P(min(S1/S0, K/S0) > (1 − a)/b)

= 1 − P(S1/S0 ≤ (1 − a)/b).

Therefore,
ε < P (S1/S0 ≤ (1 − a)/b) ≤ P (X1 ≤ −za) ,

where Xt =
∫ t

0
σ(yt)dW

(1)
t and za = ln(b/(1 − a)) − σ2

max
/2. To estimate this

probability we note that for any integer m ≥ 1,

E (X1)
2m ≤ σ2m

max
(2m− 1)!!

(see, for example, [28, Lemma 4.11, page 130]). Setting now R(υ) = 2υσ2
max

, we
obtain that for any 0 < υ < 1/2σ2

max
,

E eυX2
1 =

∞∑

m=0

υm

m!
E (X1)

2m ≤
∞∑

m=0

υm

m!
σ2m

max
(2m− 1)!! ≤ 1

1 −R(υ)
.

Therefore, for ε > 0 sufficiently small one has

ε ≤ P(X1 ≤ −za) = P(−X1 ≥ za) ≤ e−υz2
a E eυX2

1 ≤ e−υz2
a

1 −R(υ)
,

18



i.e.

1 − a ≥ b exp

{
−
√

1

υ
|ln ε(1 −R(υ))| − σ2

max
/2

}
.

Letting a→ δε one obtains

1 − δε ≥ b exp

{
−
√

1

υ
|ln ε(1 −R(υ))| − σ2

max
/2

}
.

This inequality implies immediately the asymptotic bound (4.3).

The boundedness of volatility function is essential for the above comparison
proposition. If one wishes to relax this assumption, the price reduction is now less
free than in Proposition 4.2.

Proposition 4.3. Suppose that there exists a positive constant α > 1/2 such that

E exp{α
∫ 1

0
σ2(ys)ds} <∞. Then

lim inf
ε→0

1 − δε
εrα

> 0, rα = (2
√

2α+ 1)/2α. (4.4)

Proof. For any positive constant L, let us introduce the stopping time τL defined by

τL = inf

{
t > 0 :

∫ 1

0

σ2(ys)ds ≥ L

}
∧ 1, (4.5)

which is understood as the first time the log-price’s variance passes the level L.
By a similar manner as in the previous demonstration we obtain that

ε ≤P

(
exp

{
−
∫ 1

0

σ(ys)dW
(1)
s +

1

2

∫ 1

0

σ2(ys)ds

}
≥ ua,

∫ 1

0

σ2(ys)ds ≤ L

)
(4.6)

+P

(∫ 1

0

σ2(ys)ds ≥ L

)
,

where

ua =
1 − κ∗
1 − a

and δε > a > 1 − bK/S0.

For p2 ≤ 2α, the stopped process

χt = exp

{
−p
∫ τL∧t

0

σ(ys)dW
(1)
s − p2

2

∫ τL∧t

0

σ2(ys)ds

}

is a martingale by Novikov’s condition and hence Eχt = 1. Now, by Chebysev’s
inequality, the probability in the right side of (4.6) can be bounded by

(ua)
−p E exp

{
−p
∫ τL∧t

0

σ(ys)dW
(1)
s − p

2

∫ τL∧t

0

σ2(ys)ds

}
≤ (ua)

−p e
p2+p

2
L.
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By hypothesis and Chebysev’s inequality and one obtains

P

(∫ 1

0

σ2(ys)ds ≥ L

)
≤ Ce−αL

for some constant C > 0. Hence,

ε ≤ (ua)
−p e

p2+p
2

L + Ce−αL.

Choosing

L =
1

α
ln(2C/ε) ⇔ Ce−αL = ε/2,

one deduces that
1 − a ≥ C̃ ε

p+1
2α

+ 1
p ,

where C̃ is some positive constant independent of ε and a. Thus,

1 − δε ≥ C̃ ε
p+1
2α

+ 1
p ,

The quantity p+1
2α

+ 1
p

attains the minimal value rα = (2
√

2α + 1)/2α as p =
√

2α

with α > 1/2 and the proof is completed.

Remark 10. It is clear that rα < 1 if α > 3/2+
√

2. Condition E exp{α
∫ 1

0
σ2(ys)ds} <

∞ for such values of α is fulfilled when σ is linear bounded and yt follows an Orstein-
Uhlenbeck process, see Lemma D.1.

5 Basic asymptotic tools

In this section we construct a special procedure in order to combine the gamma
error I1,n with the transaction costs naturally being a discrete sum. Firstly, for
n-functions

l∗ = 1/ ln3 n and l∗ = ln3 n

we set

M1 =

[
n

(
l∗
λ0

)2/(µ+1)
]

and M2 =

[
n

(
l∗

λ0

)2/(µ+1)
]
− 1 , (5.1)

where λ0 = µ̺̃
√
n ([x] is the integer part of a number x).

Our approximation needs the following two sequences (um) and (λm) defined as

um = 1 −
(m
n

)µ

, λm =

∫ 1

um

θ2
sds = λ0

(m
n

)µ+1
2
, M1 ≤ m ≤M2. (5.2)

Note that (um) is a decreasing sequence with values in [u∗, u∗], where u∗ = 1 −
(l∗/λ0)

4β and u∗ = 1 − (l∗/λ0)
4β.
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The discretization steps require their “invert” sequences
(
tj
)

and
(
λ̃j

)
defined

as
tj = 1 − (1 − j/n)µ and λ̃j = λ0(1 − tj)

1
4β , N2 ≤ j ≤ N1 (5.3)

where N1 = n−M1 and N2 = n−M2.
In the sequel, Itô integrals will be discretized through the following sequences of
independent normal random variables

Z̃1,j =
W

(1)
tj

−W
(1)
tj−1√

tj − tj−1

, Z̃2,j =
W

(2)
tj

−W
(2)
tj−1√

tj − tj−1

and

Z1,m =
W (1)

um
−W (1)

um+1√
um − um+1

, Z2,m =
W (2)

um
−W (2)

um+1√
um − um+1

.

With the sequence of rebalancing times (tj) in hand we set

Z̃3,j = |Z̃1,j + p̃j−1| − E
(
|Z̃1,j + p̃j−1| | Fj−1

)
, (5.4)

Z̃4,j = |Z̃1,j| − E
(
|Z̃1,j| | Fj−1

)
= |Z̃1,j| −

√
2/π, (5.5)

where p̃j−1 = p(λ̃
j−1
, Stj−1

, ytj−1
) and

p(λ, x, y) =
̺

σ(y)

(
ln(x/K)

2λ
− 1

4

)
. (5.6)

For any q ∈ R and Z ∼ N (0, 1) let

G(q) = E (|Z + q|) = 2ϕ(q) + q (2Φ(q) − 1) . (5.7)

We also write o
P
(n−r) for any sequence of random variables (Xn)n≥1 satisfying

P − lim
n→∞

nr Xn = 0 .

(H1) f is a R+ → R continuously differentiable function having absolutely integrable
derivative on the [0,+∞) and

lim
n→∞

nβ̺2β

(∫ l
∗

0

|f(x)|dx+

∫ +∞

l∗
|f(x)|dx

)
= 0 .
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Lemma 5.1. Let A(·) be a function satisfying condition (H1). If ̺ either is constant
or satisfies condition (C3), then

lim
n→∞

nβ̺2β

∣∣∣∣∣∣

N1∑

j=N2

A(λ̃j−1)∆λ̃j−1 −
∫ +∞

0

A(λ)dλ

∣∣∣∣∣∣
= 0 .

Proof. It suffices to show that

lim
n→∞

nβ̺2β

∣∣∣∣∣∣

N1∑

j=N2

A(λ̃j−1)∆λ̃j−1 −
∫ l∗

l∗

A(λ)dλ

∣∣∣∣∣∣
= 0.

Indeed, this term can be rewritten as
∑N1

j=N2

∫ eλj−1

eλj

A1(z)dz, with

A1(z) = A(λ̃j−1) − A(z) =

∫ eλj−1

z

Ȧ(u)du.

We then deduce that

N1∑

j=N2

∫ eλj−1

eλj

A1(z)dz ≤
N1∑

j=N2

∆λ̃j

∫ eλj−1

eλj

|Ȧ(u)|du ≤ max
N2≤j≤N1

|∆λ̃j| ·
∫ +∞

0

|Ȧ(u)|du .

On the other hand,

max
N2≤j≤N1

|∆λ̃j| ≤ Cn−2β̺
2

µ+1 (l∗)
µ−1
µ+1 . (5.8)

So,

nβ̺2β

N1∑

j=N2

∫ eλj−1

eλj

A1(z)dz ≤ Cn− µ
2(µ+1)̺

µ+2
µ+1 (l∗)

µ−1
µ+1

∫ +∞

0

|Ȧ(u)|du.

The left hand side clearly converges to zero by condition (C3) and the lemma is
proved.

By the same manner, we obtain the following approximation.

Lemma 5.2. Let A(·) be a function satisfying condition (H1) and assume that ̺
either is constant or satisfies condition (C3). Then

lim
n→∞

nβ̺2β sup
a>0

∣∣∣∣∣∣

N1∑

j=N2

1{eλj−1≥a}A(λ̃j−1)∆λ̃j −
∫ ∞

a

A(λ)dλ

∣∣∣∣∣∣
= 0
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Proof. It suffices to consider the case when a takes values in the interval [l∗, l
∗].

Then there exists N2 ≤ k ≤ N1 such that a ∈ [λ̃k, λ̃k−1]. After a direct computation
we can write the difference in the absolute sign as

N1∑

j=N2

∫ eλj−1

eλj

(
A(λ̃j−1) − A(λ)

)
dλ−

∫ eλk−1

a

A(λ)dλ.

Then, the limit follows in view of estimate (5.8).

In the sequel we will use the following limit theorem for martingales.

Theorem 5.1. Let Mn =
∑n

i=1
Xi be a zero-mean, square integrable martingale

and ς be an a.s. finite random variable. Assume that the following convergences are
satisfied in probability: for any δ > 0,

n∑

i=1

E
(
X2

i
1{|Xi|>δ}|Fi−1

)
−→ 0 and

n∑

i=1

E
(
X2

i
|Fi−1

)
−→ ς2.

Then, the sequence (Mn) converges in law to Y whose characteristic function is
E exp(−1

2
ς2t2) i.e. Y is a mixed Gaussian variable.

Proof. See Theorem 3.2 and Corollary 3.1, p.58 in [20].

The following technical condition will be imposed to estimate moment of a R+×
R+ → R function A holding condition (H1).

(H2) For any γ > 0, there exist functions Uγ(·) > 0 such that

sup
x>0

(
sup
λ>0

|A(λ, x)|
min(λγ, λ−γ)

− Uγ(x)

)
≤ 0

and for any m ≥ 1,
E sup

0≤t≤1

(Uγ(St))
m <∞.

We are looking for the limit of the following sequence (Mk) defined as

Mk =
k∑

j=N2

υj, N2 ≤ k ≤ N1 (5.9)

where υj =
∑3

i=1
Ãi,j−1 Z̃i,j∆λ̃j and Ãi,j = Ai(λ̃j, Stj

). Set

L(λ, x, y) = A2
1
(λ, x) + 2A1(λ, x)A3(λ, x)(2Φ(p̃) − 1)

+ A2
3
(λ, x) Λ(p̃) + A2

2
(λ, x) , (5.10)

where Λ(q) = 1 + q2 −G2(q) and the function p̃ is defined in (5.6).

23



Proposition 5.1. Assume that for 1 ≤ i ≤ 3 the functions Ai(·, ·) satisfy conditions
(H1) and (H2). Then, for any fixed ̺ > 0 the sequence (nβMN1

)n≥1 weakly converges
to a mixed Gaussian variable with mean zero and variance ς2 defined as

ς2 = µ̺̌
2

µ+1

∫ +∞

0

λ
µ−1
µ+1 L(λ, S1, y1)dλ with µ̌ =

1

2
(µ+ 1)µ̃

2
µ+1 .

Proof. Putting υi,j = Ãi,j−1 Z̃i,j ∆λ̃j we can rewrite Mk as follows

Mk =
k∑

j=N2

υj =
3∑

i=1

k∑

j=N2

υi,j .

Using Cauchy-Schwartz’s inequality then Markov’s inequality, we get for any a > 0

E υ2
1,j

1{|υ1,j|>a} ≤
√

E υ4
1,j

√
P(|υ1,j| > a) ≤ 1

a2
E υ4

1,j
.

On the other hand, from condition (H2) there exists r > 0 such that

Eυ4
1,j

≤ EÃ4
1,j−1

Z̃2
1,j

(∆λ̃j)
4 ≤ C(λ̃r

j−1
+ λ̃−r

j−1
)(∆λ̃j)

4.

Thanks to (5.8)

n2β

N1∑

j=N2

E
(
υ2

1,j
1{|υ1,j|>a}|Fj−1

)
−→ 0 in L1.

Remark that the random variable Z̃3,j admits moments bounded by a constant
independent of n. Hence, there exists r > 0 such that

E(υ4
2,j

) ≤ C(∆λ̃j−1)
4

(
EÃ8

2,j−1
E
(
Z̃3,j

)8
)1/2

≤ C
(
λ̃r

j−1
+ λ̃−r

j−1

)
(∆λ̃j)

4,

which implies the convergence to zero in L1 of the sum

n2β

N1∑

j=N2

E
(
υ2

2,j
1{|υ2,j|>a}|Fj−1

)
.

Similarly,

n2β

N1∑

j=N2

E
(
υ2

3,j
1{|υ3,j|>a}|Fj−1

)
−→ 0 in L1.

Thus, for any a > 0

n2β

N1∑

j=N2

E
(
υ2

j
1{|υj|>a}|Fj−1

)
−→ 0 in L1 . (5.11)
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Let us establish the limit of the sum of conditional variances E(υ2
j
|Fj−1). Since Z̃1,j

and Z̃2,j are independent,

E
(
υ1,jυ3,j|Fj−1

)
= E

(
υ2,jυ3,j|Fj−1

)
= 0.

It follows that

E(υ2
j
|Fj−1) = E(υ2

1,j
|Fj−1) + E(υ2

2,j
|Fj−1) + E(υ2

3,j
|Fj−1)

+ 2E(υ1,jυ2,j|Fj−1).

Observe that for Z ∼ N(0, 1) and some constant q,

E(Z |Z + q|) = 2Φ(q) − 1 and E (Z + q)2 − (E|Z + q|)2 = Λ(q).

So, setting µ̂ = (µ− 1)/(µ+ 1) one can represent E(υ2
j
|Fj−1) as

n2βE(υ2
j
|Fj−1) = (1 + o(1))µ̌ ̺

2
µ+1 (λ̃j−1)

bµ L(λ̃j−1, Stj−1
, ytj−1

)∆λ̃j.

Due to Lemma 5.1, the sum n2β
∑N1

j=N2
E(υ2

j
|Fj−1) converges almost surely to ς2 as

n→ ∞ and through Theorem 5.1 we obtain the needed conclusion.

Assume for the moment that ̺ = ̺(n) → ∞ as n → ∞. The following result
characterizes limit distribution of sequences (M̌k) defined by

M̌k =
k∑

j=N2

υ̌j, υ̌j =
(
Ã1,j−1 Z̃1,j + Ã3,j−1 Z̃3,j

)
∆λ̃j, (5.12)

with A1 and A3 be functions satisfying conditions (H1) and (H2).

Proposition 5.2. Let A1 and A3 be functions satisfying conditions (H1) and (H2).
Then, under condition (C3) the sequence of random variables

(
nβ ̺

−1
µ+1 M̌N1

)

n≥1

weakly converges as n → ∞ to a mixed Gaussian variable with mean zero and
variance defined as

ς̌2 = µ̌

∫ +∞

0

λ
µ−1
µ+1 Ľ(λ, S1)dλ,

where Ľ(λ, x) = A2
1
(λ, x) + 2A1(λ, x)A3(λ, x) + A2

3
(λ, x).
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Proof. By the same method used in Lemma 5.1 we have for any a > 0,

lim
n→∞

N1∑

j=N2

E
(
υ̌2

j
1{|υ̌j|>a}|Fj−1

)
= 0 in L1 .

To determine limit of the sum of conditional variances, we observe that

n2β̺
−2

µ+1E(υ̌2
j
|Fj−1) = µ̌(1 + o(1)) λ̃bµ

j−1
Ǩ(λ̃j−1, Stj−1

)∆λ̃j, (5.13)

with Ǩ(λ, x) = A2
1
(λ, x) + A2

3
(λ, x) Λ(p̃) + 2A1(λ, x)A3(λ, x) (2Φ(|p̃|) − 1).

One can check directly that for any q ∈ R the function G(·) defined in (5.7)
satisfies the following inequalities:

|q| ≤ G(q) ≤ |q| + 2ϕ(q) . (5.14)

This implies that |Λ(q) − 1| ≤ 4|q|ϕ(q) + ϕ2(q) and hence, sup
q∈R

|Λ(q)| <∞.

Note also that Ǩ → Ľ as n→ ∞ since p̃(λ, x) → ∞ as ̺ = ̺(n) → ∞ for any x >
0 and λ 6= a0 = 2 ln(x/K). Using now Lemma 5.1 and the dominated convergence
theorem we obtain that the sum in the right hand side of (5.13) converges to ς̌2 as
n→ ∞ and the proof is completed through Theorem 5.1.

The following limit result is similar to Proposition 5.1.

Proposition 5.3. Under conditions in Proposition 5.1, Then, for any fixed ̺ > 0
the sequence (nβ M̄N1

)n≥1 defined by

M̄k =
k∑

j=N2

(
Ã1,j−1 Z̃1,j + Ã2,j−1 Z̃2,j + Ã4,j−1 Z̃4,j

)
∆λ̃j

weakly converges to a mixed Gaussian variable with mean zero and variance ς̄2 given
by

ς̄2 = µ̺̌
2

µ+1

∫ +∞

0

λ
µ−1
µ+1 L̄(λ, S1, y1)dλ,

with

L̄(λ, x, y) = A2
1
(λ, x) + A2

2
(λ, x) + (1 − 2/π)A2

4
(λ, x).

Proof. Taking into account that E Z̃2
4,j

= 1− 2/π, we can conclude using arguments
in Proposition 5.1.
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6 Asymptotic properties of I1,n

Set

τn =

∫ 1

0

λt
−1/2θ2

t
(Stϕ̃(λt, St) − S1ϕ̃(λt, S1)) dt . (6.1)

Lemma 6.1. If ̺ either is constant or satisfies condition (C3) then,

P − lim
n−→∞

nβ̺2β
∣∣I1,n − 2 min(S1, K) − τn

∣∣ = 0 .

Proof of Lemma 6.1 is given in Appendix B.1.

Let us find a smart approximation of τn. By Itô’s formula we obtain

S1ϕ̃(λt, S1) − Stϕ̃(λt, St) =

∫ 1

t

H1(λt , Su)σ(yu)SudW
(1)
u

(6.2)

+
1

2

∫ 1

t

H2(λt , Su)σ
2(yu)Sudu ,

where H1(υ, x) = ϕ̃(υ, x) (1 − v(υ, x)/
√
υ), and

H2(υ, x) = ϕ̃(υ, x)

(
v2(υ, x)

υ
− v(υ, x)√

υ
− 1

υ

)
.

Setting H1(t, x) =
∫ λ0

t
υ−1/2H1(υ, x)dυ and H2(t, x) =

∫ λ0

t
υ−1/2H2(υ, x)dυ, we

can represent τn as

τn = −
1∫

0

θ2
t
σ(yu)SuH1(λu, Su) dW (1)

u
− 1

2

1∫

0

θ2
t
σ2(yu)SuH2(λu, Su)du

:= −τ1,n − 1

2
τ2,n. (6.3)

Again, the term τ2,n is negligible. In order to be adapted with the approximation of
the total trading volume obtained in the next section, we will construct a discrete
approximation for τ1,n. This objective can be done by discretizing the Itô integral
at trading times (tj).

Lemma 6.2. If ̺ either is constant or satisfies condition (C3) then,

P − lim
n→∞

nβ̺2β
∣∣∣τ1,n − UN1

∣∣∣ = P − lim
n→∞

nβ̺2β|τ2,n| = 0 , (6.4)

where

Uk = ̺−1

k∑

j=N2

σ(ytj−1
)Stj−1

Ȟ1

(
λ̃j−1, Stj−1

)
Z̃1,j ∆λ̃j

and Ȟ1(t, x) =
∫∞

t
υ−1/2H1(υ, x)dυ.
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The proof can be found in Appendix B.2.

Now combining Lemma 6.1 and Lemma 6.2 gives us the final asymptotic form of
I1,n.

Proposition 6.1. If ̺ either is constant or satisfies condition (C3) then,

I1,n = 2 min(S1, K) − UN1
+ o

P
(n−β̺−2β) . (6.5)

7 Approximation of I2,n and Ī2,n

First we state that the term I2,n is nβ̺2β - negligible.

Proposition 7.1. If ̺ either is constant or satisfies condition (C3), then

P − lim
n→∞

nβ̺2βI2,n = 0.

For a proof, see Appendix B.3.

Recall from (3.15) that

Ī2,n = I2,n +
∑

i≥1

(Sti
− Sti−1

)

∫ ti−1

0

Ĉxt(u, Su)du.

The latter sum can be approximated by a discrete martingale as in Lemma 6.2.

Proposition 7.2. If ̺ either is constant or satisfies condition (C3), then

P − lim
n→∞

nβ̺2β|Ī2,n − ŪN1| = 0,

where

Ūk = ̺−1

k∑

j=N2

σ(ytj−1
)Stj−1

Y
(
λ̃j−1, Stj−1

)
Z̃1,j ∆λ̃j

and Y (λ, x) =
∫∞

λ
z−3/2 ln(x/K)ϕ̃(z, x)dz.

Proof. By Proposition 7.1 it suffices to make a smart martingale approximation for
the sum ∑

i≥1

(Sti
− Sti−1

)

∫ ti−1

0

Ĉxt(u, Su)du,

but this can be done by adapting the manner used in proof of Lemma 6.2 in Appendix
B.2
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8 Approximations of trading volume

8.1 Trading volume of Leland’s strategy

Firstly, we approximate Jn by

J1,n =

M2∑

m=M1

Sum+1

∣∣Φ(vm) − Φ(vm+1)
∣∣ , (8.1)

where vm = v(λm, Sum
) defined in (2.2).

Lemma 8.1. If ̺ either is constant or satisfies condition (C3) then,

P − lim
n→∞

(n̺2)β
∣∣Jn − J1,n

∣∣ = 0 .

Next, by making use of Itô’s formula we can replace the term J1,n by (up to nβ̺2β-
negligible) the following sum

J2,n =

M2∑

m=M1

λ−1/2
m+1

Sum+1
ϕ̃(λm+1, Sum+1

) |κm|∆λm+1 (8.2)

and κm = ̺−1σ(yum+1
)Z1,m + q(λm+1, Sum+1

).

Lemma 8.2. If ̺ either is constant or satisfies condition (C3) then,

P − lim
n→∞

(n̺2)β
∣∣J1,n − J2,n

∣∣ = 0.

Remark that from (5.3) the decreasing sequence (λ̃j) taking value in [l∗, l
∗] can be

computed through (tj) via the relation λ̃j = λ0(1 − tj)
4β. Now, setting

κ̃j = ̺−1σ(ytj−1
)Z̃1,j + q(λ̃j−1, Stj−1

)

we can represent J2,n as J2,n =
∑N1

j=N2
ζ̃j, where

ζ̃j = λ̃−1/2
j−1

Stj−1
ϕ̃(λ̃j−1, Stj−1

)
∣∣κ̃j

∣∣∆λ̃j , (8.3)

We need the Doob’s decomposition of J2,n w.r.t. the filtration
(
Fj

)
N2≤j≤N1

. To this

end, note that

E(ζ̃j|Fj−1) = λ̃−1/2
j−1

S
tj−1

ϕ̃(λ̃j−1, Stj−1
)∆λ̃j E(

∣∣κ̃j

∣∣ |Fj−1) . (8.4)

and hence,

E(
∣∣κ̃j

∣∣ |Fj−1) = ̺−1σ(ytj−1
)G(p̃j−1) := G(λ̃j−1, Stj−1

, ytj−1
) , (8.5)
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where G(p̃) given in (5.7). Setting

J3,n =

N1∑

j=N2

λ̃−1/2
j−1

Stj−1
ϕ̃(λ̃j−1, Stj−1

)G(λ̃j−1, Stj−1
, ytj−1

)∆λ̃j

and κ̄j =
∣∣κ̃j

∣∣− G(λ̃j−1, Stj−1
, ytj−1

), we observe directly that

J2,n = J3,n + m′
N1
, (8.6)

where

m′
k

=
k∑

j=N2

λ̃−1/2
j−1

Stj−1
ϕ̃(λ̃j−1, Stj−1

)κ̄j∆λ̃j.

Now we need to distinguish the following two cases: ̺ = ̺(n) goes to infinity and ̺
is a fixed positive constant.

Case 1: limn→∞ ̺ = ∞.

Note that E |aZ + b| may be approximated by b(2Φ(b/a) − 1) as a→ 0. Therefore,
taking into account that σ(·) is bounded we replace J3,n with the sum

Ĵ3,n =

N1∑

j=N2

B̂(λ̃j−1, Stj−1
)∆λ̃j, (8.7)

where
B̂(λ, x) = λ−1/2 x ϕ̃(λ, x)q(λ, x)(2Φ(̺q(λ, x)) − 1)

and q(λ, x) defined in (2.13). Put Ĵ4,n =
∑N1

j=N2
B̂(λ̃j−1, S1) ∆λ̃j and

ιn = Ĵ3,n − Ĵ4,n =

N1∑

j=N2

(
B̂(λ̃j−1, Stj−1

) − B̂(λ̃j−1, S1)
)

∆λ̃j . (8.8)

Using Lemma 5.1 we can show directly that the sum Ĵ4,n → J∗(S1) in probability

as n→ ∞ faster than nβ̺2β.

Lemma 8.3. Under the condition (C3) we have

P − lim
n→∞

nβ̺2β
∣∣∣Ĵ4,n − J∗(S1)

∣∣∣ = 0.

Furthermore, by Itô’s formula we obtain

B̂(λ̃j, S1) − B̂(λ̃j, Stj
) = B̂1,j +

1

2
B̂2,j , (8.9)
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where

B̂1,j =

∫ 1

tj

∂B̂

∂x
(λ̃j, Su)dSu , B̂2,j =

∫ 1

tj

∂2B̂

∂x2
(λ̃j, Su)σ

2(yu)S
2
u
du .

Now we represent ιn as

ιn = −
N1∑

j=N2

B̂1,j−1 ∆λ̃j −
1

2

N1∑

j=N2

B̂2,j−1 ∆λ̃j. := −ι1,n − 1

2
ι2,n . (8.10)

A direct calculation gives

∂B̂

∂x
= λ−1/2 ϕ̃(λ, x)[−2q2(λ, x)(2Φ(̺ q(λ, x)) − 1)

+
1

2λ
(2Φ(̺ q(λ, x)) − 1) +

̺

λ
ϕ(̺ q(λ, x))],

∂2B̂

∂x2
=
ϕ̃(λ, x)

x

{(
−2q2(λ, x)(2Φ(̺ q(λ, x)) − 1) +

1

2λ
(2Φ(̺ q(λ, x)) − 1)

+
̺

λ
ϕ(̺ q(λ, x))

) v(λ, x)√
λ

− 2q(λ, x)

λ
(2Φ(̺ q(λ, x)) − 1)

− 2q2(λ, x)̺

λ
ϕ(̺ q(λ, x)) +

̺

4λ2
ϕ(̺ q(λ, x)) − q̺3

2λ2
ϕ(̺ q(λ, x))

}
.

Note that 2Φ(̺ q) − 1 → sign(q) as n→ ∞. Now putting

V̂(λ, x) =

∫ +∞

λ

∂B̂

∂x
(υ, x)dυ ,

and using Lemma 5.8 we can approximate the term ι1,n by

ι̂1,n =

N1∑

j=N2

V̂(λ̃j−1, Stj−1
)

∫ tj

tj−1

σ(yt)StdW
(1)
t
. (8.11)

Note that as n→ ∞

V̂(λ, x) ≈ V(λ, x) =

∫ +∞

λ

ϕ̃(z, x)√
z

(
−2q2(z, x) +

1

2z

)
sign(q(z, x))dz.

So, asymptotically one can replace ι̂1,n by m
′′

N1
, where

m
′′

k
=

1

̺

k∑

j=N2

σ(ytj−1
)Stj−1

Ṽj−1Z̃1,j∆λ̃j (8.12)

and Ṽj = V(λ̃j, Stj
).
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Lemma 8.4. If ̺ = ̺(n) satisfies condition (C3) then,

P − lim
n→∞

nβ̺2βι2,n = P − lim
n→∞

nβ̺2β
∣∣∣̂ι1,n − m

′′

N1

∣∣∣ = 0.

It is clear that both sequences (m
′

k
)N2≤k≤N1

and (m
′′

k
)N2≤k≤N1

are martingales w.r.t.
(Fk)N2≤k≤N1

. Thus, if ̺(n) → ∞ under condition (C3) the final asymptotic repre-

sentation of Jn is given in the following proposition.

Proposition 8.1. Under condition (C3) the total trading volume Jn admits the
following asymptotic form

Jn = J∗(S1) + m′
N1

− m
′′

N1
+ o

P
(n−β̺−2β).

Case 2: ̺ is a fixed positive constant.

Similarly, we replace J3,n with

J̃3,n =

N1∑

j=N2

B̃(λ̃j−1, S1, y1)∆λ̃j,

and write the difference, which is not a negligible, as

J̃4,n = J3,n − J̃3,n =

N1∑

j=N2

(
B̃(λ̃j−1, Stj−1

, ytj−1
) − B̃(λ̃j−1, S1, y1)

)
∆λ̃j,

where B̃(λ, x, y) = λ−1/2xϕ̃(λ, x)G(λ, x, y).

The term J̃3,n gives us the limit of the total trading volume by using Lemma 5.1.

To study the term J̃4,n we define the following functions

K1(λ, x, y) = xσ(y)

∫ +∞

λ

∂B̃

∂x
(u, x, y)du+ rF2(t(λ), y)

∫ +∞

λ

∂B̃

∂y
(u, x, y)du,

K2(λ, x, y) =
√

1 − r2F2(t(λ), y)

∫ +∞

λ

∂B̃

∂y
(u, x, y)du ,

where t(λ) = 1 − (λ/λ0)
1/4β. Consider the martingale (m̃

′

k
)k≥1 defined as

m̃
′

k
=

1

̺

k∑

j=N2

(K̃1,j−1Z̃1,j + K̃2,j−1Z̃2,j)∆λ̃j , (8.13)

where K̃1,j = K1(λ̃j, Stj
, ytj

) and K̃2,j = K2(λ̃j, Stj
, ytj

). Again, by virtue of Lemma

5.8 one states that J̃4,n can be approximated by m̃
′

N1
.
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Lemma 8.5. For any fixed ̺ > 0,

P − lim
n→∞

nβ
∣∣∣J̃3,n − J(S1, y1, ̺)

∣∣∣ = P − lim
n→∞

nβ
∣∣∣J̃4,n − m̃

′

N1

∣∣∣ = 0.

Finally, the asymptotic form of Jn is summarized in the following.

Proposition 8.2. For any fixed ̺ > 0 the total trading volume Jn admits the
following asymptotic form

Jn = J(S1, y1, ̺) + m′
N1

− m̃
′

N1
+ o

P
(n−β) .

8.2 Trading volume of Lépinette’s strategy

From definition and Itô’s Lemma one has

γ̄ti
− γ̄ti−1

=

∫ ti

ti−1

Ĉxx(u, Su)dSu +
1

2

∫ ti

ti−1

Ĉxxx(u, Su)σ
2(yu)S

2
udu.

Applying again the arguments in Lemmas 8.1 and 8.2 we can approximate J̄n by

J̄1,n = ̺−1

N1∑

j=N2

λ̃−1/2
j−1

σ(ytj−1
)Stj−1

ϕ̃(λ̃j−1, Stj−1
)
∣∣∣Z̃1,j

∣∣∣∆λ̃j. (8.14)

Taking into account the elementary property E|Z| =
√

2/π, for Z ∼ N (0, 1), we
obtain the Dood’ decomposition of J̄1,n as

J̄1,n = J̄2,n + J̄3,n + ̺−1

N1∑

j=N2

λ̃−1/2
j−1

σ(ytj−1
)Stj−1

ϕ̃(λ̃j−1, Stj−1
)Z̃4,j∆λ̃j,

where

J̄2,n = ̺−1
√

2/π

N1∑

j=N2

λ̃−1/2
j−1

B̄(λ̃j−1, S1, y1)∆λ̃j, (8.15)

J̄3,n = ̺−1
√

2/π

N1∑

j=N2

λ̃−1/2
j−1

(
B̄(λ̃j−1, Stj−1

, ytj−1
) − B̄(λ̃j−1, S1, y1)

)
∆λ̃j (8.16)

and B̄(λ, x, y) = σ(y)x ϕ̃(λ, x). Note that the sum

J̄2,n = ̺−1
√

2/πσ(y1)S1

N1∑

j=N2

λ̃−1/2
j−1

ϕ̃(λ̃j−1, S1)∆λ̃j
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converges to ηmin(S1, K) by Lemma 5.1 and (2.15). The arguments in the approx-

imation of J̃4,n can be applied to replace J̄3,n by m̄
′

N2
, where

m̄
′

k
=

1

̺

k∑

j=N2

(D̃1,j−1Z̃1,j + D̃2,j−1Z̃2,j)∆λ̃j , (8.17)

where D̃1,j = D1(λ̃j, Stj
, ytj

) and D̃2,j = D2(λ̃j, Stj
, ytj

).

In summary, the asymptotic representation of J̄n is given in the following propo-
sition.

Proposition 8.3. If ̺ is a constant independent of n then,

J̄n = ηmin(S1, K) + m̄N2
− m̄

′

N2
+ o(n−β),

where the discrete martingale J̄3,n defined by

m̄
′

k
= ̺−1

k∑

j=N2

λ̃−1/2
j−1

σ(ytj−1
)Stj−1

ϕ̃(λ̃j−1, Stj−1
)Z̃4,j∆λ̃j.

Proof. It can be shown by adapting the manner in Proposition 8.1.

Remark 11. When ̺→ ∞, the sum J̄2,n converges to 0 slowly than ̺2βnβ. There-
fore one has no result on convergence rate improvement as in Theorem 3.2 for Le-
land’s strategy.

9 Proof of Main Theorems

9.1 Proof of Theorem 3.1

It is clear from the previous results that the asymptotic distribution strongly depends
on how the parameter ̺ is chosen. If ̺ is a fixed positive constant then the martingale
part of the hedging error is

Mk = −1

2
Uk − κ∗(m

′
k
− m̃

′

k
).

This can be represented as

Mk =
1

̺

k∑

j=N2

(Ã1,j−1Z̃1,j + Ã3,jZ̃3,j−1 + Ã2,j−1Z̃2,j)∆λ̃j,
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where Ãi,j = Ai(λ̃j, Stj
) and

A1(λ, x, y) = −1

2
σ(y)xȞ(λ, x) + κ∗K1(λ, x, y),

A3(λ, x) = −κ∗λ−1/2ϕ̃(λ, x), A2(λ, x, y) = κ∗K2(λ, x, y).

Then, the sequence
(
nβMN1

)
n≥1

converges in law to a mixed Gaussian variable by

Proposition 5.1 and hence, Theorem 3.1 is proved. .

9.2 Proof of Theorem 3.2

If ̺ = ̺(n) diverges to infinity under condition (C3) then, by virtue of Proposition
(6.1), the hedging error admits the following asymptotic form

min(S1, K) − κ∗J
∗(S1) +

1

̺

N1∑

j=N2

υ̌j + o
P
(n−β̺−2β)

where
υ̌j = σ(ytj−1

)Setj−1
(Ǎ1,j−1Z̃1,j + Ǎ3,j−1Z̃3,j)∆λ̃j, (9.1)

with Ǎi,j = Ǎi(λ̃j, Stj
) and

Ǎ1(λ, x) = −1

2
Ȟ1(λ, x) + κ∗V(λ, x), Ǎ3 ≡ A3.

Put M̌k =
∑k

j=N2
υ̌j and remark that

nβ̺2β 1

̺

N1∑

j=N2

υ̌j = nβ̺−
1

µ+1M̌N1
.

Then, Theorem 3.2 is proved through Proposition 6.1

9.3 Proof of Theorem 3.3

By Proposition 8.2 and Proposition 7.2, the martingale part of the hedging error for
Lépinette’s strategy is given by

M̄k = −1

2
Uk + Ūk − κ∗(m̄k − m̄

′

k
).

This can be represented as

M̄k =
1

̺

k∑

j=N2

(Ã1,j−1Z̃1,j + Ã4,jZ̃4,j−1 + Ã2,j−1Z̃2,j)∆λ̃j,
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where Ãi,j = Ai(λ̃j, Stj
) and

A1(λ, x, y) = −1

2
σ(y)xȞ(λ, x) + σ(y)xY (λ, x) + κ∗D1(λ, x, y), ,

A3(λ, x) = −κ∗λ−1/2ϕ̃(λ, x), A2(λ, x, y) = κ∗D2(λ, x, y).

Then, the sequence
(
nβM̄N1

)
n≥1

converges in law to a mixed Gaussian variable by

Proposition 5.3 and hence, Theorem 3.1 is proved. .

10 Examples

In this section we explicitly justify some well-known SV models for which condition
(C1) is fulfilled. For this aim we will need some moment bounds of solutions to
non-linear SDE

dyt = F1(t, yt)dt+ F2(t, yt)dZt, y(0) = y0, (10.1)

with Z is a standard Wiener process and Fi are two smooth functions.
We recall here the well-known estimate for solutions in theory of SDEs.

Theorem 10.1. Suppose that F1(t, y), F2(t, y) are measurable in (t, y) ∈ [0, T ] × R

and
|A(t, y)| ≤ K(1 + |y|), |B(t, y)| ≤ K(1 + |y|).

Assume further that for any N > 0 there exists a positive constant CN such that

|F1(t, y) − F1(t, y
′)| ≤ KN |y − y′|, |F2(t, y) − F2(t, y

′)| ≤ KN |y − y′| (10.2)

if |y| ≤ N, |y′| ≤ N and E |y0|2m < ∞ for some positive m. Then there exists a
unique solution yt of SDE (10.7) and

E |yt|2m < (1 + E |y0|2m)eCt, E sup
0≤s≤t

|ys|2m < M(1 + E |y0|2m),

where C,M are positive constants depending only on K, t,m.

Proof. See, for example [16], Th.2.3, p.107.

We will see that in the context of the previous theorem, condition (C1) holds if
the volatility function σ satisfies polynomial growth assumption |σ(y)| ≤ C(1+|y|m)
for some positive constant C and m ≥ 1.

Hull-White models: Consider the case where yt follows a geometric Brownian
motion {

dSt = (yt + σmin)StdWt, S0 > 0 ,

dyt = yt(adt+ bdZt)), y0 > 0
(10.3)
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where a, b and σmin > 0 are some constants and Z is a standard Brownian motion
correlated to Wt.

3. Putting y∗ = sup
0≤t≤1

|yt| then, by Theorem 10.1 one has

E (y∗)2m ≤ C(1 + E|y0|2m) <∞

as long as E|y0|2m <∞. Therefore, condition (C1) is clearly fulfilled.

Uniform Elliptic Volatility models: Consider the case where volatility is driven
by a Orstein-Uhlenbeck process which admits the mean-reverting property

{
dSt = (y2

t
+ σmin)StdWt ,

dyt = (a− byt)dt+ dZ
(10.4)

In this case σ(y) = y2 + σmin and condition (C1) is obviously verified throughout
Theorem 10.1.

Stein-Stein models:
{

dSt =
√
y2

t
+ σmin StdWt ,

dyt = (a− byt)dt+ dZt

(10.5)

In this case σ(y) =
√
y2 + σmin and by Theorem 10.1 condition (C1) is verified.

Heston models: Heston [21] proposed a SV model where volatility is driven by a
CIR process which also called squared root process. We will justify that this kind
of model can be used in our context.

Assume now that the price dynamics is given by the following
{

dSt =
√
yt + σmin StdWt ,

dyt = a(b0 − b1yt)dt+ υ
√
yt dZt, y0 > 0.

(10.6)

For a > 0, b0 > 0, b1 > 0 there exists a unique strong solution yt. Using stopping
times method, we can directly show that E y∗ <∞ (see Appendix C) hence condition
(C1) is satisfied.

Similarly, one can verify that (C1) also holds for Ball-Roma’s models [2]. In
fact, condition (C1) satisfies for a wide class of process yt with bounded diffusion.
In what follows we need the condition on the coefficients the dynamics of yt

(C∗) There exist positive constants a, b,M such that

yF1(t, y) ≤ a− by2, for all t > 0, y ∈ R

and |F2(t, y)| ≤M .

For simplicity, assume now on that y0 = 0.

3If y0 > 0 then yt is almost surely positive and hence we can consider σ(y) = y + σmin.
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Proposition 10.1. Under condition (C∗), there exists a constant α > 0 such that
E eα‖y‖2

1 <∞, where ‖.‖2
1 stands for sup

0≤t≤1
y2

t .

Proof. A proof can be made using the method in Proposition 1.1.2 in [25].

Scott models: Let us consider the situation where volatility follows an Orstein-
Uhlenbeck as in Stein-Stein models but now the function σ takes the exponential
form {

dSt = (eδyt + σmin)StdW
(1)
t ,

dyt = (a− byt)dt+ dZt

(10.7)

where a, b and σmin > 0 are constants and δ > 0 is chosen such that 2δ ≤ α defined
as in Proposition 10.1. Here σ(y) = eδy + σmin and then condition (C1) is fulfilled
since

E sup
0≤t≤1

|σ(y)|2 ≤ 2σ2
min

+ 2E (e2δ1{|yt|≤1} + e2δ‖y‖2
11{|yt|>1}) <∞.

In summary, condition (C1) is justified for most of SV models in practice.

A Auxiliary Lemmas

Lemma A.1. For any a > 0 and 0 < t ≤ 1,

P (St = a) = 0 .

Proof. Let t be a fixed point in [0, 1]. We will prove that P (xt = a) = 0 for any
a ∈ R, where

xt =

∫ t

0

σ(ys)dW
(1)
s −

∫ t

0

σ2(ys)ds.

For some sequence (tn) ↑ t we define

x
(n)
t =

∫ tn

0

σ(ys)dW
(1)
s −

∫ tn

0

σ2(ys)ds+ σ(ytn
)(W

(1)
t −W (1)

tn
).

It is clear that conditionally with respect to Ftn
the random variable x

(n)
t is Gaussian

with the parameters (xtn
, σ2(ytn

)). Hence, one can check directly that

lim
ǫ→0

sup
n≥1

sup
a>0

P
(
x

(n)
t ∈ [a− ǫ, a+ ǫ]

)
= 0 .

Moreover, taking into account that x
(n)
t → xt we get

P (xt = a) ≤ E (1{xt=a} 1
{|xt−x

(n)
t |<ǫ}

) + P
(
|xt − x

(n)
t | ≥ ǫ

)

≤ P
(
x

(n)
t ∈ [a− ǫ, a+ ǫ]

)
+ o(1)
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and Lemma A.1 is proved.

Lemma A.2. Let ι be a continuously decreasing [0, 1] → [0, 1] function with ι(0) =
1. Then for any R

2
+
→ R function A satisfying condition (H2) we have

lim sup
n→∞

∫ n

0

|Ǎ(u, Sι(u/n))| du < ∞ a.s. (A.1)

and

lim sup
n→∞

∫ n

0

∫ n

v

Ǎn(u, v)du dv < ∞ a.s., (A.2)

where Ǎn(u, v) = |A(u, Sι(v/n))| ϕ̃(u, Sι(v/n)).

Proof. We can represent ϕ̃(u, x) as

ϕ̃(u, x) =
1√
2π

√
K

x
φ∗(u, x), φ∗(u, x) = e−

ln2(x/K)
2u

−u
8 .

Now, by condition (C4) there exists γ > 0 and a function Uγ > 0 such that

∫ n

0

|Ǎ(u, Sι(u/n))| du ≤ CU∗
γ

∫ ∞

1

(uγ + 1) e−
u
8 du

+ CU∗
γ

∫ 1

0

(1 + u−γ) e−
ln2(Sι(u/n)/K)

2u du

where U∗
γ

= sup
0≤t≤1

Uγ(St)/
√
St. Taking into account that ι(u/n) → 1 uniformly

in 0 ≤ u ≤ 1 and that the function (St)0≤t≤1 is uniformly continuous we get, that
for sufficiently large n

sup
0≤u≤1

e−
ln2(Sι(u/n)/K)

2u ≤ e−
ln2(S1/K)

8u a.s.

This inequality clearly implies (A.1). To show the inequality (A.2) we note that

∫ n

0

∫ n

v

Ǎn(u, v) du dv =

∫ n

0

∫ u

0

Ǎn(u, v) dv du ≤
∫ n

0

u sup
0≤v≤u

Ǎn(u, v) du .

A same argument can be run again to obtain (A.2) and hence Lemma A.2 is com-
pletely proved.
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B Proof of convergence lemmas

B.1 Proof of Lemma 6.1

Changing variable v = λt and using Lemma A.2 we can show that

lim
n→∞

nβ ̺2β

∫ 1

0

St λ
−1/2
t

ϕ̃(λt, St)dt = 0 a.s. (B.1)

Now we can represent I1,n as

I1,n =

∫ 1

0

θ2
t
λt

−1/2Stϕ̃(λt, St)dt+ o
P
(n−β ̺−2β)

= S1

∫ 1

0

θ2
t
λt

−1/2ϕ̃(λt, S1)dt+ τn + o
P
(n−β ̺−2β)

= S1

∫ λ0

0

v−1/2ϕ̃(v, S1) dv + τn + o
P
(n−β ̺−2β) .

Taking into account here (2.15) we obtain Lemma 6.1.

B.2 Proof of Lemma 6.2

We first check the first equality in (6.4). To do this we rewrite τ1,n as

τ1,n = τ3,n + δ1,n + δ2,n , (B.2)

where τ3,n =
u
∗∫

u∗

σ(yu)SuH1(λu, Su)dW
(1)
u

, δ1,n =
u∗∫

0

σ(yu)SuH1(λu, Su)dW
(1)
u

and

δ2,n =
1∫

u
∗

σ(yu)SuH1(λu, Su)dW
(1)
u

.

Thanks to condition (C3), ̺ = o
(
n

3−µ
2(3µ−1)

)
as n→ ∞ and

sup
n≥1

max
M1≤m≤M2

(
nE

(
Sum

− Sum−1

)2

+ n1/2̺−1 ∆λm

)
<∞.

This allows to show directly that

P − lim
n→∞

nβ̺2β |τ3,n − UN1
| = 0 .

Next, through Lemma A.2 one can show that for any r > 0

lim
n→∞

nr

∫ ∞

l∗
ϕ̃(v, Su(v))dv = lim

n→∞
nr

∫ l
∗

0

ϕ̃(v, Su(v))dv = 0 , (B.3)
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where u = u(v) = 1 − (v/λ0)
4β. This directly implies that both δj,n, j = 1, 2 are

nβ̺2β-negligible and by virtue of Lemma A.2 we obtain the same property for the
Lebesgue integral τ2,n. Hence the proof is completed.

B.3 Proof of Proposition 7.1

Setting εn = n−2β̺−4βl∗, we can represent I2,n as

I2,n =

∫ 1−εn

0

(
γn

t
− Ĉx(t, St)

)
σ(yt)StdW

(1)
t

+̟n ,

where ̟n =
∫ 1

1−εn

(
γn

t
− Ĉx(t, St)

)
σ(yt)StdW

(1)
t . Taking into account that

∣∣∣γn
t
− Ĉx(t, St)

∣∣∣ ≤ 1,

we obtain limn→∞ n2β̺4β E̟2
n

= 0 . Thus, it remains to prove that

lim
n−→∞

n2β̺4β

n∑

j=1

∫ btj

btj−1

E
(
γn

t
− Ĉx(t, St)

)2

dt = 0, (B.4)

where t̂j = min(tj, 1 − εn). First, we introduce the following functions

G1(t) =
n∑

j=1

1

λt

(
xt − xbtj−1

)2

1{btj−1<t≤btj}
,

G2(t) =
n∑

j=1

x2
t

(
λ−1/2

t
− λ

−1/2
btj−1

)2

1{btj−1<t≤btj}
,

G3(t) =
n∑

j=1

(
λ1/2

t
− λ

1/2
btj−1

)2

1{btj−1<t≤btj}
,

where xt = ln(St/K). Clearly,

∣∣∣γn
t
− Ĉx(t, St)

∣∣∣
2

=
n∑

j=1

∣∣∣Φ̃(λt, St) − Φ̃(λtj−1
, Stj−1

)
∣∣∣
2

1{btj−1<t≤btj}

≤ G1(t) +G2(t) +G3(t) .

We can show directly in view of condition (C3) that

n2β̺4βE

∫ 1−εn

0

G1(t)dt ≤ Cn2β−3/2̺4β−1 → 0
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since sup
0≤t≤1

E x2
t
<∞ and

sup
n≥1 ,1≤j≤n

(
n sup

0≤t≤1

E
(
xt − xbtj−1

)2

1{btj−1<t≤btj}

)
<∞.

The particular choice of ε ensures

n2β̺4βE

∫ 1−εn

0

G2(t)d ≤ C
n2β̺4β

n2λ0

(εn)−(4β+1)/4β → 0,

while the convergence of G3(t) can be shown in a similar way.

B.4 Proof of Lemma 8.1

The proof directly follows from Lemma A.2.

B.5 Proof of Lemma 8.2

First, we represent J1,n as

J1,n =

M2∑

m=M1

Sum+1

∣∣∆Φ(vm+1)
∣∣+ ε1,n , (B.5)

where ε1,n =
∑M2

m=M1
(Sum−1

−Sum+1
)
∣∣∆Φ(vm+1)

∣∣ and ∆Φ(vm) = Φ(vm)−Φ(vm−1).

Moreover, setting rm = |∆Φ(vm)| − ϕ(vm) |∆vm|, we can rewrite (B.5) as

J1,n = T1,n + ε1,n + ε2,n , (B.6)

where T1,n =
∑M2

m=M1
Sum+1

ϕ(vm+1)
∣∣∆vm+1

∣∣ and ε2,n =
∑M2

m=M1
Sum+1

rm+1. The

first term in (B.6) can be represented as T1,n = T2,n + ε3,n, where

T2,n =

M2∑

m=M1

1√
λm+1

Sum+1
ϕ(vm+1) |zm|∆λm+1 ,

ε3,n = T1,n − T2,n and zm = λ−1
m

∫ um−1

um

σ(yu)dW
(1)
u

+ q(λm, Sum
). Moreover, by

replacing zm in T2,n with

ẑm =
σ(yum

)

∆λm

∆Wum
+ q(λm, Sum

) ,

we obtain

J1,n = J2,n +
4∑

ι=1

ει,n, where ε4,n = J2,n − T2,n.
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In view of inequality (5.8) and condition (C3)

lim
n→∞

nβ̺2β max
M1≤m≤M2

∆λm = 0 , (B.7)

we can show directly that the term ε1,n, ε3,n converges to zero at rate of nβ̺2β.
Furthermore, using the Tailor expansion we obtain

∣∣ε2,n

∣∣ ≤ CS∗

M2∑

m=M1

∣∣vm+1 − vm

∣∣2 , S∗ = sup
0≤t≤1

St

and for some constant C > 0,

E
∣∣vm+1 − vm

∣∣2 ≤ C

(
1

nλm+1

+
(
λ1/2

m+1
− λ1/2

m

)2

+
(
λ−1/2

m+1
− λ−1/2

m

)2
)
.

Through condition (C3) and the inequality (5.8) we get

P − lim
n→∞

nβ̺2β ε2,n = 0 .

To finish, it remains to prove that

P − lim
n→∞

nβ̺2β

M2∑

m=M1

Sum+1
ϕ(vm+1) |κm − ẑm|∆λm+1 = 0

but this follows directly from limit equality (B.7).

C Justification for Heston’s models

We will prove directly that E y∗ < ∞. In the sequel, we will make use c1, c2, ... for
positive constants. For this aim, introduce the process ψt = yt∧τN

, where τN is a
stopping time defined by

τN = inf{t ≥ 0 : |yt| ≥ N} ∧ 1

for N > 0. Note that ψt is the solution of the following SDE dψt = Atdt + υBtdZt

with
At = a(b− αyt)1t≤τN

, Bt =
√
yt 1t≤τN

.

It is easy to see that |As| ≤ c1 +c2ψ
∗
t , where the maximal process ψ∗

t = sup
0≤s≤t

|ψs|.
Consequently, for 0 ≤ u ≤ t ≤ 1,

|ψu| ≤ c1 + c2

∫ t

0

ψ∗
sds+ υ sup

0≤u≤t

∣∣∣∣
∫ u

0

BsdZs

∣∣∣∣ .
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Therefore,

E|ψ∗
t | ≤ c1 + c2

∫ t

0

Eψ∗
sds+ υ

√
E sup

0≤u≤t

∣∣∣∣
∫ u

0

BsdZs

∣∣∣∣
2

.

Taking into account that B2
s = ψ2

s1s≤τN
≤ ψ∗

s and using Dood’s inequality we get

Eψ∗
t ≤ c1 + c2

∫ t

0

Eψ∗
sds+ c3

√∫ t

0

Eψ∗
sds ≤ c4 + c5

∫ t

0

Eψ∗
sds.

Thanks to Gronwall-Bellman’s inequality one obtains Eψ∗
t ≤ c6, where c6 is some

positive constant independent of N . Hence

E sup
0≤t≤1

|yt∧τN
| = Eψ∗ ≤ c6.

Note that sup
0≤t≤1

|yt∧τN
| converges to sup

0≤t≤1
|yt| = y∗ as N → ∞. Then Fatou’s

Lemma allows us to conclude that

E y∗ ≤ lim inf
N→∞

E sup
0≤t≤1

|yt∧τN
| <∞

and model (10.6) enjoys condition (C1).

D Orstein-Uhlenbeck’s processes

Lemma D.1. Suppose that σ(z) ≤ M(1 + |z|) for all z with some constant M > 0
and let yt be an Orstein-Uhlenbeck process

dyt = (a− byt)dt+ dZt, y0 = 0

with some constants a, b > 0. Then, for all

0 < α <
b2

2M2(2b+ a2)

we have

E exp

{
α

∫ 1

0

σ2(ys)ds

}
<∞.

Proof. Because of the linear growth condition, it suffices to prove that

E exp

{
2αM2

∫ 1

0

y2
sds

}
<∞
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for suitable values of α > 0. Remark that for all y,

(a− by)y ≤ a2

2b
− b

2
y2.

Then, by adapting Proposition 1.1.5 in [25], p. 24 we can show that

E|yt|2m ≤ m!

(
2

b
+
a2

b2

)m

It follows that

E exp

{
2αM2

∫ 1

0

y2
sds

}
≤
∑

m=0

(α2M2)m

m!
E|yt|2m

≤
∑

m=

(
2

b
+
a2

b2

)m

(α2M2)m <∞

if

0 < α <
b2

2M2(2b+ a2)
.

Note that if yt admits mean-reverting property then b takes very big values. There-
fore, in this context, it is possible to choose α > 3/2 +

√
2 as requirement of Propo-

sition 4.3.
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