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Abstract: With the increase of flexibility and productiorteq, the complexity of manufacturing systems
reached a point where the operator in charge gbtbéuction activity control of the system is nbteato
forecast efficiently the impact of his decisionstba global performances. As a matter of fact, nzore
more Decision Support Systems (DSS) are develogednuch in literature or industrial applications.
DSS have one common point: the initialization aitHorecasting functionality is based on data aami
from the manufacturing system. Furthermore, thiduie is fundamental, as it has a direct impadhen
accuracy of the forecasts. Considering the vaoéipput and output data, a data processing issserg

to adapt those coming from the manufacturing sysfém aim of this paper is to present several aesig
approaches enabling the integrator of a new maturfag system to speed up the implementation, with
the idea of automate and systematize the maximwwigrni@hases thanks the model driven engineering.

Keywords: Decision support systems,
engineering, Model transformation, Observers.

Data processing, Matwiag systems,
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1. INTRODUCTION

With the increase of flexibility and production eat the
complexity of manufacturing systems reached a pammgre
the operator in charge of the production activitytcol of the
system is not able to forecast efficiently the ietpaf his
decisions on the global performances.

As a matter of fact, more and more Decision Supggstems
(DSS) are developed, as much in literature or itrgs

At last, the problem of response time is very int@or when
dealing with short-term DSS. Indeed, as the fortscase
made on short horizons, the data processing habeto
shortened so that the operator can make his decsicearly
as possible.

The aim of this paper is to present several desproaches
enabling the integrator of a new manufacturing esysto
speed up the implementation. The idea is to au®raat
systematize the maximum design phases so thattiety of

applications. Each DSS has its own performance auéta atthe entrance and at the exit of the dateegsing can

hypotheses, but they have one common point:

the reduced. These approaches are mainly base orlMod

initialization of their forecasting functionalitysibased on Driven Engineering (MDE).

data coming from the manufacturing system. Furtioeem
this feature is fundamental, as it has a directaichpn the
accuracy of the forecasts.

As the data available on the system are generatiylinectly
usable in the initialization of the DSS, a datagessing is
necessary to adapt the data (Fig.1). The majorcdif§ is
that the entrance data are each time different,nwthese
needed by the DSS are also each time different.

System Data

DSS

Data
processing

Fig. 1. Initialization of a Decision Support System

First section of this paper shows several exampfeBSS
found in literature, in order to show the diversitf
applications and data involved. Second section &tin@s the
problems of data processing. Third section suggests
alternative architectures enabling an efficienadabcessing,
according to the application aimed. Finally, lagtiction
exposes the design approaches suggested to help the
implementation of the most complicated (but alse thost
efficient) solutions presented in third section.

2. MANUFACTURING SYSTEMS AND DSS

When a disruption occurs on a manufacturing sysiens,
generally necessary to take decisions. Many Daetisio
Support Systems can be found in literature. Thictice
introduces some of the most used and detail theegging of
data needed to feed them.

Some kinds of DSS use online simulation. The perégrce
of online simulation, base on short term decisicasulated



by discrete-event simulators, is known for seveedades. It
has been recently experimented on large scale systéa
observers (Cardinet al., 2009). On specific problems,
(Mahdavi et al. 2010a), (Mahdavi et al. 2010b) dee
initialization a list of past events and a foreedstist of
probable future events. In (Chorg al., 2003), when a
disruption occurs, several new schedules are catmll A
discrete-event simulator evaluates them before sihgathe
most adequate for the decision.

Another kind of DSS refers to the field of artifiti
intelligence via fuzzy logic (Mok, 2009) (Garavalli999) or
artificial neural networks. The applications ar@eyifrom the
definition of a sensors fault tolerant control (Msg2009) to
the prediction of drill wear from thrust force armdtting
torque signals (Yang et al.,, 2009). These systesed ra
learning phase, generally obtained with an obsemwaif the
states of the system along the production (Pielrég82).

This short study intends to show that the differ&@8S
encountered in literature need various data corfriig the
manufacturing system. Furthermore, the set of dateery
variable, can be huge, and the precision requisedarious
(mean load of a buffer / identification of the puats present
in the buffer, for example).

3. THE PROBLEM OF AVAILABILITY OF
DATA FOR DSS INITIALIZATION.

This section delineates the problematic. To illtgtrthis, a
simple case study is presented, based on a comyveystem
with a workstation in derivation. This example wié later
used to illustrate the concepts which will be depel in
section 4.

3.1 Introduction

As shown on figure 3, the physical structure of th
workstation is made of 2 conveyors, 3 sensors asiwfper.
When a part reach sensor 1, and if workstationavaslable,
then stopper 1 let the part go and the divergenakemthe
part enter the station.

Workstation1 g

Product

Sensor1 Sensor3
Divergence

N e
\

Fig. 2. The example of a workstation

3.2 Datain a manufacturing system

A manufacturing system is constituted of many dath,
variable nature and localization. Among the mosissical
data, data coming from the sensors, coming from t
actuators or data coming from the production astigontrol,
such as the state of execution of the manufactuohalgrs,
could be cited. It is theoretically necessary ttrigge the

values of all these variables to define, at timahe set

Sysem (1) » corresponding to the state of the system.

Inside this set, the subset of observable sGjggt)

contains all the values of the variables that candrieved at
time t. These data can be located in the contreicdse (and
thus generally easy to retrieve via protocols sashOPC,
MODBUS, etc...) or in the MES database for example.

Non-observable states subs&,,(t) contains all the

variables which value cannot be retrieved at tim&hen

some variables are inside this subset at any somg can be
part of one set or another, depending on the cersiddate.
The most classical example is the location of & par a

conveyor with a minimalist control. Its exact pasit is

known when it is in front of a sensor; no data disegive

the exact location of the part between two sensors.

The state of the system can thus be defined asrtios of
both the subsets previously defined:

Sg/stem (t) = Sobs (t) 0 Smobs (t)

®) =0

1)
Sobs (t) n Su

With: nobs @)

3.3 Concurrent data representation in the control

Among all the data available on the control systésh,us
focus on the implementation of the resource shaidhg
workstation 1. Different classical implementatioesuld
indeed be considered.

Fig. 3 shows three different ways to code the aightion
for a part to enter the station. These three exasnple all

written using the same IEC 61131-3 SFC language to

facilitate the reading, but the reader should kisemind in
the following that the language could furthermore b
different.

Using an additional sensor

Note:
*(Stopperi=true) means the
parts are blocked
*(Goln=true) means the parts
can enter the station

sensor2.sensor2b

stopperl := false
Goln := true

sensor1

Us

ing a Counter

L nbProd<3 TbProd=3
nbProd := nbProd+1 [rsensor
13 | stopperl :=false || 21 stopper1 := false
Goln := true Goln := false
sensor2
sensor1 sensor1

stopper1 := false
Goln := true

sensor1

Counter decrease si performed
in another Grafcet

sensor1

fﬁg. 3. Three ways of coding a workstation entrance

First way is to evaluate the activation delay af #ntrance
sensor. When a critical threshold is reached, thdos is



considered as full. Second way, more classicals use
counter, representing the number of part presentha

station. The increment of the counter is represknthe

decrement is located in the exit_station’s prograhitd way

uses a second sensor (2b), located just after s€)sdVhen

both sensors are active at the same time, thestétion is

considered as full.

initializing the DSS is an important feature to ta&en into
account when implementing the DSS.

To face these issues, next section introduces @swlisbes
several alternatives about data processing for DSS.

4. DATA PROCESSING TO INITIALIZE DSS

In this section, various architectures, and th®caged data

S, (t) differs between the 3 examples, alternativelprocessing, are presented with the objective toalie a

containing variables such as
“sensor2b”, “stopperl” or “nbProd".

“sensorl”,

If the DSS requires data about the state of theasta buffer

(“ful”’/"not  full’/"empty”), one variable (“nbProd’), two

variables (“sensor2” and “sensor2b”) or the actoratime of
a SFC step alternatively are to be retrieved. Hawnethese
data needs to be adapted to fit the need of the DSS

“sensor2

PSS coupled to a manufacturing system. Indeed rdogpto
the content ofS, (t) and the requirements df, . (t),

obs
the architecture can be quite different.

The illustrations are based on the example predentehe
previous section.

4.1 First solution: direct state transfer

So although these three ways of coding have theesamne easiest solution (Fig.4) to implement is tdidtize the

behavior, they cannot enable the implementatioangf DSS
directly connected to the control.

3.4 Requirements of DSSand the need for data adaptation

This following example is based on a DSS, whichused
when a part has to enter the station and the bistfedl. This

DSS provides data to decide whether it is bettewad for

the station to get available — thus blocking thHeeotparts on
the conveyors — or to stay on the conveyor and nuale
more lap before attempting again to enter themstati with a
high level of risk for another part to have entetieel station
before. This kind of decision is relatively trickys it

involves a lot of parameters.

To be able to provide the most accurate data, ©8 Deeds a
set of data coming from the system for its iniiation: this

set is denote® e (1). This set depends on several

parameters, such as the nature of the DSS, theaiethe
objective of the question asked to the DSS. ObWgitsdoes
not correspond to the whole set of data composiagtate of
the whole system:

Sysen(t) = Seeea (1) U Sio_neeciea (1) (3)

Considering the DSS of the example, it is obvicuet the
decision must be short-term. Thus, an importantaztaristic

of the data adaptation betwee 4., (t) and S, (t)is

the response time. Indeed, a long response tiogdas a
bias in the prevision, which has to be reduced miramum

value. As a matter of fact, ifS e (t) N Syops(t) Z D,
then a reconstruction, potentially time consummgeeded.

3.5 Problematic

The last section clearly stands the three majaressthat
have to be faced when implementing a DSS on artirgxis
control. Firstly, the list and the nature of therizbles
necessary for the initialization of the DSS are gyelty
completely different for one DSS to another. Sedpnthe
correspondence with the data available in the systetate is
difficult to establish. Finally, the response timir

DSS directly with the state of the variables camdi in the
control of the systerB, (t). The difficulty is to have a
control and a DSS which deal with the same vargble

the DSS cannot access variables value
fromS, s (t) , and cannot either reconstruct them, having

no data about the evolution of the variables valhefore t.
The previsions of the DSS are thus less preciskessirthe
control provides a lot of data, which is generatkpensive to
implement.

Indeed,

Data Processing

f_u\

Real time
updating

DSS

Fig. 4. Direct data transfer

As shown on Fig 4, a linking between data is neargsS his
linking is made once, and enables relationshipaden the
variables of the system and the variables of thes.DI$
answers the concerns explained in section 3.3.

4.2 Second solution: Using the history of events

To get some data included 5, (t) , a solution is to work

with the history of the data of the system. Thistdny is
stored along the production, and processed wheD8t® is
initialized (Fig. 5).

The example of the parts on a conveyor is revealikigen
the DSS is initialized, the last occurrences ofd¢hrance and
exit sensors are processed. Associated with thedspethe
conveyor, the position of the items can be recaotd with

a simple regression. The content of the buffer m a
accumulation conveyor can also be retrieved with ghme
data.

Obviously, the data linking is still necessary when
parameterizing the connection between the systedntlae
DSS. However, the data processing is also compoféuke



state reconstruction, which can be long to procéss.a
matter of fact, this solution is not always combplatiwith
applications for a very short-term DSS. Another jem
remains in the amount of data to be stored dutieglife of
the system.

Real time Data Processing
updating

historical |

Fig. 5. Using a history of states.
4.3 Third solution: Using a generic state reconstructor

The third solution presented relies on the sama, idat tries

to discard the problem of time consumption and daieage.

This solution (Cardin, 2007) enables to reconstract
Ssygem (t) as complete as possible of the system thanks to an

observer, also called state reconstructor. Thee stéitthe
observer can therefore be considered, at any tjnas the

closest image 05, (t) possible.

The initialization of the DSS (Fig. 6) is thus sianito the
first solution, based on a direct data transfewbenh the state

of the observer and the DSS, with a very short data
processing.

Realtime DSS 1

updating _
Observer '

Data Processing

possible. Furthermore, this should decrease theleaity of
design of the observer, as the number of variagivesild be
decreased.

The method consists thus in integrating the modethe
considered DSS data structure as the data struofutbe
observer (Fig.7).

The main issues of such a solution are:

1. A supplementary observer has to be designed each

time a new DSS needs to be implemented on the
system, as the observer are dedicated to specific
DSS;

The design of the observer, although less time
consuming because shorter, is even more complex
as the data structure of the DSS has to be inegyrat

Real time
dat ng

Observer1

Data Processing

Fig. 7. DSS-oriented observer

Dss 2 4.5 Conclusion about these solutions of data processing
from a manufacturing system to the corresponding DSS

As mentioned above, several ways are possible &b wig¢h
the identified problem, from the most simple to thest
efficient. The main difference stands in the positdf both

the state reconstruction and the data linking. Tauate the

Fig. 6. Using a generic observer

relevancy of implementation of one solution on al rease,

four factors can be compared:

This solution is very efficient, but two main issugmain:

1. The design of the observer is a difficult taskttzes
mechanisms of synchronization between the
observer and the control are hard to establish;

2. The data linking is still present, as it is necegsa
establish the relationships between variables each
time a new DSS has to be implemented.

4.4 Fourth solution: DSS-oriented observer

The need of the chosen DSS for variables belonging
to S,ps(f), and thus the need for state

reconstruction;

The compliance with the real-time requirements of
short term DSS;

The genericity of the approach;

The complexity of design of the solution.

Table 1 classifies, for each of the suggested isolsit the

level of these factors.

In order to overcome this last issue, the idea twadstegrate

the linking of the data directly in the design phasf the The levels of the factors are very dependant otieethat is
observer. The objective is to go from the statthefobserver meant for the DSS. However, it underlines thatdgblitions

considered, at any time t, as the closest imag&gf,, (t)

with the observers are interesting. Their majorwiack
remains

the design complexity, which makes their

possible as it was the case before, to the stateecdbserver jmplementation quite impossible at wide range. Nesdtion

considered, at any time t, as the closest imag&gf,., (t)

presents design approaches proposed to faciliesegml of

both the generic and the DSS-oriented observers.



Table 1. Comparison of the solutions

_ 25| Eg |2e8| 53
Solution : 8s2c | B35 |62 | oa
n 9 .8 © = Cws Q o =
o o) (O] [} [a) 5
o @ 8 O © o
Direct transfer No Yes No Very
low
Direct transfer
with historical Yes No No Low
reconstruction
Generic Observe Yes Yes No High
DSS-oriented Very
Observer ves Yes Yes high

5. DESIGN APPROACHES

This section intends to present a generic desigmoagh,
declined in two versions depending whether it dedth a
generic observer or a DSS-oriented observer.

These approaches are based on Model-Driven Engigeer

(MDE) and have the originality to systematize a bglo
design, including control and state reconstrucforease the
designer work, as many steps as possible are ateédma

5.1. Designing a generic observer

This first approach was presented in (Adetral., 2011). The
aim of the authors was to create a design flowsgmed in
Fig. 8, automating the generation of the contralecand the
observer.

Modeng

Xml

\ mpo rt
Observe
Model
Obseruer

Fig. 8. Design flow of a generic observer

This flow enables the end user to generate a cuzibie
observer, with all the links with the control aldga
established, only based on the UML description loé t
conveying system, as described in (Lalliehal., 2007).

Using the same standard as (Lalliceh al., 2007)
interesting, as it allows to reuse their resultsubcontrol
code generation. This parallelism of generationthis key
point for an easy establishment of the links betwéae
control and the observer.

Considering the example Fig 2, the designer firstiets the
conveying system (Fig. 9). This model contains thie
relationships between components, their position tba
conveyor, the tasks they can perform and all thaildeon the

implementation which can be useful (such as the PL

technology and the language that is wished for @@m

% platform: fresourcefmick/Virage_INCOM, component
- Syskem
= ‘ Syskerm Component Yirage
= 9 Effective Cantextual Component CCE_Conveyor_1
+-{'p0 Graphic Yiew GY_CCE_Convl
+] h Conveyor Convl
= %? Sensor Sensorl
& Command Input CI_C001
+-pg Material Wigw My _C002
+- ¥ D& Stopper Stopperl
= 9 Effective Contextual Component CCE_Conveyor _2
+-{'p0 Graphic Yiew GY_CCE_Conv2

Fig. 9. Component-based model of a workstation

Fig. 10 shows the control technology model, comtajrall
the basic components and the detail of the 1/Oscard

= " System Control
=-4#% automate Automatel
=< Rackn
=< Inpuk Card 1
<8 [npuk 1
+8 Input 2
=)< Cukput Card 1
B Qutpuk 1

Fig. 10. Control technology model

The biggest advantage of this solution, originaitgnded for
an industrial integrator of automated facilitiess io
systematize, automate and accelerate the impletr@nian
the customer site by the designer. Furthermors, dbsigner
only has to be trained to model the system he imeids,
without any knowledge about code generation.

However, a long part of the job is made off-lineaiprevious
phase, by a specialist of code generation. Thigial,
called modeler, has in charge to build the toolksduy the
designer (such as those shown Fig.10 and Fig. dd)tlse
model transformations to generate the codes.

The components he generates have to be generfasthey
can be reused. This reusability is crucial: indedus
approach gives better and better results each ftinee
developed tools for one application are used agaia new
implementation.

Using this approach of parallel generation of calntode and
observer is very helpful to establish the necesdarly

between the observer and the control for synchatio.

Thus, the data linking problem is reduced, as tbstrol

primitives are always coded in the same way. Howete
data linking is not totally solved, as the link vithe DSS is
not yet established.

Furthermore, another drawback relies in the geitgrof the
observer: as it is intended to be synchronized thiéhwhole
system state, the observer model, although custinsz
remains very complex, and therefore hard to appethe

5.2 Designing a DSS-oriented observer
is section intends to show how the flow introdiidey

Adam et al., 2010) can be modified in order to cope with
both the drawbacks that were shown in previousaecthe



idea is to model the DSS (whose result is finalbse to the

a simple solution for the designer in charge of

content of subsé. .., (t)) in the early modeling phase, soimplementation requires a higher load for the medeb

that its features can be used in the model tramsfton
based generation (Fig. 11).

Xml

4 pc

ﬁ\ink

Observer

Logic
Control
System Model
model +

DSS data Xml

Import
Observer .
Model

Fig. 11. DSS-oriented observer and control gerarati

information

The components defined by the modeler are instadtiby
the user. Several views are attached to each caenpdiach
view contains parameters of the system, groupedrdicty to
their characteristics (Lallicast al., 2007). To include the
DSS data, a new view has to be created. This \gefiled

with all the data 08 ., N S eeq Which are needed to

initialize the DSS. This set of data will be usedotient the
observer, which will thus only observe the datadeeeand
shrink.

Obviously, the content of the view being dependenthe
DSS, this view has to be enriched with the desonpbf
each new DSS that is meant to be implemented.

5.3 Conclusion about the design approaches

If the second approach is globally more efficietite
difficulty for the designer is generally to moddiet data
needed by the DSS. However, this is often relatiedse to
those modeling the system by itself.

The modeler deals with a greater difficulty. Indeede
observer, being a simulation model, is classicgiyerated
using templates. The component-based generatioesrtak

use of simulation templates coherent, as almosth €3 hdavi

component can be identified to a specific templathe
definition of templates is the hardest task of épproach of
the generic observer.

The case of DSS-oriented observer often requirelécded

templates, as the observation functions of eaclplem are

not compatible with the templates correspondindnaitother

DSS. This forces the modeler to build as many tatepl
libraries as DSS modeling views. However, the textgsd are
generally simpler, as the functions are less comgige to

the component based approach.

CONCLUSION AND FUTURE WORKS

The aim of this paper is to formalize and suggestt®ns
for the data processing between a manufacturintgisyand
a coupled DSS. The suggested solutions were dekifpre
considering multiple implementations of relativetfose
systems.

As a matter of fact, as many procedures as possible
designed for simplicity and reusability. Of courdesigning

prepare the procedures.

This work is intended to be applied with an indias$tr
integrator. Evaluation of the performance of thestutions
will be performed with the actual designers and ebexs in
order to spot the drawbacks of these approaches.
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