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Abstract

We show that any compact quantum group having the same fusion rules as the ones of
SO(3) is the quantum automorphism group of a pair (A,ϕ), where A is a finite dimensional
C∗-algebra endowed with a homogeneous faithful state. We also study the representation
category of the quantum automorphism group of (A,ϕ) when ϕ is not necessarily positive,
generalizing some known results, and we discuss the possibility of classifying the cosemisimple
(not necessarily compact) Hopf algebras whose corepresentation semi-ring is isomorphic to
that of SO(3).

1 Introduction and main results

The quantum automorphism group of a measured finite dimensional C∗-algebra (A,ϕ) (i.e. a
finite-dimensional C∗-algebra A endowed with a faithful state ϕ) has been defined by Wang in
[24] as the universal object in the category of compact quantum groups acting on (A,ϕ). The
corresponding compact Hopf algebra is denoted by Aaut(A,ϕ).

The structure of Aaut(A,ϕ) depends on the choice of the measure ϕ, and the representation
theory of this quantum group is now well understood [2, 3], provided a good choice of ϕ has been
done, namely that ϕ is a δ-form (we shall say here that ϕ is homogeneous, and that (A,ϕ) is a
homogeneous measured C∗-algebra). Banica’s main result in [2, 3] is that if ϕ is homogeneous and
dim(A) ≥ 4, then Aaut(A,ϕ) has the same corepresentation semi-ring as SO(3). See also [12].
The result can be further extended to show that the corepresentation category of Aaut(A,ϕ) is
monoidally equivalent to the representation category of a quantum SO(3)-group at a well chosen
parameter, see [13].

Then a natural question, going back to [2, 3] and formally asked in [4], is whether any compact
quantum group with the same fusion rules as SO(3) is the quantum automorphism group of an
appropriate measured finite-dimensional C∗-algebra. The main result in this paper is a positive
answer to this question.

Theorem 1.1. Let H be a compact Hopf algebra with corepresentation semi-ring isomorphic to
that of SO(3). Then there exists a finite dimensional homogeneous measured C∗-algebra (A,ϕ)
with dim(A) ≥ 4 such that H ≃ Aaut(A,ϕ).

Recall that if G is a reductive algebraic group, a G-deformation is a cosemisimple Hopf
algebra H such that R+(H) ≃ R+(O(G)), where R+ denotes the corepresentation semi-ring.
The problem of the classification of G-deformations has been already studied for several algebraic
groups: see [25, 1, 20, 7] for SL(2), [19, 17] for GL(2), and [18] for SL(3). Thus Theorem 1.1
provides the full description of the compact SO(3)-deformations.

The next natural step is then to study the non-compact SO(3)-deformations. For this pur-
pose we study the comodule category of Aaut(A,ϕ) with ϕ non necessarily positive and give a
generalization of the results from [2, 3, 8, 13] (together with independent proof of these results),
as follows (see Section 2 for the relevant definitions).
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Theorem 1.2. Let (A,ϕ) be a finite dimensional, semisimple algebra endowed with a normaliz-
able measure ϕ, with dimA ≥ 4. Then there exists a C-linear equivalence of monoidal categories

Comod(Aaut(A,ϕ)) ≃
⊗ Comod(O(SOq(3)))

between the comodule categories of Aaut(A,ϕ) and O(SOq(3)) respectively, for some well-chosen
q ∈ C

∗.

We have not been able to show that all SO(3)-deformations arise as quantum automorphism
groups as in the previous theorem. However see Section 5 for partial results in this direction.
Note that the monoidal reconstruction theorem of Tuba-Wenzl [23], which discuss the related
but non equivalent problem of determining the braided semisimple tensor categories of type B,
cannot be used in our setting, where the existence of a braiding is not assumed.

This paper is organized as follows: in Sec. 2, we fix some notations and definitions, state
some basic facts about compact Hopf algebras, finite dimensional algebras and we recall the
construction of the quantum automorphism group of a finite dimensional, semisimple, measured
algebra. Theorem 1.1 is proved in Sec. 3, thanks to a careful study of the fusion rules of
SO(3). In Sec. 4, we prove Theorem 1.2 by building a cogroupoid linking these Hopf algebras
and studying its connectedness and in Sec. 5, we prove some classification results about Hopf
algebras having a corepresentation semi-ring isomorphic to that of SO(3).

2 Preliminaries

2.1 Compact Hopf algebras

Let us recall the definition of a compact Hopf algebra (see [15]):

Definition 2.1. 1. A Hopf ∗-algebra is a Hopf algebra H which is also a ∗-algebra and such
that the comultiplication is a ∗-homomorphism.

2. If x = (xij)1≤i,j≤n ∈ Mn(H) is a matrix with coefficient in H, the matrix (x∗ij)1≤i,j≤n is
denoted by x, while xt, the transpose matrix of x, is denoted by x∗. The matrix x is said
to be unitary if x∗x = In = xx∗.

3. A Hopf ∗-algebra is said to be a compact Hopf algebra if for every finite-dimensional H-
comodule with associated multiplicative matrix of coefficients x ∈ Mn(H), there exists
K ∈ GLn(C) such that the matrix KxK−1 is unitary.

Compact Hopf algebras correspond to Hopf algebras of representative functions on compact
quantum groups. In this paper, we only consider compact quantum groups at the level of compact
Hopf algebras.

2.2 Finite dimensional semisimple algebras

In this subsection, we collect some facts about finite dimensional algebras and introduce some
convenient notations and definitions.

Definition 2.2. Let A be an algebra. A measure on A is a linear form ϕ : A→ C such that the
induced bilinear form ϕ ◦m : A⊗A→ C is non degenerate. A measured algebra is a pair (A,ϕ)
where A is an algebra and ϕ is a measure on A.

The following definition will be useful:

Definition 2.3. Let (A,ϕ) be a finite dimensional semisimple measured algebra. Let δ̃ : C →
A⊗A be the dual map of the bilinear form ϕ ◦m. We define the application

ϕ̃ := (ϕ ◦m) ◦ (m⊗ idA) ◦ (idA ⊗ δ̃) : A→ C.

Then
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• We say that (A,ϕ) is homogeneous if there exists λA ∈ C
∗ such that ϕ̃ = λAϕ.

• We say that (A,ϕ) is normalized if ϕ̃ = ϕ(1A)ϕ.

• We say that (A,ϕ) is normalizable if (A,ϕ) is homogeneous and ϕ(1A) 6= 0.

We say that a measured C∗-algebra (A,ϕ) is homogeneous (resp. normalized) if ϕ is homogeneous
(resp. normalized) and positive.

Remark 2.4. It is a consequence of Cauchy-Schwarz inequality that a homogeneous and positive
measure on a C∗-algebra is always normalizable.

Example 2.5. The canonical trace used by Banica in [2] is homogeneous, as well as the δ-forms
from [3].

Finite dimensional semisimple measured algebras can be described in term of a more concret
object.

Definition 2.6. Let 0 < d1 ≤ · · · ≤ dn be some nonzero positive integers. We call a multimatrix

an element E = (E1, . . . , En) ∈
n⊕

λ=1

GLdλ(C). If tr(−) is the usual trace, we denote:

Tr(E) :=

n∑

λ=1

tr(Eλ), trE := ⊕tr(E−1t
λ −)

E−1 := (E−1
1 , . . . , E−1

n ), Et := (Et
1, . . . , E

t
n)

and we say that E is positive if each Eλ is positive.

Let us recall some well known results.

Lemma 2.7. Let A be a finite dimensional C∗-algebra. Then there exist some nonzero positive
integers 0 < d1 ≤ · · · ≤ dn such that

A ≃

n⊕

λ=1

Mdλ(C)

If ϕ : A → C is a measure, then there exists a multimatrix E = (E1, . . . , En) ∈
n⊕

λ=1

GLdλ(C)

such that ϕ = trE , and ϕ is positive and faithful if and only if Eλ is positive for all 1 ≤ λ ≤ n.

Notation 2.8. For a multimatrix E ∈
n⊕

λ=1

GLdλ(C), we denote by AE the algebra
n⊕

λ=1

Mdλ(C),

and we denote by (ekl,λ)kl,λ its canonical basis.

The following lemma translates the definition 2.3 in term of multimatrices.

Lemma 2.9. Let E = (E1, . . . , En) ∈
n⊕

λ=1

GLdEλ
(C) be a multimatrix. Then:

1. (AE , trE) is homogeneous if and only if tr(Eλ) = tr(Eµ) 6= 0, for all λ, µ = 1, . . . , n

2. (AE , trE) is normalized if and only if Tr(E−1) = tr(Eλ), for all λ = 1, . . . , n

3. (AE , trE) is normalizable if and only if there exists ξ ∈ C
∗ such that Tr((ξE)−1) =

tr(ξEλ) 6= 0, for all λ = 1, . . . , n
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Proof. The linear map δ̃ : C → A⊗A is given by

δ̃(1) =
n∑

λ=1

dEλ∑

k,l,r=1

Elr,λekl,λ ⊗ erk,λ.

Then ϕ̃ is is given by
ϕ̃(ekl,λ) = tr(Eλ)E

−1
kl,λ = tr(Eλ)ϕ(ekl,λ)

Hence, ϕ̃ coincides with trE up to a nonzero scalar if and only if E is homogeneous, which proves
the first claim. The second claim follows from

trE(1A) = Tr(E−1).

The last claim is now immediate.

From now, we say that a multimatrix E, as well as the induced measure trE, is homoge-
neous (resp. normalized, normalizable) if the measured algebra (AE , trE) is homogeneous (resp.
normalized, normalizable).

2.3 The Quantum automorphism group Aaut(A,ϕ)

We can now recall the construction of the quantum automorphism group Aaut(A,ϕ) for a finite
dimensional, semisimple, measured algebra (A,ϕ) from [24].

Proposition 2.10. Let (A,ϕ) = (AE , trE) be a finite dimensional, semisimple, measured algebra
and let (eij,λ)(ij,λ) be its canonical basis. The quantum automorphism group Aaut(A,ϕ) is defined

as follows. As an algebra, Aaut(A,ϕ) is the universal algebra with generators Xij,λ
kl,µ (1 ≤ λ, µ ≤ n,

1 ≤ i, j ≤ dλ, 1 ≤ k, l ≤ dµ) submitted to the relations

dν∑

q=1

Xrq,ν
ij,λ X

qs,ν
kl,µ = δλµδjkX

rs,ν
il,µ ,

n∑

µ=1

dµ∑

k=1

Xij,λ
kk,µ = δij ,

n∑

µ=1

dµ∑

k,l=1

E−1
kl,µX

kl,µ
ij,λ = E−1

ij,λ,

dλ∑

r,s=1

Ers,λX
kp,µ
ir,λ X

ql,ν
sj,λ = δµνEpq,µX

kl,µ
ij,λ .

It has a natural Hopf algebra structure given by

∆(Xkl,µ
ij,λ ) =

n∑

ν=1

dν∑

p,q=1

Xkl,µ
pq,ν ⊗Xpq,ν

ij,λ , ε(X
kl,µ
ij,λ ) = δikδjlδλµ, S(X

kl,µ
ij,λ ) =

dλ∑

r=1

dµ∑

s=1

E−1
rj,λEls,µX

ri,λ
sk,µ

and the algebra map αA : A→ A⊗Aaut(A,ϕ) defined by

αA(eij,λ) =

n∑

µ=1

dµ∑

p,q=1

epq,µ ⊗Xpq,µ
ij,λ

is a coaction on A such that ϕ is equivariant.
If (H,α) is a Hopf algebra coacting on (A,ϕ) with an algebra morphism α : (A,ϕ) → (A,ϕ)⊗

H, then there exists a Hopf algebra morphism f : Aaut(A,ϕ) → H such that (f ⊗ idA) ◦αA = α.
If moreover E is positive, Aaut(A,ϕ) is a compact Hopf algebra for the ∗-structure

(Xij,λ
kl,µ)

∗ = Xji,λ
lk,µ.

Then αA is a ∗-morphism and if H is a compact Hopf algebra, f is also a ∗-morphism.

4



Example 2.11. 1. If Xn is the set consisting of n distinct points and ψ is the uniform proba-
bility measure on Xn, then Aaut(C(Xn), ψ) is the quantum permutation group on n points,
see [24].

2. Let (A,ϕ) = (M2(C), tr). Then Aaut(A,ϕ) ≃ O(PSL2(C)) ≃ O(SO3(C)). See [2, 11].

3. Let q ∈ C
∗ and

Fq :=

(
q−1 0
0 q

)

Denote trq := trFq . Then we have Aaut(M2(C), trq) ≃ O(SOq1/2(3)).

Remark 2.12. 1. Let (AE , trE) be a finite dimensional, semisimple, measured algebra, where
E = (E1, . . . , Eλ0

, . . . , En). Then we have a Hopf algebra surjection

Aaut(AE , trE) → Aaut(AEλ0
, trEλ0

)

given by

Xij,λ
kl,µ 7→

{
δλµX

ij
kl when λ = λ0

δλµδikδjl otherwise

2. In view of the relations defining Aaut(AE , trE), we have Aaut(AE , trE) = Aaut(AξE , trξE)

for all ξ ∈ C
∗. Then if E ∈

n⊕
λ=1

GLdEλ
(C) is normalizable, there exists F ∈

n⊕
λ=1

GLdEλ
(C)

normalized such that AE = AF and Aaut(AE , trE) = Aaut(AE , trF ).

According to the properties of the trace, we have the following result:

Proposition 2.13. Let E,P ∈
n⊕

λ=1

GLdλ(C) be some multimatrices. Then AE = APEP−1 and

we have a Hopf algebra isomorphism

Aaut(AE , trE) ≃ Aaut(AE , trPEP−1)

Proof. The first assertion is obvious, and the rest follows from the universal property of the
quantum automorphism group, with respect to the base change induced by the linear map
M 7→ P tMP−1t and the fact that trE(P

tMP−1t) = trPEP−1(M).

3 SO(3)-deformation: the compact case

This section is devoted to the proof of Theorem 1.1 which classifies compact SO(3)-deformations.

Let us describe the fusion semi-ring R+(O(SO(3))): there exists a family of non-isomorphic
simple comodules (Wn)n∈N such that:

W0 = C, Wn ⊗W1 ≃W1 ⊗Wn ≃Wn−1 ⊕Wn ⊕Wn+1, dim(Wn) = 2n+ 1, ∀n ∈ N
∗

We aim to prove the following proposition:

Proposition 3.1. Let H be a compact SO(3)-deformation with simple comodules (Wn)n∈N as
above. Put A = C⊕W1. Then there exist H-colinear maps

A⊗A→ A, C → A, ϕ : A→ C

making (A,ϕ) into a measured H-comodule algebra.
Moreover, there exists an antilinear map ∗ : A→ A making A into a ∗-algebra and such that

1. ϕ is positive, so that A is a C∗-algebra,
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2. (A,ϕ) is a normalizable measured C∗-algebra,

3. (A,ϕ) is a measured H-comodule ∗-algebra

After this paper was written, T. Banica informed us that Grossman and Snyder proved a
related result (Theorem 3.4) in [14], working in arbitrary tensor C∗-categories with duals. More
precisely, the first part of Proposition 3.1 is a special case of Theorem 3.4 in [14]. It is proba-
bly possible, although not immediate, to recover the full structure described in Proposition 3.1
(∗-involution and positivity of ϕ) from Theorem 3.4 in [14]. Our independant proof is more
concrete, and also has the merit that it brings some information in the non-compact case, see
section 5. We thank T. Banica for informing us about the paper [14].

Here, the proof of Proposition 3.1 is the consequence of two lemmas. The different proofs
being slightly technical, it seems useful to describe the example of O(SO(3)) ≃ Aaut(M2(C), tr),
following Proposition 3.2 in [11], which motivate the Lemmas 3.4 and 3.5 below.

At first, the reader can skip the proofs of Lemmas 3.4 and 3.5 and go to the end of this
section to see the construction leading to Proposition 3.1 and the proof of Theorem 1.1.

Example 3.2. Consider (A,ϕ) = (M2(C), tr) and the linear basis of A consisting of the unit
quaternions

e0 =

(
1 0
0 1

)
, e1 =

(
−i 0
0 i

)
, e2 =

(
0 −1
1 0

)
, e3 =

(
0 i
i 0

)
.

These satisfy the following multiplication rules:

e2k = −e0, 1 ≤ k ≤ 3, e1e2 = e3, e2e3 = e1, e3e1 = e2.

We introduce some notations: for 1 ≤ k 6= l ≤ 3, 〈kl〉 ∈ {1, 2, 3} is such that {k, l}∪{〈kl〉} =
{1, 2, 3}, and let εkl ∈ {±1} be such that ekel = εkle〈kl〉. In particular, εkl = −εlk.

{e1, e2, e3} is a basis of ker(tr) which can be identified with the simple comodule W =W1 in
R+(O(SO(3))), and we have the decomposition

M2(C) = C.e0 ⊕W

Define the following colinear maps:

e :W ⊗W → C, e(ek ⊗ el) = −2 δkl

e∗ : C → W ⊗W, e∗(1) = −
1

2

3∑

k=1

ek ⊗ ek

C :W ⊗W → W, C(ek ⊗ el) = (1− δkl)εkle〈kl〉

D :W →W ⊗W, D(ek) =
∑

p 6=k

εkpe〈kp〉 ⊗ ep

This maps satisfy some (compatibility) relations which are described in the following Lemma
3.4, with τ = 3 and R = 1, and the multiplication in M2(C) = C.e0 ⊕W decomposes into

m(A⊗B) =
1

2
e(A⊗B)e0 ⊕C(A⊗B) ∀ A,B ∈W

The rigidity provided by Schur’s lemma and the fusion rules of W ⊗W will allow us to see
that this situation essentially holds in the general case.

We begin by a lemma:

Lemma 3.3. Let F ∈Mn(C), n ≥ 3, be such that FF = ±In. Then tr(FF ∗) > 2.
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Proof. First assume that FF = In. Then according to [10] p.724, there exists a unitary matrix
U ∈Mn(C) and some real numbers 0 < λ1 ≤ · · · ≤ λk < 1 such that

U tFU =




0 D(λ1, . . . , λk) 0
D(λ1, . . . , λk)

−1 0 0
0 0 In−2k


 .

where D(λ1, . . . , λk) denotes the diagonal matrix with the λi along the diagonal. In that case,

tr(FF ∗) =

k∑

i=1

(λ2i + λ−2
i ) + n− 2k > 2

Now assume that FF = −In. Then according to [10] p.724, 4 ≤ n is even and there exists a
unitary matrix u ∈ Un(C) and some real numbers 0 < λ1 ≤ · · · ≤ λn/2 ≤ 1 such that

U tFU =

(
0 D(λ1, . . . , λn/2)

−D(λ1, . . . , λn/2)
−1 0

)

In that case,

tr(F ∗F ) =

n/2∑

i=1

λ−2
i + λ2i > 2

Lemma 3.4. Let H be a compact SO(3)-deformation, with fundamental comodule (W,α) en-
dowed with an H-invariant inner product. Then there exist morphisms of H-comodules

e : W ⊗W → C C : W ⊗W →W (1)

and some scalars τ > 2, R ∈ {±1} such that the following compatibility relations hold (where
e∗ : C →W ⊗W is the adjoint of e and D := (idW ⊗ C)(e∗ ⊗ idW ) : W → W ⊗W ):

(e⊗ idW )(idW ⊗ e∗) = RidW (idW ⊗ e)(e∗ ⊗ idW ) = RidW (2a)

CD = idW ee∗ = τ idC (2b)

Ce∗ = 0 eD = 0 (2c)

e(C ⊗ idW ) = e(idW ⊗ C) (idW ⊗ C)(e∗ ⊗ idW ) = (C ⊗ idW )(idW ⊗ e∗) (2d)

(idW ⊗D)e∗ = (D ⊗ idW )e∗ (idW ⊗ e)(D ⊗ idW ) = (e⊗ idW )(idW ⊗D) (2e)

(idW ⊗ C)(D ⊗ idW ) = (C ⊗ idW )(idW ⊗D) = R(R− τ)−1idW⊗2 + (τ −R)−1e∗e+DC (2f)

(idW ⊗D)D = R(R− τ)−1(e∗ ⊗ idW ) +R(τ −R)−1(idW ⊗ e∗) + (D ⊗ idW )D (2g)

C(idW ⊗ C) = (R− τ)−1(idW ⊗ e) + (τ −R)−1(e⊗ idW ) + C(C ⊗ idW ) (2h)

Proof. Let (wi)1≤i≤n be an orthonormal basis of W and let (xij)1≤i,j≤n be the associated unitary
multiplicative matrix. Recall that we write x = (x∗ij). From the fusion rules, we get dimW ≥ 3.

We have W ≃ W by the fusion rules, hence there exist F ∈ GLn(C) and R ∈ R
∗ such that

x̄ = F−1xF and FF = RIn. Up to a nonzero real number, we can assume that R ∈ {±1}. The
map e defined by

e(wi ⊗ wj) = F ji

is H-colinear and we have
e∗(1) =

∑
Fjiwi ⊗ wj

and e, e∗ satisfy (2ab) for τ = tr(F ∗F ) > 2 according to Lemma 3.3.

7



The fusion rules of SO(3) give:

W ⊗W ≃ C⊕W ⊕WH
2 (FR)

and there exists a nonzero (hence surjective) H-colinear map C : W ⊗W → W . By Frobenius
reciprocity, there exist isomorphisms

Ψ1 : HomH(W⊗3,C) → HomH(W⊗2,W )
f 7→ (idW ⊗ f)(e∗ ⊗ idW⊗2)

Ψ−1
1 : HomH(W⊗2,W ) → HomH(W⊗3,C)

g 7→ Re(idW ⊗ g)

Ψ2 : HomH(W⊗3,C) → HomH(W⊗2,W )
f 7→ (f ⊗ idW )(idW⊗2 ⊗ e∗)

Ψ−1
2 : HomH(W⊗2,W ) → HomH(W⊗3,C)

g 7→ Re(g ⊗ idW )

Φ1 : HomH(W⊗2,W ) → HomH(W,W⊗2)
f 7→ (f ⊗ idW )(idW ⊗ e∗)

Φ−1
1 : HomH(W⊗2,W ) → HomH(W,W⊗2)

g 7→ R(idW ⊗ e)(g ⊗ idW )

Φ2 : HomH(W⊗2,W ) → HomH(W,W⊗2)
f 7→ (idW ⊗ f)(e∗ ⊗ idW )

Φ−1
2 : HomH(W⊗2,W ) → HomH(W,W⊗2)

g 7→ R(e⊗ idW )(idW ⊗ g)

Put
D := Φ2(C) = (idW ⊗ C)(e∗ ⊗ idW ) (3)

By Schur’s lemma, we can rescale C such that CD = idW . Again by Schur’s lemma, we have
Ce∗ = 0 et eD = 0. This gives relations (2bc).

Let us show that there exists ω ∈ C
∗ such that the following relations hold:

e(C ⊗ idW ) = ωe(idW ⊗ C)

D = (idW ⊗ C)(e∗ ⊗ idW ) = ω(C ⊗ idW )(idW ⊗ e∗)
(4)

According to Schur’s lemma and the isomorphism (FR), there exist ω1 and ω2 such that

e(C ⊗ idW ) = ω1e(idW , C) = ω1RΨ
−1
1 (C)

and
(idW ⊗C)(e∗ ⊗ idW ) = ω2(C ⊗ idW )(idW ⊗ e∗) = ω2Φ1(C)

Hence on the first hand we have

ω1C = RΨ1(e(C ⊗ idW ))

= R(idW ⊗ e)(idW ⊗ C ⊗ idW )(e∗ ⊗ idW ⊗ idW )

and on the other hand we have

ω2C = Φ−1
1 ((idW ⊗ C)(e∗ ⊗ idW ))

= R(idW ⊗ e)(idW ⊗ C ⊗ idW )(e∗ ⊗ idW ⊗ idW )

so ω1 = ω2 := ω. Since C = ωΦ−1
2 ((C ⊗ idW )(idW ⊗ e∗)), we have ω 6= 0.

Let us show that

(idW ⊗ e)(D ⊗ idW ) = ω(e⊗ idW )(idW ⊗D) = ωRC

(idW ⊗D)e∗ = ω(D ⊗ idW )e∗
(5)

We have D = (idW ⊗ C)(e∗ ⊗ idW ) = ω(C ⊗ idW )(idW ⊗ e∗)

8



(idW ⊗ e)(D ⊗ idW ) = (idW ⊗ e)(idW ⊗ C ⊗ idW )(e∗ ⊗ idW ⊗ idW )

(4)
= ω(idW ⊗ e)(idW ⊗ idW ⊗ C)(e∗ ⊗ idW ⊗ idW )

(2a)
= ωRC

and

(e⊗ idW )(idW ⊗D)
(3)
= (e⊗ idW )(idW ⊗ idW ⊗ C)(idW ⊗ e∗ ⊗ idW )

(2a)
= RC

Hence (idW ⊗ e)(D ⊗ idW ) = ω(e⊗ idW )(idW ⊗D). Moreover

(idW ⊗D)e∗ = ω(idW ⊗ C ⊗ idW )(idW ⊗ idW ⊗ e∗)e∗

= ω(idW ⊗ C ⊗ idW )(e∗ ⊗ idW ⊗ idW )e∗

(3)
= ω(D ⊗ idW )e∗

Let us show that

(idW ⊗ C)(D ⊗ idW ) = ω(C ⊗ idW )(idW ⊗D) (6)

Using relations (5) and (2a), we compute ω2(e⊗idW⊗2)(idW ⊗D⊗idW )(idW ⊗D) in two different
ways:

ω2(e⊗ idW⊗2)(idW ⊗D ⊗ idW )(idW ⊗D)

(5)
= ω(idW ⊗ e⊗ idW )(D ⊗ idW ⊗ idW )(idW ⊗D)

= ω(idW ⊗ e⊗ idW )(idW ⊗ idW ⊗D)(D ⊗ idW )

= (idW⊗2 ⊗ e)(idW ⊗D ⊗ idW )(D ⊗ idW )

(3)
= (idW⊗2 ⊗ e)(idW⊗2 ⊗ C ⊗ idW )(idW ⊗ e∗ ⊗ idW⊗2)(D ⊗ idW )

= ω(idW⊗2 ⊗ e)(idW⊗3 ⊗ C)(idW ⊗ e∗ ⊗ idW⊗2)(D ⊗ idW )

= ω(idW ⊗ idW ⊗ e)(idW ⊗ e∗ ⊗ idW )(idW ⊗ C)(D ⊗ idW )

(2a)
= Rω(idW ⊗ C)(D ⊗ idW )

ω2(e⊗ idW⊗2)(idW ⊗D ⊗ idW )(idW ⊗D)

(3)
= ω2(e⊗ idW⊗2)(idW⊗2 ⊗ C ⊗ idW )(idW ⊗ e∗ ⊗ idW⊗2)(idW ⊗D)

= ω2(C ⊗ idW )(e ⊗ idW ⊗ idW⊗2)(idW ⊗ e∗ ⊗ idW⊗2)(idW ⊗D)

(2a)
= Rω2(C ⊗ idW )(idW ⊗D)

and hence (idW ⊗ C)(D ⊗ idW ) = ω(C ⊗ idW )(idW ⊗D).
Let us show that ω3 = 1. Denote A := ω2e(C ⊗ idW )(idW ⊗ D)e∗. On the first hand, we

have:
A = ω2e(C ⊗ idW )(idW ⊗D)e∗

(6)
= ωe(idW ⊗ C)(D ⊗ idW )e∗

(4)
= e(C ⊗ idW )(D ⊗ idW )e∗

= ee∗

On the second hand, we have:

A = ω2e(C ⊗ idW )(idW ⊗D)e∗

(5)
= ω3e(C ⊗ idW )(D ⊗ idW )e∗

= ω3ee∗

9



Hence ω3 = 1.
By Frobenius reciprocity, we have isomorphisms

Φ : EndH(W⊗2) → HomH(W,W⊗3), f 7→ (idW ⊗ f)(e∗ ⊗ idW )

Ψ : EndH(W⊗2) → HomH(W,W⊗3), f 7→ (f ⊗ idW )(idW ⊗ e∗)

Using relations (5) and (2ab) we can compute the following:

Φ((idW ⊗ C)(D ⊗ idW )) = ω(D ⊗ idW )D Ψ((idW ⊗ C)(D ⊗ idW )) = ω2(idW ⊗D)D

Φ(DC) = (idW ⊗D)D Ψ(DC) = ω2(D ⊗ idW )D

Φ(e∗e) = R(idW ⊗ e∗) Ψ(e∗e) = R(e∗ ⊗ idW )

Φ(idW⊗2) = (e∗ ⊗ idW ) Ψ(idW⊗2) = (idW ⊗ e∗)

It is clear by (FR) and Schur’s lemma that {idW⊗2 , e∗e,DC} is a basis of EndH(W ⊗W ).
Let α, β and γ ∈ C be such that

B := (idW ⊗ C)(D ⊗ idW ) = ω(C ⊗ idW )(idW ⊗D) = αidW⊗2 + βe∗e+ γDC (7)

First, using relations (4) and (2b), we have eB = ω2e = (α+ τβ)e so α+ τβ = ω2. We also have

ω2Φ(B) = (D ⊗ idW )D = ω2α(e∗ ⊗ idW ) + ω2Rβ(idW ⊗ e∗) + ω2γ(idW ⊗D)D (8)

and

Ψ(B) = ω2(idW ⊗D)D = α(idW ⊗ e∗) +Rβ(e∗ ⊗ idW ) + γω2(D ⊗ idW )D (9)

which lead to the following relations between the coefficients:





α+ τβ = ω2

α+ ωRγβ = 0

Rβ + ωγα = 0

γ2 = ω

In particular, α 6= 0 6= β. Consider now ω2C(C ⊗ idW )Φ(B) ∈ EndH(W ). On the first hand we
have:

C(idW ⊗ C)(D ⊗ idW )D
(7)
= CBD = C(αidW⊗2 + βe∗e+ γDC)D

(2b)
= (α+ γ)idW

On the other hand, we have:

C(idW ⊗ C)
(
ω2α(e∗ ⊗ idW ) + ω2Rβ(idW ⊗ e∗) + ω2γ(idW ⊗D)D

)

=ω2αC(1⊗ C)(e∗ ⊗ idW ) + ω2RβC(1⊗ C)(idW ⊗ e∗) + ω2γC(1⊗ C)(idW ⊗D)D

(3)
=ω2αCD + ω2γidW

(2b)
= ω2(α+ γ)idW .

Hence
α+ γ = ω2(α+ γ)

By relation (6), we have the identity

(idW ⊗B)(D ⊗ idW )D = ω(B ⊗ idW )(idW ⊗D)D,

of which we develop the two sides:

10



(idW ⊗B)(D ⊗ idW )D

(7,2a,4)
= α(D ⊗ idW )D + ωRβ(idW ⊗ e∗) + γ(idW ⊗D)(idW ⊗ C)(D ⊗ idW )D

(7)
=α(D ⊗ idW )D + ωRβ(idW ⊗ e∗) + γ(idW ⊗D)(αidW⊗2 + βe∗e+ γDC)D

(2bc)
= α(D ⊗ idW )D + ωRβ(idW ⊗ e∗) + (αγ + γ2)(idW ⊗D)D

(9)
=α(D ⊗ idW )D + ωRβ(idW ⊗ e∗) + (αγ + ω)(ωα(idW ⊗ e∗)

+ ωRβ(e∗ ⊗ idW ) + γ(D ⊗ idW )D)

=(α + αω + ωγ)(D ⊗ idW )D + ω(Rβ + α2γ + ωα)(idW ⊗ e∗)

+ ωRβ(αγ + ω)(e∗ ⊗ idW )

ω(B ⊗ idW )(idW ⊗D)D

(7,2a)
= ωα(idW ⊗D)D + ωRβ(e∗ ⊗ idW ) + ωγ(D ⊗ idW )(C ⊗ idW )(idW ⊗D)D

(6)
=ωα(idW ⊗D)D + ωRβ(e∗ ⊗ idW ) + γ(D ⊗ idW )(idW ⊗ C)(D ⊗ idW )D

(7)
=ωα(idW ⊗D)D + ωRβ(e∗ ⊗ idW ) + γ(D ⊗ idW )(αidW⊗2 + βe∗e+ γDC)D

=ωα(idW ⊗D)D + ωRβ(e∗ ⊗ idW ) + (αγ + γ2)(D ⊗ idW )D

(9)
=ωα(ωα(idW ⊗ e∗) + ωRβ(e∗ ⊗ idW ) + γ(D ⊗ idW )D)

+ ωRβ(e∗ ⊗ idW ) + (αγ + γ2)(D ⊗ idW )D

=ω2α2(idW ⊗ e∗) + ωRβ(ωα+ 1)(e∗ ⊗ idW ) + (ωαγ + αγ + γ2)(D ⊗ idW )D

This leads to several relations between the coefficients. In particular, we collect:





α+ γ = ω2(α+ γ)

α+ ωα+ ωγ = ωαγ + αγ + γ2

αγ + ω = ωα+ 1

γ2 = ω

Assume that ω2 6= 1, then:





α = −γ

− α3 + 1 = 0

γ2 = ω

To summarize, we have





α+ τβ = ω2

α+ ωRγβ = 0

α = −γ

α3 + 1 = 0

γ2 = ω

⇒





α3 + 1 = 0

α+ τβ = ω2

α = −γ

α+Rβ = 0

ω = γ−1

In particular, we have

α+ τβ = ω2 ⇒ α− τRα = −α⇒ α(2−Rτ) = 0
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Thus τ = 2R, which contradicts Lemma 3.3. Hence ω2 = 1 = ω3 and ω = 1. Moreover, we can
consider once more the equality

αγ + ω = ωα+ 1
ω=1
⇒ αγ + 1 = α+ 1

and we have γ = 1.
Hence, we have

γ = ω = 1, τ 6= R

α = −Rβ = R(R− τ)−1

and, in view of 7, we have

B = R(R− τ)−1idW⊗2 − (R− τ)−1e∗e+DC

which gives relations (2f), and from relations (9), we get relation (2g). Finally, we have an
isomorphism

Ω : EndH(W⊗2) −→ HomH(W⊗3,W )
f 7−→ R(idW ⊗ e)(f ⊗ idW )

In particular, using relations (2abc) and (4), we can compute the following:

Ω((idW ⊗ C)(D ⊗ idW )) = C(idW ⊗ C)

Ω(DC) = C(C ⊗ idW )

Ω(e∗e) = (e⊗ idW )

Ω(idW⊗2) = R(idW ⊗ e)

This isomorphism applied to the relation (2f) gives the relation (2h).

The next lemma will allow us to define the ∗-structure on the algebra (A,ϕ) in Theorem 1.1.

Lemma 3.5. Let H be a compact SO(3)-deformation, with fundamental comodule (W,α). Then
R = 1 and there exist an antilinear map ∗ :W →W such that:

w∗∗ = w, ∀v ∈W, (10a)

e(v∗ ⊗w∗) = e(w ⊗ v), ∀v,w ∈W, (10b)

e(w ⊗ w∗) > 0, ∀w ∈W\(0), (10c)

C(v∗ ⊗ w∗) = C(w ⊗ v)∗, ∀v,w ∈W. (10d)

Proof. Let (wi)1≤i≤n be an orthonormal basis of W and let (xij)1≤i,j≤n be the associated unitary
multiplicative matrix of coefficients. According to the beginning of the previous proof, the
generators xij and x∗ij are linked by the relations x = F−1xF , F ∈ GLn(C) satisfying FF = RIn,
R ∈ {±1}. Let ∗ : W → W be the antilinear map defined by w∗

i =
∑

k wkFki. Note that we
have

e∗(1) =
n∑

i,j=1

Fjiwi ⊗ wj =
n∑

i=1

wi ⊗ w∗
i . (11)

For γ ∈ C
∗, denote Cγ = γC. We begin to show that, with γ ∈ {1, i} if R = 1 and γ ∈ {1± i}

if R = −1 (where i2 = −1), the following relations occur:

w∗∗ = Rw, ∀v ∈W, (12a)

e(v∗ ⊗ w∗) = Re(w ⊗ v), ∀v,w ∈W, (12b)

e(w ⊗ w∗) > 0, ∀w ∈W\(0), (12c)

Cγ(v
∗ ⊗ w∗) = Cγ(w ⊗ v)∗, ∀v,w ∈W. (12d)
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We have
w∗∗
i = (

∑

k

wkFki)
∗ =

∑

k

w∗
kF ki =

∑

k,l

wlFlkF ki = Rwi

and relation (12a) follows.
Let us check the second relation. On the first hand, we have e(wi ⊗wj) = F ji by definition,

and on the other hand, we get

e(w∗
j ⊗ w∗

i ) =
∑

k,l

FkiFljF kl = RFji = Re(wi ⊗ wj)

and relation (12b) follows.
Relation (12c) can be seen as follows. Let w =

∑n
i=1 λiwi ∈W , w 6= 0, we compute

e(w ⊗ w∗) =
∑

i,j

λiλje(wi ⊗ w∗
j ) =

∑

i,j,k

λiλjFkjF ki

=
∑

k

(
∑

i

λiF ki)(
∑

j

λjFkj) =
∑

k

(
∑

i

λiF ki)(
∑

i

λiF ki) > 0.

To show relation (12d), remark that we have, for all 1 ≤ i ≤ n,

α(w∗
i ) =

∑

k

α(wk)Fki =
∑

k,p

wp ⊗ xpkFki

=
∑

p

wp ⊗ (xF )pi =
∑

p

wp ⊗ (Fx)pi

=
∑

k,p

wp ⊗ Fpkx
∗
ki =

∑

k

w∗
k ⊗ x∗ki,

(13)

Define the antilinear map

# :W ⊗W →W ⊗W,v ⊗w 7→ (v ⊗ w)# := w∗ ⊗ v∗

According to (12a), it is an involution and we have, for all 1 ≤ i, j ≤ n

αW⊗W ((wi ⊗ wj)
#) =

∑

k,l

(wk ⊗ wl)
# ⊗ (xkixlj)

∗.

Hence the map
C̃ :W ⊗W →W,w 7→ C(w#)∗

is H-colinear, and by Schur’s lemma, there exists λ ∈ C such that C̃ = λC. In the same way,
define the colinear map

D̃ : W →W ⊗W,w 7→ D(w∗)#.

Using relations (2b) and (12a), it is clear that C̃D̃ = RidW . Moreover, we have D̃ = (C̃ ⊗
idW )(idW ⊗ e∗). Indeed, for all 1 ≤ i ≤ n,

D(w∗
i )

# (3)
=

(
(idW ⊗ C)(e∗ ⊗ idW )(w∗

i )
)# (11)

=
(∑

p

wp ⊗C(w∗
p ⊗ w∗

i )
)#

=
∑

p

C(w∗
p ⊗ w∗

i )
∗ ⊗ w∗

p =
∑

p

C̃(wi ⊗ wp)⊗ w∗
p

(11)
= (C̃ ⊗ idW )(idW ⊗ e∗)(wi).

Hence, according to relation (2b), C̃D̃ = λ2idW , and λ2 = R. Choose γ ∈ C
∗, with γ ∈ {1, i} if

R = 1, γ ∈ {1± i} if R = −1, such that γRλ = γ, we have the claimed relation (12d)

Cγ(v
∗ ⊗ w∗) = γRλ(C(w ⊗ v))∗ = γ(C(w ⊗ v))∗ = Cγ(w ⊗ v)∗, ∀ v,w ∈W.
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Let us show that R = 1. We assume that R = −1 and we use relation (12d) with γ ∈ {1± i}.
On the first hand, we have, for v,w ∈W ,

Cγ(w ⊗ v)∗∗
(12a)
= −Cγ(w ⊗ v)

and on the other hand, we have

Cγ(w ⊗ v)∗∗
(12d)
= (Cγ(v

∗ ⊗ w∗))∗
(12d)
= Cγ(w

∗∗ ⊗ v∗∗)
(12a)
= Cγ(w ⊗ v).

Since Cγ 6= 0, this is a contradiction, and R = 1.
So far, we have the relations (10abc). Let us show the remaining relation (10d). For all

v,w ∈ W , we have C(v ⊗ w)∗ = λC(w∗ ⊗ v∗) with λ ∈ {±1}, and we need to show that λ = 1.
For all 1 ≤ i ≤ n and all v ∈W , using (10c), we have

e
(
C(v ⊗ wi)⊗ C(v ⊗ wi)

∗
)
≥ 0.

Hence, for all v ∈W\(0), we have

0 ≤

n∑

i=1

e
(
C(v ⊗ wi)⊗ C(v ⊗ wi)

∗
)
= λ

n∑

i=1

e
(
C(v ⊗ wi)⊗ C(w∗

i ⊗ v∗)
)

(2d)
= λ

n∑

i=1

e
(
C(C ⊗ idW )(v ⊗ wi ⊗ w∗

i )⊗ v∗
)
= λe

(
C(C ⊗ idW )(v ⊗

n∑

i=1

(wi ⊗ w∗
i ))⊗ v∗

)

(11)
= λe

(
C(C ⊗ idW )(idW ⊗ e∗)(v)⊗ v∗

) (3)
= λe

(
CD(v)⊗ v∗

)

(2b)
= λe(v ⊗ v∗)

Since e(v ⊗ v∗) > 0, we have λ > 0 hence λ = 1, and we have the claimed relation (10d).

We are now able to prove Proposition 3.1.

Proof of Proposition 3.1. Let H be a compact Hopf algebra whose corepresentation semi-ring is
isomorphic to that of SO(3). We write (WH

n )n∈N its family of simple comodules and we denote
by W :=WH

1 its fundamental comodule, with α′
W the associated coaction. We use the notations

introduced in the previous lemmas.
The first thing to do is to define a finite-dimensional measured C∗-algebra (A,ϕ) together

with an H-coaction. Let A be the H-comodule C⊕W , dim(A) ≥ 4. Endow A with the following
maps: let m : A⊗A→ A, u : C → A and ϕ : A→ C be the H-colinear maps defined by

m(λ⊗ µ) = λµ, ∀λ, µ ∈ C,

m(λ⊗ v) = m(v ⊗ λ) = λv, ∀λ ∈ C, v ∈W,

m(v ⊗ w) =
(
(τ − 1)−1e(v ⊗ w), C(v ⊗ w)

)
, ∀v,w ∈W,

u(1) = (1, 0) := 1A,

ϕ(λ, v) = λ, ∀λ ∈ C, v ∈W,

and let ∗ : A→ A be the antilinear map defined by:

(λ, v)∗ = (λ, v∗)

where ∗ : W →W is the antilinear map defined in Lemma 3.5.

14



• m is associative: The only non-trivial part is to check the associativity on W . This is done
as follows:

m(m⊗ idW )|W⊗W⊗W =
(
(τ − 1)−1e(C ⊗ idW ), C(C ⊗ idW ) + (τ − 1)−1(e⊗ idW )

)

(2dh)
=

(
(τ − 1)−1e(idW ⊗ C), C(idW ⊗ C) + (τ − 1)−1(idW ⊗ e)

)

= m(idW ⊗m)|W⊗W⊗W

.

Now we simplify the notations by writing the product m
(
(λ, v)⊗ (µ,w)

)
:= (λ, v)(µ,w).

• u is a unit: This is clear.

• A is a ∗-algebra: ∗ : A→ A is indeed an antilinear involution by Lemma 3.5, and we have

(
(λ, v)(µ,w)

)∗
=

(
(λµ + (τ − 1)−1e(v ⊗ w), λw + µv +C(v ⊗ w)

)∗

=
(
λµ+ (τ − 1)−1e(v ⊗ w), λw∗ + µv∗ + C(v ⊗ w)∗

)

(10bd)
=

(
µλ+ (τ − 1)−1e(w∗ ⊗ v∗), λw∗ + µv∗ + C(w∗ ⊗ v∗)

)

= (µ,w)∗(λ, v)∗.

• ϕ is a faithful state on A: we have ϕ(1A) = 1 by definition, and

ϕ((λ,w)(λ,w)∗) = ϕ
(
λλ+ (τ − 1)−1e(w ⊗ w∗), λw∗ + λw + C(w ⊗ w∗)

)

= |λ|2 + (τ − 1)−1e(w ⊗ w∗)

Hence according to Lemmas 3.3 and 3.5, we have, for all (λ,w) ∈ A

ϕ((λ,w)(λ,w)∗) ≥ 0

with equality if and only if (λ,w) = 0.

Thus A is a finite dimensional ∗-algebra having a faithful state, and is a C∗-algebra. By Lemma
3.5 and by construction of the structure maps, A is a H-comodule ∗-algebra and ϕ is equivariant,
thus by universality, there exists a Hopf ∗-algebra morphism f : Aaut(A,ϕ) → H such that
(idW ⊗ f) ◦ αA = α′

A. Finally, W = ker(ϕ) is a Aaut(A,ϕ)-subcomodule of A, and by definition
of the coactions on A, we have (idW ⊗ f) ◦ αW = α′

W .
Let us show that ϕ is normalizable. The map

ϕ̃ : A
idA⊗δ̃
→ A⊗A⊗A

idA⊗m
→ A⊗A

m
→ A

ϕ
→ C

is a H-colinear map. Using Schur’s lemma, we have dim(HomH(A,C)) = 1, hence there exists
c ∈ C such that ϕ̃ = cϕ. Let us compute ϕ̃(1A). A basis of A is given by a1 = 1A, ai = wi−1 for
i = 2, . . . , n+ 1. Then we have

Bij := ϕ(aiaj) =





1 if i = j = 1
0 if i = 1 6= j or i 6= 1 = j

(τ − 1)−1F j−1,i−1 in the other cases

where F ∈ GLn(C) is given by e(wi ⊗ wj) = F ji. Hence δ̃ is given by

δ̃(1) =

n+1∑

i,j=1

B−1
ij ai ⊗ aj = 1A ⊗ 1A + (τ − 1)e∗(1).

Hence, using relation (2b), we have ϕ̃(1A) = τ+1 > 3, so ϕ̃ = (τ+1)ϕ. Hence ϕ is homogeneous.
Moreover, we have ϕ(1A) = 1, hence ϕ is normalizable.
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We are now able to prove Theorem 1.1, that is, to show that any compact SO(3)-deformation
is isomorphic to the quantum automorphism group of a finite-dimensional measured C∗-algebra.

Proof of Theorem 1.1. According to Proposition 3.1 and its proof, there exist a normalizable
measured C∗-algebra (A,ϕ) and a ∗-Hopf algebra morphism f : Aaut(A,ϕ) → H such that
W ⊂ A is a Aaut(A,ϕ)-subcomodule and (idW ⊗ f) ◦ αW = α′

W , where αW is the coaction on
W of Aaut(A,ϕ). According to [2, 3], Aaut(A,ϕ) is a compact SO(3)-deformation and we write
(WA

n )n∈N its family of simple comodules. Then we have f∗(W
A
1 ) ≃ WH

1 , and by induction, we
have f∗(W

A
n ) ≃WH

n for all n ∈ N, hence, by a standard semi-ring argument, f is an isomorphism
of ∗-Hopf algebras and H ≃ Aaut(A,ϕ).

4 Representation theory of quantum automorphism groups

We now investigate the case where ϕ is not necessarily positive, and the aim of this section is to
prove Theorem 1.2.

We will construct equivalences of monoidal categories by using appropriate Hopf bi-Galois
objects (see [21]). We will work in the convenient framework of cogroupoids (see [9]).

Definition 4.1. A C-cogroupoid C consists of:

• A set of objects ob(C).

• For any X,Y ∈ ob(C), a C-algebra C(X,Y ).

• For any X,Y,Z ∈ ob(C), algebra morphisms

∆Z
X,Y : C(X,Y ) → C(X,Z)⊗ C(Z, Y ) and εX : C(X,X) → C

and linear maps
SX,Y : C(X,Y ) → C(Y,X)

satisfying several compatibility diagrams: see [9], the axioms are dual to the axioms defining
a groupoid.

A cogroupoid C is said to be connected if C(X,Y ) is a nonzero algebra for any X,Y ∈ ob(C).

Let E ∈
nE⊕
λ=1

GLdEλ
(C) and F ∈

nF⊕
µ=1

GLdFµ
(C) be two multimatrices. We denote dE := dEnE

and

dF := dFnF
. The algebra A(E,F ) is the universal algebra with generators Xij,λ

kl,µ (1 ≤ λ ≤ nE ,

1 ≤ i, j ≤ dEλ , 1 ≤ µ ≤ nF , 1 ≤ k, l ≤ dFµ ) submitted to the relations

dEν∑

q=1

Xrq,ν
ij,λ X

qs,ν
kl,µ = δλµδjkX

rs,ν
il,µ ,

nF∑

µ=1

dFµ∑

k=1

Xij,λ
kk,µ = δij ,

nE∑

µ=1

dEµ∑

k,l=1

E−1
kl,µX

kl,µ
ij,λ = F−1

ij,λ,

dFµ∑

r,s=1

Frs,µX
ip,λ
kr,µX

qj,ν
sl,µ = δλνEpq,λX

ij,λ
kl,µ.

It is clear that A(E,E) = Aaut(AE , trE) as an algebra.
We have the following lemma:

Lemma 4.2. • For any multimatrices E ∈
nE⊕
λ=1

GLdEλ
(C), F ∈

nF⊕
µ=1

GLdFµ
(C) and G ∈

nG⊕
ν=1

GLdGν
(C),

there exist algebra maps

∆G
E,F : A(E,F ) → A(E,G) ⊗A(G,F )
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defined by ∆G
E,F (X

ij,λ
kl,µ) =

nG∑
ν=1

dGν∑
r,s=1

Xij,λ
rs,ν ⊗Xrs,ν

kl,µ (1 ≤ λ ≤ nE, 1 ≤ i, j ≤ dEλ , 1 ≤ µ ≤ nF ,

1 ≤ k, l ≤ dFµ ) and
εE : A(E) → C

defined by εE(X
ij,λ
kl,µ) = δikδjlδλµ (1 ≤ λ, µ ≤ nE, 1 ≤ i, j ≤ dEλ , 1 ≤ k, l ≤ dEµ ) such that,

for any multimatrix M ∈
nM⊕
η=1

GLdMη
(C), the following diagrams commute:

A(E,F )
∆G

E,F //

∆M
E,F

��

A(E,G) ⊗A(G,F )

∆M
E,G⊗id

��
A(E,M)⊗A(M,F )

id⊗∆G
M,F

// A(E,M) ⊗A(M,G)⊗A(G,F )

A(E,F )

∆F
E,F

�� ((PP
P

P

P

P

P

P

P

P

P

P

A(E,F )⊗A(F )
id⊗εF

// A(E,F )

A(E,F )

∆E
E,F

�� ((PP
P

P

P

P

P

P

P

P

P

P

A(E)⊗A(E,F )
εE⊗id

// A(E,F )

• For any multimatrices E ∈
nE⊕
λ=1

GLdEλ
(C), F ∈

nF⊕
µ=1

GLdFµ
(C), there exists an algebra mor-

phism
SE,F : A(E,F ) → A(F,E)op

defined by SE,F (X
ij,λ
kl,µ) =

dEλ∑
r=1

dFµ∑
s=1

Ejr,λF
−1
sl,µX

sk,µ
ri,λ (1 ≤ λ ≤ nE, 1 ≤ i, j ≤ dEλ , 1 ≤ µ ≤ nF ,

1 ≤ k, l ≤ dFµ ) such that the following diagrams commute:

A(E)
εE //

∆F
E,E

��

C
u // A(E,F )

A(E,F ) ⊗A(F,E)
id⊗SF,E

// A(E,F ) ⊗A(E,F )

m

OO

A(E)
εE //

∆F
E,E

��

C
u // A(F,E)

A(E,F )⊗A(F,E)
SE,F⊗id

// A(F,E)⊗A(F,E)

m

OO

Proof. The existence of the algebra morphisms is a consequence of the universal property of
A(E,F ), and the commutativity of the diagrams can easily be checked on the generators.

The previous lemma allows us to define a cogroupoid in the following way:

Definition 4.3. The cogroupoid A is defined as follows:

1. ob(A) = {E ∈
n⊕

λ=1

GLdEλ
(C); dE > 1},

2. For E,F ∈ ob(A), the algebra A(E,F ) is the algebra defined above,

3. The structural maps ∆•
•,•, ε•, and S•,• are defined in the previous lemma.
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Remark 4.4. 1. The condition dE > 1 rules out the case of Aaut(C(Xn), ψ). This is discussed
in the Appendix and a solution is provided by Theorem 4.8.

2. The present construction is related to the bialgebras constructed by Tambara in [22].

We now need to study the connectedness of this cogroupoid. We begin by the following
technical lemma (we refer to the Appendix for its proof):

Lemma 4.5. Let E, F ∈ ob(A). Assume that Tr(E−1) = Tr(F−1) and tr(Eλ) = tr(Fµ) for all
λ, µ. Then the algebra A(E,F ) is nonzero.

In particular, we have the following corollary.

Corollary 4.6. Let τ, θ ∈ C. Let Aτ,θ be the full subcogroupoid of A with objects

ob(Aτ,θ) =





1 < dE ,

E ∈
n⊕

λ=1

GLdEλ
(C) Tr(E−1) = τ,

tr(Eλ) = θ, ∀λ





Then Aτ,θ is connected.

Using [9], Proposition 2.8 and Schauenburg’s Theorem 5.5 [21], we have the following result.

Corollary 4.7. Let E ∈
nE⊕
λ=1

GLdEλ
(C), F ∈

nF⊕
µ=1

GLdFµ
(C) be two multimatrices such that 1 <

dE , dF , Tr(E−1) = Tr(F−1) and tr(Eλ) = tr(Fµ) for all λ, µ. Then we have a C-linear equiva-
lence of monoidal categories

Comod(Aaut(AE , trE)) ≃
⊗ Comod(Aaut(AF , trF ))

between the comodule categories of Aaut(AE , trE) and Aaut(AF , trF ) respectively.

Moreover, we have the following twisting result, inspired by [5].

Theorem 4.8. Let n ∈ N. Then the Hopf algebras Aaut(C
n⊕C

4) and Aaut(C
n⊕(M2(C), tr)) are

2-cocycle twists of each other. In particular, they have monoidal equivalent comodule categories.

We only sketch the proof of this result by giving the principal ideas but without performing
the computations. One may also invoke [13], Theorem 4.7.

Proof. The first step is to give a new presentation of these Hopf algebras by using a different
basis for the associated measured algebras. In the case of A = C

n ⊕ C
4, we use the linear basis

given by the canonical basis on C
n and the particular basis given in [5] Theorem 3.1. on C

4, and
when A = C

n ⊕ (M2(C), tr), we use the canonical basis on C
n and the quaternionic basis used

in [11] Proposition 3.2. on (M2(C), tr).
The cocycle σ is given by the composition of the non trivial 2-cocycle of the Klein group V

(linearly extended to C[V ]) and the Hopf algebra surjection (see [5] Theorem 5.1)

Aaut(C
n ⊕ (M2(C), tr)) → Aaut(M2(C), tr) → C[V ]

The computations show the existence of a Hopf algebra morphism from Aaut(C
n ⊕ C

4) to
Aaut(C

n ⊕ (M2(C), tr))
σ which is an isomorphism by Tannaka Krein reconstruction techniques.

This result enables us to optimize the following result by including the quantum permutation
group.
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Corollary 4.9. Let (AE , trE) be a finite dimensional, semisimple, measured algebra of dimension

dimAE ≥ 4, where E ∈
n⊕

λ=1

GLdEλ
(C) is a normalizable multimatrix. Then there exist q ∈ C

∗

and a C-linear equivalence of monoidal categories

Comod(Aaut(AE , trE)) ≃
⊗ Comod(O(SOq1/2(3)))

between the comodule categories of Aaut(AE , trE) and O(SOq1/2(3)) respectively. If E is normal-

ized, q ∈ C
∗ satisfies q2 − Tr(E−1)q + 1 = 0.

Proof. First assume that 1 < dE . According to Remark 2.12, there exists a normalized multi-

matrix F ∈
n⊕

λ=1

GLdEλ
(C) such that Aaut(AE , trE) = Aaut(AF , trF ) as Hopf algebras. Choose

q ∈ C
∗ such that Tr(F−1) = q + q−1 = tr(Fλ) for λ = 1, . . . , n. According to the previous

corollary, we have a C-linear equivalence of monoidal categories

Comod(Aaut(AF , trF )) ≃
⊗ Comod(Aaut(M2(C), trq)).

Hence according to Example 2.11 (3) we have a C-linear equivalence of monoidal categories

Comod(Aaut(AE , trE)) ≃
⊗ Comod(O(SOq1/2(3))).

If E = (e, . . . , e) ∈ (C∗)m, then AE = C
m = C

n ⊕ C
4 with n ∈ N by assumption. Using

Theorem 4.8, we have a monoidal equivalence

Comod(Aaut(AE , trE)) ≃
⊗ Comod(Aaut(C

n ⊕ (M2(C), tr)))

and we can apply the previous reasoning.

In particular, Theorem 1.2 is a consequence of Corollary 4.9.

5 SO(3)-deformations: the general case

We would like to say a word about the SO(3)-deformations in the general case. Unlike in the
compact case, we have not been able in general to associate a measured algebra (A,ϕ) to an
arbitrary SO(3)-deformation. This situation occurs because of the lack of analog of Lemma 3.3
in the general case. However, it is possible to give some partial results and directions concerning
the general classification problem.

5.1 The representation theory of SOq1/2(3)

Recalling that O(SOq1/2(3)) is a Hopf subalgebra of O(SLq(2)), it is possible to describe its
corepresentation semi-ring, as follows:

Theorem 5.1. Let q ∈ C
∗. We say that q is generic if q is not a root of unity or if q ∈ {±1}.

If q is not generic, let N ≥ 3 be the order of q, and put

N0 =

{
N if N is odd,

N/2 if N is even.

• First assume that q is generic. Then O(SOq1/2(3)) is cosemisimple and has a family of
non-isomorphic simple comodules (Wn)n∈N such that:

W0 = C, Wn ⊗W1 ≃W1 ⊗Wn ≃Wn−1 ⊕Wn ⊕Wn+1, dim(Wn) = 2n+ 1, ∀n ∈ N
∗.

Furthermore, any simple O(SOq1/2(3))-comodule is isomorphic to one of the comodule Wn.
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• Now assume that q is not generic and that N0 = 2N1, N1 ∈ N
∗. Then O(SOq1/2(3)) is

not cosemisimple. There exist families {Vn, n ∈ N}, {Wn, n = 0, . . . , N1 − 1} of non-
isomorphic simple comodules (except for n = 0 where V0 =W0 = C), such that

Vn ⊗ V1 ≃ V1 ⊗ Vn ≃ Vn−1 ⊕ Vn+1, dimVn = n+ 1, ∀n ∈ N
∗.

Wn ⊗W1 ≃W1 ⊗Wn ≃Wn−1 ⊕Wn ⊕Wn+1, dimWn = 2n+ 1, ∀n = 1, . . . , N1 − 1.

The comodule WN1−1 ⊗W1 is not semisimple. It has a simple filtration

(0) ⊂WN1−2 ⊕WN1−1 ⊂ Y ⊂WN1−1 ⊗W1

with WN1−1 ⊗W1/Y ≃WN1−1 and Y/(WN1−2 ⊕WN1−1) ≃ V1.

The comodules Wn ⊗ Vm ≃ Vm ⊗Wn (m ∈ N and n = 0, . . . , N1 − 1) are simple and any
simple O(SOq1/2(3))-comodule is isomorphic with one of these comodules.

• Finally assume that q is not generic and that N0 = 2N1 − 1, N1 ∈ N
∗. Then O(SOq1/2(3))

is not cosemisimple. There exist families {Vn, n ∈ N}, {Un, n = 0, . . . , N0 − 1} of vector
spaces (with dimension dimVn = dimUn = n + 1) such that the families {V2n, n ∈ N}
{U2n, n = 0, . . . , N1 − 1} and {V2n+1 ⊗ U2m+1, n ∈ N, m = 0, . . . , N1 − 1} are non-
isomorphic simple O(SOq1/2(3))-comodules (except for n = 0 where V0 = U0 = C). They
satisfy the fusion rules induced by

Vn ⊗ V1 ≃ V1 ⊗ Vn ≃ Vn−1 ⊕ Vn+1, ∀n ∈ N
∗

Un ⊗ U1 ≃ U1 ⊗ Un ≃ Un−1 ⊕ Un+1 ∀n = 1, . . . , N0 − 1.

The comodule U2(N1−1) ⊗ U2 is not simple. It has a simple filtration

(0) ⊂ U2(N1−2) ⊂ Y ⊂ U2(N1−1) ⊗ U2

where U2(N1−1) ⊗ U2/Y ≃ U2(N1−2) and Y/U2(N1−2) ≃ U1 ⊗ V1. The comodules Vn ⊗
Um ≃ Um ⊗ Vn (with n ≡ m(mod2)) are simple, and any simple O(SOq1/2(3))-comodule is
isomorphic with one of these comodules.

Proof. We first collect some facts about SLq(2), SOq1/2(3) and Hopf subalgebras. See [15] for
the relations between SLq(2) and SOq1/2(3) and [16] for the corepresentation theory of SLq(2).

• Let a, b, c, d be the matrix coefficients of the fundamental 2-dimensional O(SLq(2))-comodule.
Then O(SOq1/2(3)) is isomorphic to the Hopf subalgebra of O(SLq(2)) generated by
the even degree monomials in a, b, c, d. Moreover, we have a Hopf algebra isomorphism
O(SLq(2))

CoC[Z2] ≃ O(SOq1/2(3)).

• When q is not generic, the matrix v = (vij)1≤i,j≤4 with v11 = aN0 , v12 = bN0 , v21 = cN0

and v22 = dN0 is multiplicative, associated to the O(SLq(2))-comodule V1.

• Let A ⊂ B be a Hopf algebra inclusion. Then an A-comodule is semisimple if and only if
it is semisimple as a B-comodule. In particular, if B is cosemisimple, so is A.

From those facts, we deduce that the O(SOq1/2(3))-comodules are exactly the O(SLq(2))-
comodules with matrix coefficients of even degree in a, b, c, d. The end of the proof comes from
combining this with the results and proof from [16].
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5.2 The general case

The study of the fusion rules of SO(3) gives the following:

Lemma 5.2. Let H be a SO(3)-deformation, with fundamental comodule (W,α). Then there
exist morphisms of H-comodules

e :W ⊗W → C δ : C →W ⊗W

C :W ⊗W →W D : W →W ⊗W,
(14)

a third root of unity ω ∈ C and a unique nonzero scalar τ ∈ C
∗ satisfying the following compati-

bility relations:

(e⊗ idW )(idW ⊗ δ) = idW (idW ⊗ e)(δ ⊗ idW ) = idW (15a)

D = (idW ⊗C)(δ ⊗ idW ) (15b)

CD = idW eδ = τ idC (15c)

Cδ = 0 eD = 0 (15d)

(idW ⊗ C)(δ ⊗ idW ) = ω(C ⊗ idW )(idW ⊗ δ) e(C ⊗ idW ) = ωe(idW ⊗ C) (15e)

(idW ⊗ e)(D ⊗ idW ) = ω(e⊗ idW )(idW ⊗D) (idW ⊗D)δ = ω(D ⊗ idW )δ (15f)

Moreover, if ω 6= 1, we have τ = 2, and if ω = 1, we have τ 6= 1 and

(idW ⊗ C)(D ⊗ idW ) = (C ⊗ idW )(idW ⊗D) = (1− τ)−1idW⊗2 + (τ − 1)−1δe +DC (15g)

(idW ⊗D)D = (1− τ)−1(δ ⊗ idW ) + (τ − 1)−1(idW ⊗ δ) + (D ⊗ idW )D (15h)

C(idW ⊗C) = (1− τ)−1(idW ⊗ e) + (τ − 1)−1(e⊗ idW ) + C(C ⊗ idW ) (15i)

Proof. The fusion rules for SO(3) give:

W ⊗W ≃ C⊕W ⊕WH
2

Then there exist H-colinear maps e, δ and C satisfying (15a), and a scalar τ ∈ C such that
eδ = τ idC. By cosemisimplicity, there exists δ′ such that eδ′ = idC and by Schur’s lemma, there
exists α ∈ C

∗ such that δ′ = αδ. Hence τ 6= 0. Moreover, any rescaling of e and δ that leaves
(15a) intact also leaves τ invariant, hence τ only depends on H.

The rest of the proof follows the one of Lemma 3.4 but without Lemma 3.3.

In the rest of this paper, it seems convenient to distinguish the SO(3)-deformations by
whether or not ω = 1.

Notation 5.3. Let H be a SO(3)-deformation. We say that H is of type Iτ if ω = 1, where
τ ∈ C

∗ is determined by H according to Lemma 5.2. Otherwise, we say that H is of type II (in
that case, we always have τ = 2).

SO(3)-deformations of type Iτ are close to the compact case:

Proposition 5.4. Let H be a SO(3)-deformation of type Iτ . Then there exist a finite dimen-
sional, semisimple, measured algebra (A,ϕ) with dimA ≥ 4, and a Hopf algebra morphism
f : Aaut(A,ϕ) → H such that W ⊂ A is a Aaut(A,ϕ)-subcomodule and (idW ⊗ f) ◦ αW = α′

W ,
where αW et α′

W are the coactions on W of Aaut(A,ϕ) and H respectively. Moreover, if τ 6= −1,
we can assume (A,ϕ) normalized.

Proof. The construction is essentially the same as in the proof of Theorem 1.1. The only differ-
ence is about the semisimplicity of the algebra.

Let A be the H-comodule C ⊕W with dimA ≥ 4. Endow A with the following H-colinear
maps: define a product and a unit by

(λ, v)(µ,w) = (λµ+ (τ − 1)−1e(v ⊗ w), λw + µv + C(v ⊗w)), 1A = (1, 0)
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and a measure ϕ : A → C by ϕ(λ, v) = λ. As in the proof of Theorem 1.1 and using relations
(15ei), (A,m, u, ϕ) is a finite dimensional measured algebra.

Consider δ̃ : C → A⊗A defined by δ̃(1) = 1A ⊗ 1A + (τ − 1)δ(1). Let w ∈W ⊂ A. Then in
A⊗A, we have

wδ̃(1) = w ⊗ 1 + 1⊗ (e⊗ idW )(idW ⊗ δ)(w) + (τ − 1)(C ⊗ idW )(idW ⊗ δ)(w)

(15a)
= w ⊗ 1 + 1⊗ w + (τ − 1)(C ⊗ idW )(idW ⊗ δ)(w)

(15e)
= 1⊗ w + w ⊗ 1 + (τ − 1)(idW ⊗ C)(δ ⊗ idW )(w)

(15a)
= 1⊗ w + (idW ⊗ e)(δ ⊗ idW )(w) ⊗ 1 + (τ − 1)(idW ⊗ C)(δ ⊗ idW )(w) = δ̃(1)w.

Hence for all a ∈ A, we have aδ(1) = δ(1)a ∈ A⊗A. Put r := (τ + 1)−1 ˜δ(1) so that m(r) = 1A
and

s : A→ A⊗A, a 7→ ar

In view of the previous facts, s is a A-A-bimodule morphism, and m◦s = idA, then A is separable
and is semisimple.

Then (A,ϕ) is a finite dimensional, semisimple, measured algebra. By construction of the
structure maps, A is a H-comodule algebra and ϕ is equivariant, thus by universality, there
exists a Hopf algebra morphism f : Aaut(A,ϕ) → H such that (idW ⊗ f) ◦ αA = α′

A. Finally,
W = ker(ϕ) is a Aaut(A,ϕ)-subcomodule of A, and by definition of the coactions on A, we have
(idW ⊗ f) ◦ αW = α′

W .
Assume that τ 6= −1. Then ϕ is normalizable.

• The map

ϕ̃ : A
idA⊗δ̃
→ A⊗A⊗A

m⊗idA→ A⊗A
m
→ A

ϕ
→ C

is a H-colinear map. Using Schur’s lemma, we have dim(HomH(A,C)) = 1, hence there
exists c ∈ C such that ϕ̃ = cϕ. Let us compute ϕ̃(1A) = τ + 1 as in the proof of Theorem
1.1, so ϕ̃ = (τ + 1)ϕ, and ϕ is homogeneous.

• We have ϕ(1A) = 1, so ϕ is normalizable.

To summarize, there exists a finite dimensional, semisimple, measured, normalizable algebra
(A,ϕ). According to Remark 2.12, we can assume that (A,ϕ) is normalized.

A consequence of this proposition is the partial classification result:

Theorem 5.5. Let H be a SO(3)-deformation of type Iτ such that τ 6= −1. Then there exist
a finite dimensional, semisimple, measured algebra (A,ϕ) with dimA ≥ 4, and a Hopf algebra
isomorphism Aaut(A,ϕ) ≃ H

Proof. Let us denote by (WH
n )n∈N the family of simple H-comodules, WH

1 := W . According to
Proposition 5.4, there exist a normalized algebra (A,ϕ), with dimension ≥ 4, and a Hopf algebra
morphism

f : Aaut(A,ϕ) → H

such that f∗(W
A) ≃ WH . According to Theorem 1.2, there exist q ∈ C

∗ and a monoidal
equivalence

Comod(Aaut(A,ϕ)) ≃
⊗ Comod(O(SOq1/2(3)))

Let us denote by WA
n , V A

n and UA
n the Aaut(A,ϕ)-comodules from Theorem 5.1. If q is generic,

then we have f∗(W
A
n ) ≃WH

n , ∀n ∈ N, so f induces a semi-ring isomorphism R+(Aaut(A,ϕ)) ≃
R+(H), and then by a standard semi-ring argument f : Aaut(A,ϕ) → H is a Hopf algebra
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isomorphism. In the first case where q is not generic, we have f∗(W
A
n ) ≃WH

n , ∀1 ≤ n ≤ N1− 1.
So we get:

f∗(W
A
N1−1 ⊗WA

1 ) ≃WH
N1−1 ⊗WH

1 ≃WH
N1−2 ⊕WH

N1−1 ⊕WH
N1
,

but on the other hand, using the simple filtration, we have:

f∗(W
A
N1−1 ⊗WA

1 ) ≃WN1−1 ⊕ f∗(V1)⊕WN1−2 ⊕WN1−1.

This contradicts the uniqueness of the decomposition of a semisimple comodule into a direct sum
of simple comodules. In the last case, we have f∗(U

A
2n) ≃WH

n , ∀1 ≤ n ≤ N1 − 1. Then we get:

f∗(U
A
2(N1−1) ⊗ UA

2 ) ≃WH
N1−1 ⊗WH

1 ≃WH
N1−2 ⊕WH

N1−1 ⊕WH
N1
,

but on the other hand we have:

f∗(U
A
2(N1−1) ⊗ UA

2 ) ≃WH
N1−2 ⊕ f∗(U

A
1 ⊗ V A

1 )⊕WH
N1−2.

This also contradicts the uniqueness of the decomposition of a semisimple comodule into a
direct sum of simple comodules. Then Aaut(A,ϕ) is cosemisimple, q is generic and f is an
isomorphism.

Appendix: Proof of lemma 4.5

We begin by a particular case.

Lemma 1. Let E,F ∈ ob(A). Assume that Eλ is a diagonal matrix for all λ = 1, . . . , nE , that Fµ

is a lower-triangular matrix for all µ = 1, . . . , nF , that Tr(E−1) = Tr(F−1) and tr(Eλ) = tr(Fµ)
for all λ, µ. Then the algebra A(E,F ) is nonzero.

Proof. We want to apply the diamond Lemma [6], for which we freely use the definitions and
notations of [15] (although there are a few misprints there). We have to order the monomials

Xij,λ
kl,µ. We order the set of generators with the following order (1 ≤ λ, ν ≤ nE, 1 ≤ i, j ≤ dEλ ,

1 ≤ r, s ≤ dEν , 1 ≤ µ, η ≤ nF , 1 ≤ k, l ≤ dFµ , 1 ≤ p, q ≤ dFη )

Xij,λ
kl,µ < Xrs,ν

pq,η if





(λ, µ) < (ν, η)
(λ, µ) = (ν, η) and (i, k) < (r, p)
(λ, µ) = (ν, η), (i, k) = (r, p) and (j, l) > (s, q)

Then order the set of monomials according to their length, and two monomials of the same length
are ordered lexicographically.

Now we can write a nice presentation for A(E,F ) (dF := dFnF
, dE := dEnE

):

(DL)





Xr1,ν
ij,λ X

1s,ν
kl,µ = δλµδjkX

rs,ν
il,µ −

dEν∑

t=2

Xrt,ν
ij,λX

ts,ν
kl,µ (1)

Xij,λ
dF dF ,nF

= δij −

nF−1∑

µ=1

dFµ∑

k=1

Xij,λ
kk,µ −

∑

k<dF

Xij,λ
kk,nF

(2)

XdEdE ,nE

ij,λ = EdEdE ,nE

(
F−1
ij,λ −

nE−1∑

µ=1

dEµ∑

t=1

E−1
tt,µX

tt,µ
ij,λ −

∑

t<dE

E−1
tt,nE

Xtt,nE

ij,λ

)
(3)

Xkp,µ
i1,λ X

ql,ν
1j,λ = F−1

11,λ

(
δµνEpq,µX

kl,µ
ij,λ −

∑

(n,m)6=(1,1)

Fnm,λX
kp,µ
in,λX

ql,ν
mj,λ

)
(4)
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Then we have the following inclusion ambiguities:

(Xr1,ν
i1,λX

1s,ν
1j,λ ;X

r1,ν
i1,λX

1s,ν
1j,λ ) (Xr1,ν

ij,λ X
1s,ν
dF dF ,nF

;X1s,ν
dF dF ,nF

) (Xr1,ν
dF dF ,nF

,Xr1,ν
dF dF ,nF

X1s,ν
ij,λ )

(XdEdE ,nE
i1,λ ;XdEdE ,nE

i1,λ Xql,ν
1j,λ) (Xkp,µ

i1,λ X
dEdE ,nE
1j,λ ;XdEdE ,nE

1j,λ ) (XdEdE ,nE
dF dF ,nF

;XdEdE ,nE
dF dF ,nF

)

(Xr1,ν
ij,λ X

11,ν
kl,µ ;X

11,ν
kl,µX

1s,ν
pq,τ ) (Xkp,µ

i1,λ X
ql,ν
11,λ;X

ql,ν
11,λX

uv,τ
1r,λ )

and the following overlap ambiguities:

(Xr1,ν
ij,λ X

1s,ν
k1,µ;X

1s,ν
k1,µX

pq,η
1l,µ ) (Xkl,µ

i1,λX
r1,ν
1j,λ ;X

r1,ν
1j,λX

1s,ν
pq,η )

Let us show that all this ambiguities are resolvable (recall that ”→” means we perform a
reduction):

Let us begin by the ambiguity (Xr1,ν
ij,λ X

11,ν
kl,µ ;X

11,ν
kl,µX

1s,ν
pq,τ ). On the first hand, we have:

δλµδjkX
r1,ν
il,µ X

1s,ν
pq,τ −

dEν∑

t=2

Xrt,ν
ij,λX

t1,ν
kl,µX

1s,ν
pq,τ

(1)
→δλµδλτ δjkδlpX

rs,ν
iq,µ − δλµδjk

dEν∑

u=2

Xru,ν
il,µ X

us,ν
pq,τ − δµτ δlp

dEν∑

t=2

Xrt,ν
ij,λX

ts,ν
kq,µ +

∑

t,u

Xrt,ν
ij,λX

tu,ν
kl,µX

us,ν
pq,τ

and on the other hand, we have:

δµτ δlpX
r1,ν
ij,λ X

1s,ν
kq,µ −

dEν∑

u=2

Xr1,ν
ij,λ X

1u,ν
kl,µ X

us,ν
pq,τ

(1)
→δλµδλτ δjkδlpX

rs,ν
iq,µ − δλµδjk

dEν∑

u=2

Xru,ν
il,µ X

us,ν
pq,τ − δµτ δlp

dEν∑

t=2

Xrt,ν
ij,λX

ts,ν
kq,µ +

∑

t,u

Xrt,ν
ij,λX

tu,ν
kl,µX

us,ν
pq,τ

The ambiguity (Xkp,µ
i1,λ X

ql,ν
11,λ;X

ql,ν
11,λX

uv,τ
1r,λ ) is resolvable by the same kind of computations.

Let us show that the ambiguity (Xr1,ν
i1,λX

1s,ν
1j,λ ;X

r1,ν
i1,λX

1s,ν
1j,λ ) is resolvable. On the first hand, we

have:

F−1
11,λ

(
−

∑

(n,m)6=(1,1)

Fnm,λX
r1,ν
in,λX

1s,ν
mj,λ + E11,νX

rs,ν
ij,λ

)

(2)
→F−1

11,λ

(
−

∑

(n,m)6=(1,1)

Fnm,λ

(
−

dEν∑

t=2

Xrt,ν
in,λX

ts,ν
mj,λ + δnmX

rs,ν
ij,λ

)
+ E11,νX

rs,ν
ij,λ

)

=F−1
11,λ

( ∑

(n,m)6=(1,1)

dEν∑

t=2

Fnm,λX
rt,ν
in,λX

ts,ν
mj,λ − (

∑

(n,m)6=(1,1)

δnmFnm,λ)X
rs,ν
ij,λ

)
+ E11,νX

rs,ν
ij,λ

)

=F−1
11,λ

( ∑

(n,m)6=(1,1)

dEν∑

t=2

Fnm,λX
rt,ν
in,λX

ts,ν
mj,λ + (F11,λ + E11,ν − tr(Fλ))X

rs,ν
ij,λ

)

and on the second hand, we have:
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−

dEν∑

t=2

Xrt,ν
i1,λX

ts,ν
1j,λ +Xrs,ν

ij,λ

(4)
→F−1

11,λ

( dEν∑

t=2

(
∑

(n,m)6=(1,1)

Fnm,λX
rt,ν
in,λX

ts,ν
mj,λ +Ett,νX

rs,ν
ij,λ ) + F11,λX

rs,ν
ij,λ

)

=F−1
11,λ

( dEν∑

t=2

∑

(n,m)6=(1,1)

Fnm,λX
rt,ν
in,λX

ts,ν
mj,λ + (F11,λ + E11,ν − tr(Eν))X

rs,ν
ij,λ

)

=F−1
11,λ

( dEν∑

t=2

∑

(n,m)6=(1,1)

Fnm,λX
rt,ν
in,λX

ts,ν
mj,λ + (F11,λ + E11,ν − tr(Fλ))X

rs,ν
ij,λ

)

because tr(Eν) = tr(Fλ) by assumption.
Let us show that the ambiguity (Xr1,ν

ij,λ X
1s,ν
dF dF ,nF

;X1s,ν
dF dF ,nF

) is resolvable. On the first hand
we have:

−

nF−1∑

µ=1

dFµ∑

k=1

Xr1,ν
ij,λ X

1s,ν
kk,µ −

∑

k<dF

Xr1,ν
ij,λ X

1s,ν
kk,nF

+ δ1sX
r1,ν
ij,λ

(1)
→

nF−1∑

µ=1

dFµ∑

k=1

(

dEν∑

t=2

Xrt,ν
ij,λX

ts,ν
kk,µ − δλµδjkX

rs,ν
ik,λ ) +

∑

k<dF

(

dEν∑

t=2

Xrt,ν
ij,λX

ts,ν
kk,nF

− δλnF
δjkX

rs,ν
ik,nF

) + δ1sX
r1,ν
ij,λ

=

nF−1∑

µ=1

dFµ∑

k=1

dEν∑

t=2

Xrt,ν
ij,λX

ts,ν
kk,µ +

∑

k<dF

dEν∑

t=2

Xrt,ν
ij,λX

ts,ν
kk,nF

−

nF−1∑

µ=1

dFµ∑

k=1

δλµδjkX
rs,ν
ik,λ −

∑

k<dF

δλnF
δjkX

rs,ν
ik,nF

+ δ1sX
r1,ν
ij,λ

=

nF−1∑

µ=1

dFµ∑

k=1

dEν∑

t=2

Xrt,ν
ij,λX

ts,ν
kk,µ +

∑

k<dF

dEν∑

t=2

Xrt,ν
ij,λX

ts,ν
kk,nF

−

nF∑

µ=1

dFµ∑

k=1

δλµδjkX
rs,ν
ik,λ

+ δλnF
δjdFX

rs,ν
idF ,nF

+ δ1sX
r1,ν
ij,λ

=

nF−1∑

µ=1

dFµ∑

k=1

dEν∑

t=2

Xrt,ν
ij,λX

ts,ν
kk,µ +

∑

k<dF

dEν∑

t=2

Xrt,ν
ij,λX

ts,ν
kk,nF

−

dEν∑

t=2

δtsX
rt,ν
ij,λ + δλnF

δjdFX
rs,ν
idF ,nF

On the other hand, we have:

−

dEν∑

t=2

Xrt,ν
ij,λX

ts,ν
dF dF ,nF

+ δλnF
δjdFX

rs,ν
idF ,nF

(2)
→

dEν∑

t=2

Xrt,ν
ij,λ (

nF−1∑

µ=1

dFµ∑

k=1

Xts,ν
kk,µ +

∑

k<dF

Xts,ν
kk,nF

− δts) + δλnF
δjdFX

rs,ν
idF ,nF

=

dEν∑

t=2

nF−1∑

µ=1

dFµ∑

k=1

Xrt,ν
ij,λX

ts,ν
kk,µ +

dEν∑

t=2

∑

k<dF

Xrt,ν
ij,λX

ts,ν
kk,nF

−

dEν∑

t=2

δtsX
rt,ν
ij,λ + δλnF

δjdFX
rs,ν
idF ,nF

The ambiguity (Xr1,ν
dF dF ,nF

,Xr1,ν
dF dF ,nF

X1s,ν
ij,λ ) is resolvable by the same kind of computations.

Let us show that the ambiguity (XdEdE ,nE

i1,λ ;XdEdE ,nE

i1,λ Xql,ν
1j,λ) is resolvable. On the first hand

we have:
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F−1
11,λ

(
−

∑

(n,m)6=(1,1)

Fnm,λX
dEdE ,nE
in,λ Xql,ν

mj,λ + δnEνEdEq,νX
dE l,ν
ij,λ

)

(3)
→F−1

11,λEdEdE ,nE

(
δnEνδdEqX

dE l,ν
ij,λ +

∑

(n,m)6=(1,1)

Fnm,λ(

nE−1∑

µ=1

dEµ∑

t=1

E−1
tt,µX

tt,µ
in,λ

+
∑

t<dE

E−1
tt,nE

Xtt,nE

in,λ − F−1
in,λ)X

ql,ν
mj,λ

)

=F−1
11,λEdEdE ,nE

(
δnEνδdEqX

dE l,ν
ij,λ +

∑

(n,m)6=(1,1)

nE−1∑

µ=1

dEµ∑

t=1

Fnm,λE
−1
tt,µX

tt,µ
in,λ

+
∑

(n,m)6=(1,1)

∑

t<dE

Fnm,λE
−1
tt,nE

Xtt,nE
in,λ −

∑

(n,m)6=(1,1)

Fnm,λF
−1
in,λX

ql,ν
mj,λ

)

and on the other hand:

EdEdE ,nE

(
F−1
i1,λX

ql,ν
1j,λ −

nE−1∑

µ=1

dEµ∑

t=1

E−1
tt,µX

tt,µ
i1,λX

ql,ν
1j,λ −

∑

t<dE

E−1
tt,nE

Xtt,nE
i1,λ Xql,ν

1j,λ

)

(4)
→EdEdE ,nE

F−1
11,λ

(
F11,λF

−1
i1,λX

ql,ν
1j,λ +

nE−1∑

µ=1

dEµ∑

t=1

E−1
tt,µ(

∑

(n,m)6=(1,1)

Fnm,λX
tt,µ
in,λX

ql,ν
mj,λ + δµνEkq,νX

tl,ν
ij,λ)

+
∑

t<dE

E−1
tt,nE

(
∑

(n,m)6=(1,1)

Fnm,λX
tt,nE

in,λ Xql,ν
mj,λ + δnEνEtq,nE

Xtl,nE

ij,λ

)

=EdEdE ,nE
F−1
11,λ

(
F11,λF

−1
i1,λX

ql,ν
1j,λ −

nE−1∑

µ=1

dEµ∑

t=1

δνλE
−1
tt,µEtq,νX

tl,ν
ij,λ −

∑

t<dE

δnEνE
−1
tt,nE

Etq,νX
tl,nE
ij,λ

+

nE−1∑

µ=1

dEµ∑

t=1

∑

(n,m)6=(1,1)

E−1
tt,µFnm,λX

tt,µ
in,λX

ql,ν
mj,λ +

∑

t<dE

∑

(n,m)6=(1,1)

E−1
tt,nE

Fnm,λX
tt,nE
in,λ Xql,ν

mj,λ

=F−1
11,λEdEdE ,nE

(
δnEνδdEqX

dE l,ν
ij,λ +

∑

(n,m)6=(1,1)

nE−1∑

µ=1

dEµ∑

t=1

Fnm,λE
−1
tt,µX

tt,µ
in,λ

+
∑

(n,m)6=(1,1)

∑

t<dE

Fnm,λE
−1
tt,nE

Xtt,µ
in,nE

−
∑

(n,m)6=(1,1)

Fnm,λF
−1
in,λX

ql,ν
mj,λ

)

The ambiguity (Xkp,µ
i1,λ X

dEdE ,nE

1j,λ ;XdEdE ,nE

1j,λ ) is resolvable by the same kind of computations.

Let us show that the ambiguity (XdEdE ,nE

dF dF ,nF
;XdEdE ,nE

dF dF ,nF
) is resolvable. On the first hand we

have:

−

nF−1∑

µ=1

dFµ∑

k=1

XdEdE ,nE
kk,µ −

∑

k<dF

XdEdE ,nE
kk,nF

+ 1

(3)
→EdEdE ,nE

(
−

nF−1∑

µ=1

dFµ∑

k=1

(−

nE−1∑

λ=1

dEλ∑

t=1

E−1
tt,λX

tt,λ
kk,µ −

∑

t<dE

E−1
tt,nE

Xtt,nE

kk,µ + F−1
kk,µ)

−
∑

k<dF

(−

nE−1∑

λ=1

dEλ∑

t=1

E−1
tt,λX

tt,λ
kk,nF

−
∑

t<dE

E−1
tt,nE

Xtt,nE

kk,nF
+ F−1

kk,nF
) + E−1

dEdE ,nE

)
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=EdEdE ,nE

( nF−1∑

µ=1

dFµ∑

k=1

nE−1∑

λ=1

dEλ∑

t=1

E−1
tt,λX

tt,λ
kk,µ +

nF−1∑

µ=1

dFµ∑

k=1

∑

t<dE

E−1
tt,nE

Xtt,nE

kk,µ −

nF−1∑

µ=1

tr(F−1
µ )

+
∑

k<dF

nE−1∑

λ=1

dEλ∑

t=1

E−1
tt,λX

tt,λ
kk,nF

−
∑

k<dF

∑

t<dE

E−1
tt,nE

Xtt,nE

kk,nF
+ F−1

dF dF ,nF
− tr(F−1

nF
) + E−1

dEdE ,nE

)

=EdEdE ,nE

( nF−1∑

µ=1

dFµ∑

k=1

nE−1∑

λ=1

dEλ∑

t=1

E−1
tt,λX

tt,λ
kk,µ +

nF−1∑

µ=1

dFµ∑

k=1

∑

t<dE

E−1
tt,nE

Xtt,nE

kk,µ +
∑

k<dF

nE−1∑

λ=1

dEλ∑

t=1

E−1
tt,λX

tt,λ
kk,nF

−
∑

k<dF

∑

t<dE

E−1
tt,nE

Xtt,nE
kk,nF

+ F−1
dF dF ,nF

+ E−1
dEdE ,nE

− Tr(F−1)
)

and on the other hand:

EdEdE ,nE

(
−

nE−1∑

λ=1

dEµ∑

t=1

E−1
tt,λX

tt,λ
dF dF ,nF

−
∑

t<dE

E−1
tt,nE

Xtt,nE

dF dF ,nF
+ F−1

dF dF ,nF

)

(2)
→EdEdE ,nE

(
−

nE−1∑

λ=1

dEµ∑

t=1

E−1
tt,λ(−

nF−1∑

µ=1

dFµ∑

k=1

Xtt,λ
kk,µ −

∑

k<dF

Xtt,λ
kk,nF

+ 1)

−
∑

t<dE

E−1
tt,nE

(−

nF−1∑

µ=1

dFµ∑

k=1

Xtt,nE
kk,µ −

∑

k<dF

Xtt,nE
kk,nF

+ 1) + F−1
dF dF ,nF

)

=EdEdE ,nE

( nF−1∑

µ=1

dFµ∑

k=1

nE−1∑

λ=1

dEµ∑

t=1

E−1
tt,λX

tt,λ
kk,µ +

nF−1∑

µ=1

dFµ∑

k=1

∑

t<dE

E−1
tt,nE

Xtt,nE
kk,µ +

∑

k<dF

nE−1∑

λ=1

dEµ∑

t=1

E−1
tt,λX

tt,λ
kk,nF

−
∑

k<dF

∑

t<dE

E−1
tt,nE

Xtt,nE

kk,nF
+ F−1

dF dF ,nF
+ E−1

dEdE ,nE
− Tr(E−1)

)

=EdEdE ,nE

( nF−1∑

µ=1

dFµ∑

k=1

nE−1∑

λ=1

dEµ∑

t=1

E−1
tt,λX

tt,λ
kk,µ +

nF−1∑

µ=1

dFµ∑

k=1

∑

t<dE

E−1
tt,nE

Xtt,nE

kk,µ +
∑

k<dF

nE−1∑

λ=1

dEµ∑

t=1

E−1
tt,λX

tt,λ
kk,nF

−
∑

k<dF

∑

t<dE

E−1
tt,nE

Xtt,nE

kk,nF
+ F−1

dF dF ,nF
+ E−1

dEdE ,nE
− Tr(F−1)

)

because Tr(E−1) = Tr(F−1) by assumption.
Now, let us show that the ambiguity (Xr1,ν

ij,λ X
1s,ν
k1,µ;X

1s,ν
k1,µX

pq,η
1l,µ ) is resolvable. On the first hand

we have:

F−1
11,µ

(
−

∑

(n,m)6=(1,1)

Fnm,µX
r1,ν
ij,λ X

1s,ν
kn,µX

pq,η
ml,µ + δνηEsp,νX

r1,ν
ij,λ X

1q,ν
kl,µ

)

(1)
→F−1

11,µ

( ∑

(n,m)6=(1,1)

Fnm,µ(

dEν∑

t=2

Xrt,ν
ij,λX

tq,ν
kl,µ − δλµδjkX

rs,ν
in,µ)X

pq,η
ml,µ

− δνηEsp,ν(

dEν∑

t=2

Xrt,ν
ij,λX

tq,ν
kl,µ − δλµδjkX

rq,ν
il,µ )

)
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=F−1
11,µ

(
δνηδλµδjkEsp,νX

rq,ν
il,µ − δνηEsp,ν

dEν∑

t=2

Xrt,ν
ij,λX

tq,ν
kl,µ

− δλµδjk
∑

(n,m)6=(1,1)

Fnm,µX
rs,ν
in,µX

pq,η
ml,µ +

∑

(n,m)6=(1,1)

dEν∑

t=2

Fnm,µX
rt,ν
ij,λX

ts,ν
kn,µX

pq,η
ml,µ

And on the other hand, we have:

δλµδjkX
rs,ν
i1,µX

pq,η
1l,µ −

dEν∑

t=2

Xrt,ν
ij,λX

ts,ν
k1,µX

pq,η
1l,µ

(4)
→δλµδjkF

−1
11,µ(

∑

(n,m)6=(1,1)

Fnm,µX
rs,ν
in,λX

pq,η
ml,µ + δνηEsp,νX

rq,ν
il,µ )

+ F−1
11,µ(

dEν∑

t=2

∑

(n,m)6=(1,1)

Fnm,µX
rt,ν
ij,λX

ts,ν
kn,µX

pq,η
ml,µ + δνηEsp,νX

rt,ν
ij,λX

tq,ν
kl,µ)

=F−1
11,µ

(
δνηδλµδjkEsp,νX

rq,ν
il,µ − δνηEsp,ν

dEν∑

t=2

Xrt,ν
ij,λX

tq,ν
kl,µ

− δλµδjk
∑

(n,m)6=(1,1)

Fnm,µX
rs,ν
in,µX

pq,η
ml,µ +

∑

(n,m)6=(1,1)

dEν∑

t=2

Fnm,µX
rt,ν
ij,λX

ts,ν
kn,µX

pq,η
ml,µ

The last ambiguity (Xkl,µ
i1,λX

r1,ν
1j,λ ;X

r1,ν
1j,λX

1s,ν
pq,η ) is resolvable by the same kind of computations.

Then all the ambiguities are resolvable. According to the diamond lemma, the set of reduced
monomials forms a linear basis of A(E,F ). In particular, the algebra A(E,F ) is nonzero.

We have the following isomorphism:

Lemma 2. Let E,P ∈
nE⊕
λ=1

GLdEλ
(C), F,Q ∈

nF⊕
λ=1

GLdFλ
(C). Then the algebras A(E,F ) and

A(PEP−1, QFQ−1) are isomorphic.

Proof. Let us denote by Y kl,µ
ij,λ the generators of A(PEP−1, QFQ−1). They satisfy the relations:

dEν∑

q=1

Y rq,ν
ij,λ Y

qs,ν
kl,µ = δλµδjkY

rs,ν
il,µ ,

nF∑

µ=1

dFµ∑

k=1

Y ij,λ
kk,µ = δij ,

nE∑

µ=1

dEµ∑

k=1

(PEP−1)−1
kl,µY

kl,µ
ij,λ = (QFQ−1)−1

ij,λ,

dFλ∑

r,s=1

(QFQ−1)rs,λY
kp,µ
ir,λ Y ql,ν

sj,λ = δµν(PEP
−1)pq,µY

kl,µ
ij,λ .

This ensures the existence of an algebra morphism f : A(E,F ) → A(PEP−1, QFQ−1) by setting

f(Xkl,µ
ij,λ ) =

dEµ∑

r,s=1

dFλ∑

u,v=1

Puk,µP
−1
lv,µY

uv,µ
rs,λ Q

−1
ir,λQsj,λ.

The inverse map is given by

f−1(Y kl,µ
ij,λ ) =

dFλ∑

r,s=1

dEµ∑

u,v=1

P−1
uk,µPlv,µX

uv,µ
rs,λ Qir,λQ

−1
sj,λ.
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We can now prove Lemma 4.5.

Proof. Let E ∈
nE⊕
λ=1

GLdEλ
(C), F ∈

nF⊕
µ=1

GLdFµ
(C) ∈ ob(A) be such that Tr(E−1) = Tr(F−1) and

tr(Eλ) = tr(Fµ) for all λ, µ. According to the previous lemma, let P ∈
nE⊕
λ=1

GLdEλ
(C) and Q ∈

nF⊕
µ=1

GLdFµ
(C) be such that PEP−1 and QFQ−1 are lower-triangular and let M ∈

nE⊕
λ=1

GLdEλ
(C) be

diagonal such that Tr(E−1) = Tr(M−1) and tr(Eλ) = tr(Mµ) for all λ, µ. According to Lemma 1,
the algebra A(M,QFQ−1) is nonzero, and so is A(M,F ). According to [9], Proposition 2.15,
A(E,F ) is nonzero.

Remark 5.6. We could have defined a bigger cogroupoid Â such that ob(Â) = {E ∈
nE⊕
λ=1

GLdEλ
(C)}.

In that case, F = (F1, . . . , Fn) ∈ (C∗)n is normalized if and only if F1 = · · · = Fn = f , and
Aaut(AF , trF ) = Aaut(C(Xn), ψ) where Xn = {x1, . . . , xn}. The previous proof no longer works
because the relations lead to more ambiguities, which are no longer resolvable.
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