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Abstract

In this paper, we consider a semiparametric regression model involving
a p-dimensional explanatory variable x and including a dimension reduc-
tion of x via an index B′

x. In this model, the main goal is to estimate B

and to predict the real response variable Y conditionally to x. We review
some standard approaches based on sliced inverse regression (SIR).

The purpose of the regression of a univariate response y on a p-dimensional
predictor vector x is to make inference on the conditional distribution of y|x.
Following [17], x can be replaced by its standardized version

z = [Σx]−1/2(x − µx) , (1)

where µx and Σx denote the mean and covariance matrix of x respectively
assuming non-singularity of Σx.

The goal of dimension reduction in regression is to find out a p × d matrix
B such that

y z|B′
z , (2)

where “ ” indicates independence. Then the p-dimensional z can be replaced
by the d-dimensional vector B′

z without specifying any parametric model and
without losing any information on predicting y. The column space Span{B} is
called a dimension reduction subspace. The smallest applicable d is called the
dimension of the regression.

Based on the inverse mean E(z|y), [35] proposed Sliced Inverse Regression
(SIR) for dimension reduction in regression. It is realized that SIR can not
recover the symmetric dependency [35, 13]. After SIR, many dimension reduc-
tion methods have been introduced. Sliced Average Variance Estimate (SAVE)
proposed by [13] and Principle Hessian Directions (pHd) proposed by [36] are
another two popular ones. Both pHd and SAVE refer to the second inverse
moment, centered or non-centered. Compared with SAVE, pHd can not detect
certain dependency hidden in the second moment [67, 66] and the linear depen-
dency [36, 16]. Among those dimension reduction methods using only the first
two inverse moments, SAVE seems to be the preferred one. Nevertheless, SAVE
is not always the winner. For example, [66] implied that a linear combination of
SIR and pHd may perform better than SAVE in some cases. It is not surprising
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since [35] already suggested that a suitable combination of two different meth-
ods might sharpen the dimension reduction results. [66] further proposed that
a bootstrap method could be used to pick up the “best” linear combination of
two known methods, as well as the dimension of the regression, in the sense of
the variability of the estimators, although lower variability under the bootstrap
procedure does not necessarily lead to a better estimator. [40] pointed out that
linear combinations of two known methods selected by the bootstrap criterion
may not perform as well as a single new method, their Directional Regression
method (DR), even though the bootstrap one is computationally intensive.

Other theoretical contributions can be found in [3, 4, 5, 6, 8, 9, 10, 12, 13,
14, 15, 17, 18, 20, 22, 23, 24, 29, 30, 31, 32, 36, 37, 38, 35, 42, 39, 41, 43, 44, 40,
47, 49, 48, 50, 51, 52, 53, 54, 55, 58, 60, 61, 59, 63, 64, 67, 68, 69, 73, 74, 72]
while practical aspects are addressed in [1, 2, 11, 26, 33, 34, 45, 46, 56, 62, 66,
65, 71, 75] and applications are presented in [7, 25, 27, 28, 57, 70].
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