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Abstract

Although Large Eddy Simulation (LES) is identified today as the most

promising method for turbulent flow problems, few applications of LES cou-

pled to heat transfer solvers in solids have been published. This paper de-

scribes a coupling strategy of a LES solver and a heat transfer code within

solids on parallel architectures. The numerical methods used in both solvers

are briefly recalled before discussing the coupling strategy in terms of phys-

ical quantities to exchange (fluxes and temperatures), stability and parallel

efficiency. The stability study is performed using an amplification matrix

analysis on a one-dimensional case and allows the determination and op-

timization of coupling parameters. The coupled tool is then applied to a

cooled turbine blade model where results demonstrate both the efficiency

of the parallel implementation and the quality of the results. Coupled and
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non-coupled simulations are compared to experimental results and discussed

in terms of cooling efficiency and flow structures.

Key words: Conjugate Heat Transfer, Large Eddy Simulation, Code

Coupling, Stability Analysis
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Introduction

Determination of heat loads, as wall temperatures and heat fluxes, is a

key issue in combustion (Lakshminarayana, 1996; Lefebvre, 1999; Schiele and

Wittig, 2000; Dunn, 2001; Bunker, 2007): the interaction of hot gases and

reacting flows with colder walls is an important phenomenon in combustion

chambers and a main design constraint in gas turbines. After combustion,

the interaction of the hot burnt gases with the high pressure stator and the

first turbine blades conditions the temperature and pressure levels reached in

the combustor, and therefore the engine efficiency. Numerical simulations of

the thermal interaction between fluid flows and solids offer new design paths

to diminish development costs through important reductions of the number

of experimental tests.

When a Computational Fluid Dynamics (CFD) solver is coupled to a

heat transfer solver, the accuracy of the coupled tool is generally controlled by

the fluid code. Conventional CFD techniques use Reynolds Averaged Navier-

Stokes (RANS) methods. Such approaches cannot capture all complex effects

in turbomachinery flows and looking for more precise flow solvers is a usual

objective in this field. Direct Numerical Simulation (DNS) methods cannot

offer such an alternative solution because of their computational cost. Recent

progresses in Large Eddy Simulation (LES) (Sagaut, 2000; Mahesh et al.,

2004; Poinsot and Veynante, 2005) and the continuously increasing computer

power offered by the newly developed parallel computer architectures, allow

to accurately predict turbulent flows in complex geometries (Acharya et al.,

2001; Azzi and Lakehal, 2002; Rozati, 2007; Boudier et al., 2007). As LES is

still a computationally expensive method, the aim of this paper is to develop
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and assess a suitable strategy based on LES to efficiently converge to steady

thermal states.

There are two basic approaches to solve Conjugate Heat Transfer (CHT)

problems. The first one is a direct coupling where the different fields are

solved simultaneously in a large system of equations by a monolithic solver (Kao

and Liou, 1997; Han et al., 2001; Rahman et al., 2005; Luo and Razinsky,

2007; Ganesan, 2007). The second approach consists in solving each set of

field equations separately with dedicated solvers that exchange boundary con-

ditions (Heselhaus and Vogel, 1995; Sondak and Dorney, 2000; Papanicolaou

et al., 2001; Garg, 2002; Bohn et al., 2005). This solution has the advantage

of using existing state-of-the-art codes to solve fluid and solid equations and

of being able to exchange one solver with another easily (Alonso et al., 2006).

The main drawback of this coupling methodology is that an adapted CHT

framework is requested for the simulations especially on parallel machines.

The performances of such a coupling framework are linked to (1) the strategy

to couple the solvers in an accurate and stable fashion as well as (2) the ex-

change of information between the solvers in an efficient and scalable fashion

when using a large number of processors (Alonso et al., 2006).

This paper investigates important issues for fully parallel and coupled

CHT based on LES for flow models:

• The boundary conditions applied to the fluid and solid codes, including

the variables shared by the codes, are critical for the accuracy and

stability of the computations,

• In gas turbine applications, the time scales of the flow and of the solid

are generally very different. As a consequence, the frequency of ex-
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changes between the codes and the synchronization of the solvers influ-

ence the stability as well as the restitution time of the computations.

The document is organized as follows. The fluid and solid solvers are pre-

sented in section 1. Section 2 is dedicated to the CHT framework. The cou-

pling methodology (boundary conditions and synchronization of the solvers)

is described in sub-section 2.1. The stability study (sub-section 2.2) is per-

formed on a one-dimensional problem using an amplification matrix anal-

ysis. The strategy is validated (section 3) through comparisons of pres-

sure and temperature fields on the experimental film-cooled blade. After

a short description of the configuration (sub-section 3.1) and of solid and

fluid discretizations (sub-section 3.2), an adiabatic LES is discussed (sub-

section 3.3). Thermal results given by the CHT methodology are presented

in sub-section 3.4 which also describes the main flow structures controlling

heat transfer. Finally, sub-section 3.5 proposes efficiency analyses of the

coupled strategy.

1. Numerical approach

1.1. Governing equations for flow LES models.

LES of reacting flows involves the spatial Favre filtering operation that

reduces for spatially, temporally invariant and localised filter functions (Vre-

man et al., 1994) to:

f̃(x, t) =
1

ρ(x, t)

∫ +∞

−∞

ρ(x′, t) f(x′, t) G(x′ − x) dx′ (1)

where G denotes the filter function.
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In the mathematical description of compressible turbulent flows the pri-

mary variables are the volumic mass fraction ρ(x, t), the velocity vector

ui(x, t) and the total energy E(x, t) ≡ es + 1/2 uiui.

The fluid follows the ideal gas law, p = ρ r T and es =
∫ T

0
Cp dT − p/ρ,

where es is the sensible energy, T the temperature, Cp the fluid heat capacity

at constant pressure and r is the mixture gas constant. The LES solver takes

into account changes of heat capacity with temperature using tabulated val-

ues of heat capacities. The viscous stress tensor and the heat diffusion vector

use classical gradient approaches. The fluid viscosity follows Sutherland’s law

and the heat diffusion coefficient follows Fourier’s law. The application of

the filtering operation to the instantaneous set of compressible Navier-Stokes

transport equations yields the LES transport equations (Poinsot and Vey-

nante, 2005) which contain so-called Sub-Grid Scale (SGS) quantities that

need modelling (Sagaut, 2000; Ferziger, 1977). The unresolved SGS stress

tensor τij
t is modelled using the Boussinesq assumption (Smagorinsky, 1963;

Pope, 2000; Chassaing, 2000):

τij
t −

1

3
τkk

t δij = −2 ρ νt S̃ij with S̃ij =
1

2

(
∂ũi

∂xj

+
∂ũj

∂xi

)
−

1

3

∂ũk

∂xk

δij (2)

In Eq. (2), S̃ij is the resolved strain rate tensor and νt is the SGS turbulent

viscosity. The Wall Adapting Linear Eddy (WALE) model (Nicoud and

Ducros, 1999) is chosen to model the SGS viscosity:

νt = (Cw∆)2
(sd

ijs
d
ij)

3/2

(S̃ijS̃ij)5/2 + (sd
ijs

d
ij)

5/4
with sd

ij =
1

2

(
g̃ij

2 + g̃ji
2
)
+

1

3
g̃kk

2δij (3)

In Eq. (3), ∆ denotes the filter characteristic length (approximated by

the cubic-root of the cell volume), Cw is a model constant equal to 0.5 and

g̃ij is the resolved velocity gradient.
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The SGS energy flux qi
t is modelled using a SGS turbulent heat conduc-

tivity obtained from νt by λt = ρ νt Cp/Prt where Prt = 0.7 is a constant

turbulent Prandtl number:

qi
t = −λt

∂T̃

∂xi

(4)

In Eq. (4), T̃ is the Favre filtered temperature which satisfies the modified

filtered state equation p = ρ r T̃ (Moin et al., 1991; Erlebacher et al., 1992;

Ducros et al., 1996; Comte, 1996). Although the performances of the closures

could be improved through the use of a dynamic formulation (Moin et al.,

1991; Lilly, 1992; Germano, 1992; Ghosal and Moin, 1995; Meneveau et al.,

1996) Eq. 2-4 are considered sufficient to address the present preliminary

investigation.

The WALE subgrid model is used in conjunction with no-slip wall condi-

tions. This model is designed to provide correct levels of turbulent viscosity

down to the wall and no wall model is required. Total pressure and total

temperature with velocity angle are imposed using the Navier-Stokes Char-

acteristic Boundary Condition (NSCBC) formalism (Poinsot and Lele, 1992)

at the inlets of the fluid domain. Static pressures are enforced at outlet

boundaries in characteristic NSCBC form.

1.2. Governing equations for solid heat transfer models.

Heat transfer in solid domains is described by the energy conservation:

ρsCs
∂T (x, t)

∂t
= −

∂qi

∂xi

(5)
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where T is the temperature, ρs the density, Cs is the heat capacity and q the

conduction heat flux. The heat diffusion follows Fourier’s law:

qi = −λs
∂T

∂xi

(6)

where λs is the heat conductivity of the medium. The solid solver takes into

account local changes of heat capacity and conductivity with temperature.

1.3. Numerical schemes.

The parallel LES code (Schönfeld and Poinsot, 1999; Moureau et al., 2005;

Mendez and Nicoud, 2008; Roux et al., 2008) solves the full compressible

Navier-Stokes equations using a cell-vertex/finite element approximation and

Taylor-Galerkin weighted residual central distribution scheme (Donea and

Huerta, 2003). This explicit scheme, which provides third-order accuracy

on hybrid meshes, is particularly adequate for low-dissipation requirements

of LES applications (Colin and Rudgyard, 2000). Boundary conditions are

handled with the NSCBC formulation (Poinsot and Veynante, 2005; Moureau

et al., 2005).

The parallel conduction solver is based on the same data structure and

uses an explicit scheme for time advancement.

2. Conjugate heat transfer

During this work, only a thermal steady state solution within the blade

structure was sought for. Since the two solvers are explicit and time depen-

dent, the coupling strategy between the solvers requires a specific approach

discussed in sub-section 2.1. The stability of the approach is studied in sub-

section 2.2 by determining stability limits in a simplified 1D case.
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2.1. Coupling strategies

The resolution of CHT problems on massively parallel machines involves

two main issues:

• The boundary conditions applied to the fluid and solid codes control

the precision and stability of the computations (sub-section 2.1.1).

• The frequency of exchanges between the codes and the synchronization

of the solvers influence the stability as well as the restitution time of

the computations (sub-section 2.1.2).

2.1.1. Boundary conditions

At a fluid/solid interface Γfs, heat flux and temperature are continuous:





φI
f = φI

s

T I
f = T I

s

, I ∈ Γfs (7)

with
(
φI

f , φ
I
s

)
the fluid and solid heat fluxes at the interface point I and

(
T I

f , T I
s

)
the fluid and solid temperatures at the same location. Thus, natural

variables to share between the codes are φ and T at the interfaces. However,

it is usually not efficient to directly impose φ or T on either one of the solver.

Typical strategies to treat CHT problems (Sondak and Dorney, 2000; Bohn

et al., 2005) consist in choosing an adequate composition of variables φI
s and

T I
s coming from the solid computation as boundary conditions for the fluid

domain. The flow solution is computed with this set of boundary conditions

during nf iterations of the fluid solver. Similarly, an adequate composition of

variables φI
f and T I

f coming from the fluid computation is imposed as bound-

ary conditions for the solid domain during ns iterations of the thermal code.
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To reach a thermal steady state, these steps are repeated until convergence

of boundary variables φI and T I . The solution retained here is to write the

continuity of heat flux and temperature across the interface Γfs (Eq. 7) in

the following form (Chemin, 2006):




T I
f = T I

s

φI
f + hT I

f = φI
s + hT I

s

(8)

where h is a positive numerical coupling relaxation parameter (CRP) which

has the dimensions of a convection coefficient. As recommended by previous

studies to improve the stability of the coupled scheme (Giles, 1997; Chemin,

2006; Radenac, 2006; Roe et al., 2008), the temperature from the solid is

imposed to the fluid domain with a Dirichlet condition:

T I,n
f = T I

s , with n = 1, nf (9)

The resulting mixed boundary condition for the structure is:

φI,n
s = φI

f + h(T I
f − T I,n

s ), with n = 1, ns (10)

Both φI,n
s and T I,n

s of the mixed formulation (Eq. 10) converge to steady state

between two successive updates of φI
f and T I

f . The stability of the mixed

condition for the solid domain used in conjunction with Dirichlet boundary

temperature for the fluid depends on the value of the CRP h and on update

frequency. Sub-section 2.1.2 gives arguments concerning update frequencies

adopted within this study and sub-section 2.2 proposes a stability analysis

of the coupled strategy based on a simplified configuration.

2.1.2. Synchronization of the solvers

In a gas turbine, a blade submitted to the hot stream exiting from a

combustion chamber has a characteristic time scale τs, based on a reference
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length and thermal diffusivity, of the order of a few seconds, while the flow-

through time along the blade τf is less than 1 ms. Hence, the convergence

to a thermal steady state of the conjugate system is controlled by the solid.

Let us consider that between two updates of the boundary values, the flow

is advanced in time of a quantity αfτf and the solid is advanced of a time

αsτs where αf and αs are two non-dimensional constants. Then, two limit

cases are of interest: (1) αs = αf ensures that both solid and fluid converge to

steady state at the same rate and (2) αfτf = αsτs ensures that the two solvers

are synchronized in physical time. This last case is needed for fully coupled

unsteady computation. As for the present application only the steady state

temperature field in the solid is requested, case (1) α = αs = αf is used.

In the following, α is called the coupling synchronization time parameter

(CSTP). The numbers of iterations of the fluid and solid solver, respectively

nf and ns, are linked to fluid and solid time steps ∆tf and ∆ts by:

nf = ατf/∆tf

ns = ατs/∆ts
(11)

On a parallel machine, codes for the fluid and for the structure may be run

together or sequentially. Figure 1 shows how heat fluxes and temperature are

exchanged in a mode called Sequential Coupling Strategy (SCS) (Duchaine

et al., 2008) or staggered solution procedure (Felippa et al., 2001): at synchro-

nization ncpl of the solvers (the subscript cpl refer to CouPLing quantities),

after a physical time ατf the fluid solver provides fluxes and temperatures

to the solid solver which then starts and gives back temperatures (physi-

cal duration ατs). In SCS, the codes are loaded into the parallel machine

sequentially and each solver uses all available processors (P ). Most exist-
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ing applications that use SCS are based on steady state codes (i.e. RANS

solvers for the fluid) (Divo et al., 2002; Heidmann et al., 2003; Mercier et al.,

2006; Verstraete et al., 2007). Another solution is Parallel Coupling Strategy

(PCS) (Duchaine et al., 2008), or parallel staggered procedure (Felippa et al.,

2001), where both solvers run together using informations obtained from the

other solver at the previous coupling iteration (Fig. 2). PCS is employed to

study transient or unsteady phenomena (Montenay et al., 2000; Hegab et al.,

2001; dos Santos et al., 2008; Duchaine et al., 2008). In the case of PCS, the

two solvers must share the P = Ps + Pf processors. To first order, ensuring

load balancing requires that the Ps and Pf processors dedicated to the solid

and the fluid, respectively, must be such that:

Pf

P
=

1

1 + Ts/Tf

(12)

where Ts and Tf are the execution times of the solid and fluid solvers on one

processor to compute physical times ατs and ατf respectively. Perfect scal-

ing for both solvers is assumed in Eq. 12. Efficient implementation of PCS

requires a software to manage the parallel execution of the solvers as well

as the data exchanges during their execution. In order to insure the perfor-

mance of the PCS, a code coupler, initially developed for ocean-atmosphere

coupling (Lagarde et al., 2001; Buis et al., 2005), has been used here.

Both SCS and PCS have been tested: to deal with a fully non stationary

coupled problem with synchronization in physical time (αfτf = αsτs), PCS is

recommended (Hegab et al., 2001). However, when studying the convergence

to a steady thermal state where α = αf = αs, the choice of the method is

open and will be addressed in sub-section 3.5.
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2.2. Stability of the coupling methodology

The coupling methodology used to reach a steady thermal state is com-

posed of the following set of boundary conditions:




Fluid (Dirichlet): T
I,if
f = T I

s , if = 1, nf

Solid (mixed): φI,is
s = φI

f + h
(
T I

f − T I,is
s

)
, is = 1, ns

(13)

Boundary conditions of Eq. 13 are applied to fluid and solid domains during

the nf and ns iterations of the solvers between two consecutive updates. In

Eq. 13, the coupling relaxation parameter h and the coupling synchronization

time parameter α are adjustable. The other free parameter is the mode of

synchronization: SCS or PCS. Before applying the CHT methodology to a

full configuration, it is interesting to study its stability in terms of h and α.

This is done here in a simplified 1D case with the PCS.

2.2.1. Description of the simplified conjugate heat transfer problem

In coupled simulations, modes which are normal to the interface between

the fluid and the solid can become unstable. Hence, the stability of the PCS

with Dirichlet / mixed set of boundary conditions is analyzed here with a 1D

purely thermal diffusion problem PSCHT (Simplified conjugate heat transfer

problem). As mentioned by Giles (Giles, 1997), since there is no velocity

component normal to the solid boundaries, it is appropriate in a 1D model to

omit convection terms. Stability for problem PSCHT is a necessary condition

for real applications but may not be sufficient. Nevertheless, understanding

1D instabilities clearly gives insight into the potential instabilities in 2D and

3D complex computations.

The problem PSCHT is a system composed of two domains with constant

properties. Domain #1 has the thermal properties (thermal conductivity,
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heat capacity and density) of plexiglass (Tab. 1) while domain #2 has the

thermal properties of air at 328 K (Tab. 2). The interface between the

domains at x = 0 is noted Γ. Dirichlet conditions on temperature are imposed

at x = b1 (b1 < 0) and x = b2 (b2 > 0). To solve the problem PSCHT , the

heat diffusion equation is considered in both domains:

ρiCi
∂Ti(x)

∂t
= λi

∂2Ti(x)

∂x2
, i = 1, 2 (14)

with the boundary and continuity conditions:




T1(x = b1) = Tb1

T2(x = b2) = Tb2

φ1(x = 0) = φ2(x = 0)

T1(x = 0) = T2(x = 0)

(15)

For the sake of simplicity, Eq. 14 is discretized using a forward Euler time

differencing and a classical second-order central difference scheme on uniform

grids in each domain:

T n+1
i,j = T n

i,j + Fi

(
T n

i,j+1 − 2T n
i,j + T n

i,j−1

)
, i = 1, 2 (16)

where Fi = λi∆ti
ρiCi∆x2

i

, ∆ti and ∆xi are the Fourier number, the time step and

the mesh size of domain i respectively. For a periodic domain with uniform

thermo-physical properties, the stability of the discretization given by Eq. 16

is ensured when Fi ≤ 0.5 (Burnett, 1987). In Eq. 16, T n
i,j is given by:

T n
i,j =





T1(b1 + j∆x1, n∆t1) j = 1, N1 n = 1, n1 (solid)

T2(j∆x2, n∆t2) j = 1, N2 n = 1, n2 (fluid)
(17)

where N1 and N2 are the number of mesh points of domain #1 and #2 respec-

tively. Previous works dealing with numerical stability of coupled thermal
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computations (Giles, 1997; Chemin, 2006; Radenac, 2006; Roe et al., 2008)

were done with the very restrictive conditions n1 = n2 = 1 and ∆t1 = ∆t2.

In this study, the coupled solvers conserve their own time step based on

stand-alone numerical stability. Moreover, the solvers can integrate Eq. 16

with different number iterations n1 and n2 between two updates. To mimic

the conditions of the blade heat transfer problem, the spatial and time dis-

cretizations ∆xi and ∆ti are similar to those of the computation with heat

conduction solver for domain #1 and the LES code for domain #2.

The discretized heat flux used for boundary conditions are approximated

with first-order differences. After the synchronization number ncpl in PCS

(Fig. 2), the boundary conditions applied to domain #1 and #2 during n1

and n2 iterations respectively are:





T
i1,ncpl

1,1 = Tb1

φ
i1,ncpl

1,N1
= φ

ncpl−1

2,1 + h
(
T

n2,ncpl−1

2,1 − T
i1,ncpl

1,N1

)

T
i2,ncpl

2,1 = T
n1,ncpl−1

1,N1

T
i2,ncpl

2,1 = Tb2

with i1 = 1, n1 and i2 = 1, n2

(18)

where φ
ncpl−1

2,1 is the mean value of the heat flux φ
i2,ncpl−1

2,1 at the interface in

domain #2 over the n2 iterations. This mean heat flux is introduced in the

mixed condition due to the use of a LES solver, intrinsically non stationary,

for target applications.

2.2.2. Stability of the solid discretization

Before studying the coupled problem PSCHT , let us consider only domain

#1 to analyze the effect of the mixed boundary condition (Eq. 13) on stability.
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Domain #1 is discretized with Eq. 16. The mixed boundary condition is

applied at x = 0 and a Dirichlet condition on temperature at x = b1:



T i1
1,1 = Tb1

φi1
1,N1

= φb + h
(
Tb − T i1

1,N1

)

with i1 = 1, n1

(19)

In Eq. 19 φb, Tb and Tb1 are constant heat flux and temperatures. The vector

of unknowns U1 is introduced as:

U1 =
[

T1,1 . . . T1,N1
Tb φb

]t

(20)

The constants Tb and φb are introduced in the vector U1 at this level of

the study in order to prepare the notations used during the analysis of the

coupled problem PSCHT . The solutions at time i1∆t1 and (i1 + 1)∆t1 are

linked by:

U i1+1
1 = M1(F1, h) U i1

1 (21)

In Eq. 21, M1(F1, h) is the discretisation operator of Eq. 16 augmented by

boundary conditions Eq. 19:

M1(F1, h) =




1

F1 1 − 2F1 F1

. . .

F1 1 −F1 (1 + D) F1D
F1D

h

1

1




(22)

where D is a Biot like number based on the mesh size in domain ∆x1, the

conductivity λ1 and the coupling relaxation parameter h used in Eq. 8:

D =
h∆x1

λ1

(23)
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The value of the spectral radius ρ (M1(F1, h)) of the operator M1(F1, h)

determines the stability of the discretization (Hirsch, 1988; Allaire and Craig,

2007). Indeed, a requirement for a stable numerical scheme is:

ρ (M1(F1, h)) ≤ 1 (24)

When the dimension of matrix M1(F1, h) is sufficiently small (i.e. when the

number of discretization nodes N1 is small), the eigen values of M1 can be

expressed analytically. For N1 = 4, the condition of stability (Eq. 24) gives

a bounded region of stability for D:

D ≤
F3

1 − 12F2
1 + 20F1 − 8

−3F3
1 + 8F2

1 − 4F1

(25)

The stability limit of D is a function of the Fourier number F1: above

F1 = 0.5, the scheme is always unstable as expected for an explicit formula-

tion. When F1 goes to 0 (∆t1 tends to 0), the upper limit Du of D is +∞:

the scheme becomes unconditionally stable. On the interval F1 ∈ ]0, 0.5],

the derivative ∂Du/∂F1 is negative. The use of larger time steps (increasing

F1) reduce the range of D leading a stable scheme. Decreasing D also has

a positive effect on convergence (see sub-section 3.5) so that the optimum

point for CHT in this case is F1 = 0.5 and D = 2.33. Figure 3 compares the

analytical evolution of Du given by Eq. 25 for F1 ∈ ]0, 0.5] and numerical

solutions obtained with a discrete procedure. The discrete procedure is vali-

dated with the case N1 = 4 (Fig. 3) and used to measure the sensibility of the

stability domain to N1. Results show that the curve Du (F1) weakly depends

on the number of nodes N1: the case N1 = 51 leads to the same stability

limit as N1 = 4. When the number of nodes N1 increases, the optimal point

for convergence speed goes to F1 = 0.5 and D ≈ 2.
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2.2.3. Stability analysis of the coupled discretizations

Now that the stability of domain #1 with a mixed boundary condition

has been studied, the stability of the coupled problem PSCHT is investigated.

Between the synchronizations ncpl and ncpl+1, solutions U1 and U2 of domains

#1 and #2 are advanced in time using discretization operators M1(F1, h) and

M2(F2) similar to the definition given in Eq. 22:





U
ncpl+1

1 =

(
n1∏

n=1

M1

)
U

ncpl

1 = Mn1

1 U
ncpl

1

U
ncpl+1

2 =

(
n2∏

n=1

M2

)
U

ncpl

2 = Mn2

2 U
ncpl

2

(26)

where the numbers of iterations n1 and n2 between two synchronization

events are linked to time-steps of domains #1 and #2:

n1 = ατ1/∆t1

n2 = ατ2/∆t2
(27)

The characteristic time scales τ1 and τ2 in Eq. 27 are chosen in order to mimic

the behavior of CHT of the turbine vane given in Tab. 5. Thus, τ1 =
ρ1C1b2

1

λ1

is a diffusion time in domain #1 while τ2 is a convection time taken in the

condition of the blade simulations. For the same reason, the time-step ∆t1 is

obtained with a Fourier number F1 equal to 0.5 while ∆t2 is of the order of

the time-step in LES computations, viz. F2 << 0.5 (the CFL stability limit

associated to acoustic waves is usually much more restrictive than diffusion

in compressible LES).

Based on Eq. 26, the discretization of the whole system can be expressed

as:

Uncpl+1 = M(α, h) Uncpl (28)
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where U is a composition of the nodal temperatures in the domains and heat

fluxes at the interface. The value of the spectral radius ρ (M(α, h)) of the

operator M(α, h) determines the stability of the discretization (Hirsch, 1988;

Allaire and Craig, 2007). Figure 4 gives the stability map of the operator

M(α, h) for α in [0.001, 3] and D = h∆x1/λ1 from 0 (Neumann boundary

condition) to 2.3. Above a threshold D = Dm, the mixed condition is stable.

As shown on Fig. 4, Dm is a function of α: if the CSTP is sufficiently small

(α < 0.02), the Neumann condition is stable. Then, until α = 0.5, the value

of D that ensures numerical stability increases with α. Beyond this point, Dm

remains approximatively constant when the CSTP increases. The stability

domain is also limited by an upper bound DM (Fig. 4). The limit of DM

when α increases is Du ≈ 2 obtained during the stability analysis of domain

#1 alone.

As a summary, the stability analyses performed for a simple 1D problem

have pointed out a stability domain in terms of (α,D) where α stands for

the frequency between two successive updates of the coupled boundary con-

ditions and D = h∆x1/λ1 where h is a coupling relaxation factor defined in

the mixed boundary condition (Eq. 13). For a given value of the coupling

synchronization time parameter α, a range of h allows numerical stability

of the coupled scheme. This range of CRP is bounded by an upper limit

determined by the solid discretization whereas the lower bound is linked to

the coupling scheme.

An important information not accessible from these analyses still misses:

since the aim of the film-cooled turbine vane simulations is to find a stationary

thermal state of the blade in a reduced computational time, it is crucial to
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understand the effect of the CSTP α and of the CRP h on convergence. Sub-

section 3.5 presents sensitivity analyses obtained on the blade configuration

when varying α and h.

3. Application of the coupled strategy to the T120D blade

This section presents the application of the conjugate heat transfer (CHT)

strategy to the T120D blade. After describing the configuration, an adia-

batic computation is analyzed. It show the potential of the LES to predict

accurately complex turbomachinery flows. Then, CHT results are presented.

Finally the performance of the CHT methodology is discussed.

3.1. Description of the T120D blade

The T120 cascades were designed by Rolls Royce Deutschland for the

European project AITEB (Haselbach and Schiffer, 2007) (Aerothermal In-

vestigations on Turbine Endwalls and Blades). The experiments were con-

ducted in the High-speed Cascade Wind Tunnel of the Institute of Jet Propul-

sion (Sturm and Fottner, 1985; Homeier and Haselbach, 2005; Gomes and

Niehuis, 2009).

The highly-loaded high-pressure turbine airfoil of the T120 cascades was

designed in order to have a large separation on the pressure side. Therefore

the profile presents a strong concave curvature on the pressure side starting

shortly after the leading edge. Together with the high pitch to chord ratio

relatively strong adverse pressure gradients are present on the pressure side

resulting in flow separation. Typically for high-pressure turbine blades, a

high change of direction is imposed on the flow. The blade is designed for
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high exit Mach numbers. The aerodynamical and geometrical data at design

conditions are listed in Tab. 3.

The film cooling device of the T120D blade is composed of three jet rows

located on the pressure side in the region of the main flow separation (Fig. 5).

The first row of jets is placed near the stagnation point and has cylindrical

holes with compound angle against the main stream. This first row is located

to protect the leading edge region which has the highest heat transfer rate

over the entire airfoil (Han et al., 2000). The second jet row contains fan-

shaped holes with zero compound angle located at approximately 20% of the

axial chord length. The second row is supposed to re-energize the boundary

layer of the main stream and therefore reduce the flow separation. A third

row of cylindrical holes is placed at approximately 35% of the axial chord.

This last row slightly diminishes the separation bubble on the pressure side.

The temperature difference between the mainstream (T t
1 = 333.15 K) and

cooling (T t
c = 303.15 K) flows is limited to 30 K to facilitate measurements.

The blade is made of plexiglass with a low conductivity of 0.184 W ·m−1 ·K−1

that make the CHT problem difficult to treat. Experimental results include

pressure data on the blade suction and pressure sides as well as temperature

measurement on the pressure side (Gomes and Niehuis, 2009).

3.2. Computational domains

The computational domains for the fluid and the structure contain one

spanwise pitch of the film cooling hole pattern corresponding to 8 mm along

the z-axis (Fig. 5), with periodicity enforced on each side. This simplification

neglects end-wall effects but retains the three-dimensionality of the flow and

greatly reduces the number of tetrahedral cells required to model the blade:
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about 6.5 million cells for the fluid and 600, 000 for the solid. For the fluid

region, periodicity condition is also assumed in the y-direction. Specific care

is devoted to the tetrahedral cell isotropy in the wall regions; the maximum

values of grid spacings on the blade surface expressed in wall units are about

dx+ ≈ dy+ ≈ dz+ ≈ 40. In the dilution zone, grid spacings are smaller than

5 wall units. Such resolutions are fine enough to capture major aerodynamic

events at the wall reasonably well. The size of one spanwise pitch of hole

pattern allows these grid spacings with a moderate number of cells. As

shown in Fig. 5, the three film-cooling holes and the plenum used to inject

the cooling air are also included in the fluid domain. Hence, the distribution

of mass flow rate within the holes is a result of the simulations. The skin

meshes are the same for the fluid and the solid so that no interpolation

error is introduced at this level when CHT is simulated. The computational

domains for both fluid and solid parts are considered fine enough to assess

the coupling methodology in a reasonable time.

3.3. Adiabatic computation of the T120D blade

The description of the LES results with adiabatic wall conditions justifies

the use of LES for CHT. The main flow structures are first emphasized before

comparing computational results and experimental data.

Figure 6 depicts an instantaneous snapshot of vorticity (left) and a field of

mixture fraction showing the path of cooling air in the main stream (right).

The LES predicts an intense turbulence intensity and mixing in the region

of the three jets. Downstream from the jets, the strong acceleration on the

pressure side relaminarizes the flow and forces the cooling air against the

blade surface. At the beginning of the suction side, the boundary layer is
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rather laminar. Then, the flow accelerates up to supersonic velocities. A

weak shock appears at a reduced abscissa of about 0.75 and destabilizes the

boundary layer. Vortex shedding develops behind the blade.

Figure 7 shows that jet 1, directly exposed to the main stream, mixes

rapidly with hot gases. Protected by the concave shape of the blade and

by the first jet, the cooling air of the second hole penetrates more into the

flow until it mixes with the third jet. Jet 3 is aligned with the main stream

and remains coherent until it impacts the blade in a region between reduced

abscissa of 0.5 to 0.6.

The adiabatic LES results are compared to the experiment in terms of

pressure profiles on the blade (Fig. 8) and of temperature profiles on the

pressure side (Fig. 9). Pressure fields are displayed in terms of isentropic

Mach numbers Mis(x) computed by:

Mais(x) =

√√√√ 2

γ − 1

[(
P t

1

P t
w(x)

) γ−1

γ

− 1

]
(29)

where γ is the isentropic coefficient, P t
1 and P t

w(x) are the total pressure of the

mainstream and at the wall at location x. Figure 8 displays a time-averaged

distribution of isentropic Mach number obtained by LES and experimentally

at static pressure tap locations. The flow strongly accelerates on the suction

side up to supersonic conditions (Mais(x) > 1) and features a weak shock at

about 75% of the axial chord. On the pressure side, the flow is exposed to

strong adverse pressure gradients shortly downstream of the stagnation point.

The flow separates at a reduced abscissa of about 0.2 (position of the second

jet) reattaching at about 0.45, after the third jet. After reattachment, the

flow is strongly accelerated leading to values for the acceleration parameter
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that are beyond common relaminarization limits (Mayle, 1991). Although

the shock position on the suction side is not perfectly captured, the overall

agreement between LES and experimental results is fair.

Table 4 compares numerical and experimental values of the total mass

flow rate of air Q =
∑

j Qj passes through the three holes as well as of

the blowing ratios Mi of the jets. Proper descriptions of the mass flow rate

and blowing ratio of each jet are crucial to predict heat transfer with a

good accuracy. LES gives a good approximation of the total mass flow rate

across the holes. The numerical simulation also gives the distribution of air

among the three jets, not available experimentally. Since the total coolant

pressure is the same for all three coolant rows, the mass flow rate is almost

equally distributed between the holes. Blowing ratios are expressed in terms

of velocity U and density ρ as:

Mj =
ρjUj

ρ∞U∞

, j = 1, 2, 3 (30)

where j refers to jet quantities and ∞ to local main stream values. Equal

coolant mass flow Qj = ρjUj per hole is assumed for the determination of

experimental blowing ratios of Tab. 4 and the LES validates this hypothesis.

The agreement between experimental and numerical blowing ratios is rather

good (Tab. 4).

Wall temperatures T t
w(x) are presented in Fig. 9 in terms of cooling effi-

ciency defined by:

Θ(x) =
T t

1 − T t
w(x)

T t
1 − T t

c

(31)

where T t
1 and T t

c are the total temperatures at the inlets of the mainstream

and plenum respectively. Time and spanwise averaged cooling efficiencies for
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adiabatic LES and RANS computations as well as experimental results are

plotted as function of relative axial chord on Fig. 9. The RANS computation

is done with Fluent using a k − ω/SST turbulence model (Menter, 1993).

As expected, in the region of the jets (reduced abscissa up to 0.45) the

cooling efficiencies obtained with the adiabatic simulations are lower than

the experimental values: adiabatic temperature fields over-predict the real

one. Downstream of the impact of the jets on the blade, the adiabatic LES fits

the experimental level of Θ whereas the RANS computation over-estimates

it. In the experience, the film of colder air that forms after the interaction

between the jets and the surface of the blade maintains the wall temperature

close to adiabatic one. Hence, the LES captures fairly well the air mass flow

through the jets as well as the mixing of the cooling air with the main stream.

That is not the case for the RANS simulation. Indeed, even if the RANS

computation reproduces the real air mass flow rates ejected by the holes, the

simulation does not describe mixing correctly. As a result, the jets remain

coherent on a too long distance without mixing with the hot stream and too

much cold air impacts the blade surface.

Both LES and RANS simulations exhibit a non-physical peak of Θ near

the trailing edge. This peak is due to an over-expansion near the trailing

edge which does not appear in the experiment. The round trailing edge

of the T120D blade profile and a lack of resolution in this region where

there is a very strong acceleration of the flow cause this difficulty in the

computation (Denton and Dawes, 1999; Mei and Guha, 2005).

From these results, LES appears to be a good candidate to treat CHT

problems in complex turbomachinery flows.
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3.4. Coupled computation of the T120D blade

This sub-section presents a fully coupled simulation of the T120D blade

obtained with a two-step methodology:

1. Initialization of the coupled calculation that includes:

• a converged adiabatic fluid simulation (presented in sub-section 3.3),

• a converged solid computation with imposed boundary tempera-

tures given by the adiabatic fluid solution,

2. Coupled simulation with a parallel coupling strategy (PCS on Fig. 2).

The maximum value of the Biot mesh number D = h∆xs/λs that gives

a stable mixed condition for the solid discretization of the blade (Eq. 13)

with a Fourier number of 0.5 is Du ≈ 1.8. The solid mesh size ∆xs used to

compute Du corresponds to the discretization size at the fluid / solid interface

(i.e min ∆x for the solid in Tab. 5). The conductivity of the solid media is

given in Tab. 1. It is interesting to note that the value Du ≈ 2 highlighted

in sub-section 2.2 for 1D simple problem is a good approximation for the

complex 3D problem. As a result, the values of the coupling synchronization

time parameter α and of the coupling relaxation parameter h used for the

CHT simulation are chosen so that the point (α, h) belongs to the stability

domain of the simple 1D problem PSCHT (Fig. 4) presented in section 2.

These coupling parameters correspond to (α1, h2) in Tab. 6.

The coupled simulation was performed on 32 processors of an IBM JS21.

The synchronization in CPU time (Eq. 12) was reached with 30 proces-

sors allocated to the fluid solver and 2 for the solid one. The converged
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state is obtained in 10 characteristic solid time scales τs (Fig.11) and re-

quires about 4800 CPU hours. As a previous study on this configuration has

shown that the pressure distribution over the blade is not affected by the

coupling (Duchaine et al., 2008), the analysis focuses on thermal aspects.

At the converged state, the net heat flux through the blade reaches zero

(i.e. the mean temperature of the blade is stabilized, Fig. 11). Figure 9

shows measurements, adiabatic and coupled results of the cooling efficiency

Θ(x) spanwise and time averaged along pressure side. As mentioned previ-

ously, the adiabatic temperature field (solid line) over-predicts the real one.

The main contribution of conduction throughout the blade is to reduce the

wall temperature on the pressure side and thus to increase Θ(x) (dot dashed

line). The global form of the reduced temperature from the coupled simu-

lation matches the experimental data correctly. Differences in the levels are

explained by the insufficient wall resolution used for the LES computation

as well as to the experimental difficulties and uncertainties for temperature

measurements and processing (i.e. spanwise average). The strong acceler-

ation caused by the blade induces large thermal gradients not-well resolved

by the simulation that leads to an underestimation of the thermal fluxes as

well as to non-physical values of cooling efficiency at the trailing edge.

Figure 10 compares experimental and numerical cooling efficiency fields

on a 2D plot of the pressure side. The computation matches the experimen-

tal visualization. Figure 10 evidences the thermal effects of the cooling jets

on the vane. Jet 1 is folded back against the surface by the main stream but

detaches rapidly and mixes with the hot gases due to the curvature of the

blade. Downstream of the second hole, a streak with higher efficiency and
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a spot with enhanced cooling close to the ejection location indicate a par-

tially attached jet. A streak with a lower surface temperature is also visible

downstream of the third jet. Jet 3 seems to be the most active in the cooling

process: it protects the blade from the hot stream until a reduced abscissa of

0.5 and it impacts the vane at reduced abscissa between 0.5 and 0.6. The cur-

vature of the pressure side induces a slack film coverage: the concave shape

of the surface spreads the cooling air laterally along the spanwise direction,

as explained by Schwarz and Goldstein (Schwarz and Goldstein, 1989).

3.5. Efficiency analyses of the coupled strategy

This last sub-section analyzes the efficiency of the coupling methodology

with regard to the adjustable parameters used in the boundary conditions,

the coupling synchronization time parameter α and the coupling relaxation

parameter h:




Fluid (Dirichlet): T
I,if
f = T I

s , if = 1, nf

Solid (mixed): φI,is
s = φI

f + h
(
T I

f − T I,is
s

)
, is = 1, ns

(32)

The number of iterations of fluid (nf ) and solid (ns) solvers between two

consecutive updates of boundary conditions are:

nf = ατf/∆tf

ns = ατs/∆ts
(33)

In Eq. 33, ∆tf and ∆ts are the time-steps of the fluid and solid solvers

respectively. τf and τs are characteristic times of the flow and solid phenom-

ena. The different values used for the CSTP αk and CRP hk in this section

are summarized in Tab. 6. As the implementation of SCS is simpler than

PCS, SCS is preferred for efficiency analyses. As the formulations for SCS
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and PCS are different, it is useful to check whether the implementations of

these strategies give the same results: Fig. 11 compares SCS(α1, h2) and

PCS(α1, h2) and shows that both strategies converge to the same thermal

state at the same rate. As a reference for computational costs and restitu-

tion times, one solid characteristic time τs requires almost a total of 295 CPU

hours for the LES and the heat conduction solvers on a SGI Altix ICE8200.

To evaluate the impact of h in Eq. 32 on restitution times for the T120D

CHT problem, three computations with SCS are compared: SCS(α2, h1),

SCS(α2, h2) and SCS(α2, h3) (Tab. 6). Figure 12a depicts the evolutions of

the mean temperature in the blade as a function of reduced solid time ts/τs

for these simulations. The retained values h1, h2 and h3 with α2 give stable

coupled schemes that converge to the same thermal steady state. Figure 4

shows that the predictions from the 1D problem PSCHT are not directly

applicable to the complex 3D CHT case: following the 1D analysis, the

points (α2, h2) and (α2, h3) are stable while the point (α2, h1) is not stable.

The convergence rate is influenced by the choice of the CRP : simulations

converge faster for slower values of h (Fig. 12a). Indeed from h3 to h1 the

CPU time needed to reach a steady state is divided by approximatively 2.5.

As done for the CRP h, three computations with SCS are then compared

to evaluate the effect of the CSTP α in Eq. 33 on convergence: SCS(α1, h2),

SCS(α2, h2) and SCS(α3, h2) (Tab. 6). Figure 12b shows the evolutions of

the mean temperature in the blade as a function of reduced solid time ts/τs

for these simulations. The numerical schemes obtained with α1, α2 and α3

combined with h2 are stable and converge to the same thermal steady state.

Fig. 12b shows that the choice of the CSTP directly affects the convergence
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rate of the coupled simulations. Small values of α enhances the restitution

times of the computations: high update frequencies of interface variables

allow the computations to follow the steepest descent to converged state.

To conclude, good convergence rates are obtained for small values of both

the CSTP α and CRP h within the stability domain. When α is sufficiently

small, SCS becomes inefficient compared to PCS. Indeed, below a certain

value of the CSTP, the computational time due to the resolution of fluid and

solid equations is smaller than the management times due to launching of the

codes as well as initialization and finalization of the computations (reading

of meshes and initial solutions, writing of final solutions ...). PCS allows to

avoid these restart steps and is therefore recommended. It is also important

to note that when the CSTP α becomes too small (i.e. decreasing the number

of iterations of the solvers), the execution time of the fluid and solid solvers

between two successive updates of boundary conditions can become lower

than the time requested to data exchanges. Such a configuration is not

acceptable for the efficiency of the method and a balance is needed to fix the

CSTP.

Conclusion

The thermal loads on gas turbine components controls life-time of the sys-

tem. Numerical predictions of conjugate heat transfer raise problems which

make the simulations difficult to compute:

• The flows are very complex: three-dimensional unsteady turbulent ef-

fects, mixing of flows with different properties, high speeds with com-
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pressibility effects (with large variations of Mach number up to super-

sonic conditions),

• Distinct physics must be coupled with very different length and time

scales,

• The size of the computations requires parallel computations to reduce

restitution times.

In the present study, a coupling strategy for conjugate heat transfer with

Large Eddy Simulation (LES) is proposed and applied to a film-cooled tur-

bine vane experimentally tested at the Institute of Jet Propulsion. The

methodology is based on a partitioned approach: a LES solver exchanges

information with a heat transfer code within solids via a supervisor. It is

shown that the LES solver is well adapted to capture the flow that develops

around the film-cooled turbine blade.

The coupling methodology is first assessed in term of stability and effi-

ciency. At the fluid/solid interface, a mixed condition on wall temperature

and heat fluxes is written based on a coupling relaxation parameter h. A

stability analysis on a simplified one-dimensional problem allows the deter-

mination and optimization of coupling parameters. Two parameters control

both the stability and cost of the coupled simulations: the mesh Biot number

of the solid domain D = h∆xs/λs (where ∆xs and λs are respectively the

solid discretization and the solid conductivity) and the coupling synchroniza-

tion time parameter α which defined the time between two coupling events.

The coupled tool is ported on massively parallel architectures and applied

to an experimental film-cooled turbine vane. Results demonstrate both the
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efficiency of the parallel implementation and the quality of the results. Ther-

mal convergence of the blade is accelerated by high frequencies of exchanges

between the codes (small values of the coupling synchronization time param-

eter α). Coupled and non-coupled simulations are compared to experimental

results and discussed in terms of cooling efficiency and flow structures.

The comparison between adiabatic LES and measurements is good for

the isentropic Mach number along the blade. Reasonable aerodynamic pre-

dictions are a necessary condition to reproduce the blade skin temperature

field. As the LES computation gives a correct air flow distribution within the

cooling system and reproduces the mixing between the hot stream and the

cooling flow, the trends of computed cooling efficiency agree reasonably well

with experimental data. Discrepancies in the levels are mainly due to a lack

of resolution in the fluid flow near the wall. Finally, the coupled simulation

is used to describe the role of the three rows of cooling jets in heat transfer.

Further studies will concern the analyze of mesh resolution as well as the

use of thermal wall model to enhance thermal predictions. The effect of the

number of spanwise pitch of the film cooling hole pattern including jet to jet

interactions will also be investigated.
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Toulouse, France, 2000.

F. Nicoud, F. Ducros, Subgrid-scale stress modelling based on the square of

the velocity gradient, Flow, Turb. and Combustion 62 (3) (1999) 183–200,

doi:10.1023/A:1009995426001.

P. Moin, K. D. Squires, W. Cabot, S. Lee, A dynamic subgrid-scale model

for compressible turbulence and scalar transport, Phys. Fluids A 3 (11)

(1991) 2746–2757, doi:10.1063/1.858164.

G. Erlebacher, M. Y. Hussaini, C. G. Speziale, T. A. Zang, Toward the

large-eddy simulation of compressible turbulent flows, J. Fluid Mech. 238

(1992) 155–185.

F. Ducros, P. Comte, M. Lesieur, Large-eddy simulation of transition to tur-

bulence in a boundary layer developing spatially over a flat plate, J. Fluid

Mech. 326 (1996) 1–36.

P. Comte, New tools in Turbulence Modelling. Vortices in incompressible

37



LES and non-trivial geometries, Springer-Verlag, France, course of Ecole

de Physique des Houches, 1996.

D. K. Lilly, A proposed modification of the germano sub-grid closure method,

Phys. Fluids 4 (3) (1992) 633–635.

M. Germano, Turbulence: the filtering approach, J. Fluid Mech. 238 (1992)

325–336.

S. Ghosal, P. Moin, The basic equations for the large eddy simulation of

turbulent flows in complex geometry, J. Comput. Phys. 118 (1995) 24 –

37.

C. Meneveau, T. Lund, W. Cabot, A lagrangian dynamic subgrid-scale model

of turbulence, J. Fluid Mech. 319 (1996) 353.

T. Poinsot, S. Lele, Boundary conditions for direct simulations of com-

pressible viscous flows, J. Comput. Phys. 101 (1) (1992) 104–129, doi:

10.1016/0021-9991(92)90046-2.

T. Schönfeld, T. Poinsot, Influence of boundary conditions in LES of pre-

mixed combustion instabilities, in: Annual Research Briefs , Center for

Turbulence Research, NASA Ames/Stanford Univ., 73–84, 1999.

V. Moureau, G. Lartigue, Y. Sommerer, C. Angelberger, O. Colin,

T. Poinsot, Numerical methods for unsteady compressible multi-

component reacting flows on fixed and moving grids, J. Comput. Phys.

202 (2) (2005) 710–736, doi:10.1016/j.jcp.2004.08.003.

38



S. Mendez, F. Nicoud, Large-eddy simulation of a bi-periodic turbulent flow

with effusion, J. Fluid Mech. 598 (2008) 27–65.

A. Roux, L. Y. M. Gicquel, Y. Sommerer, T. J. Poinsot, Large eddy sim-

ulation of mean and oscillating flow in a side-dump ramjet combustor,

Combust. Flame 152 (1-2) (2008) 154–176.

J. Donea, A. Huerta, Finite Element Methods for Flow Problems, John Wiley

& Sons Inc, New York, 2003.

O. Colin, M. Rudgyard, Development of high-order Taylor-Galerkin schemes

for unsteady calculations, J. Comput. Phys. 162 (2) (2000) 338–371.

S. Chemin, Étude des Interactions Thermiques Fluides-Structure par un Cou-

plage de Codes de Calcul, Ph.D. thesis, Université de Reims Champagne-
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Tables

Thermal conductivity λs 0.184 W · m−1 · K−1

Heat capacity Cs 1450 J · kg−1 · K−1

Density ρs 1190 kg · m−3

Thermal diffusivity Ds 1.07 10−7 m2 · s−1

Table 1: Thermal characteristics of plexiglass.

Thermal conductivity λ 2.6 10−2 W · m−1 · K−1

Heat capacity Cp 1015 J · kg−1 · K−1

Density ρ 0.266 kg · m−3

Thermal diffusivity Df 9.63 10−5 m2 · s−1

Table 2: Thermal characteristics of Air at 328 K.

44



Blade height to chord ratio 1.5
Pitch to chord ratio 1.007
Turning ∆β 120◦

Inlet angle β1 138◦

Inlet Mach number Ma1 0.295
Oulet Mach number Ma2 0.87
Oulet Reynolds number Re2 390 000
Inlet total pressure P t

1 26737.0 Pa
Inlet total temperature T t

1 333.15 K
Cooling total pressure P t

c 29143.3 Pa
Cooling total temperature T t

c 303.15 K
Outlet static pressure P2 16325 Pa

Table 3: Experimental settings for T120D blade.

Q1 Q2 Q3 Q =
∑

j Qj M1 M2 M3

[g · s−1] [g · s−1] [g · s−1] [g · s−1]

Experiment - - - 0.250 2.03 2.33 3.78
LES 0.083 0.090 0.075 0.248 2.1 2.3 3.0

Table 4: Mass flow rate of air through the three jets Qj and blowing ratios (Eq. 30) of
each jet Mj of the T120D blade.

Fluid Solid

min ∆x 1.23 10−4 m 1.41 10−4 m
∆t 9.65 10−8 s 1.74 10−2 s
τ 1.2 10−1 s 233.6 s

Table 5: Minimum length, time-steps and characteristic times of fluid and solid discreti-
sation for the T120D blade.

α1 = 0.1 α2 = 0.85 α3 = 5.00
h1 = 50 h2 = 100 h3 = 200

Table 6: Values of the coupling synchronization time parameter and coupling relaxation
parameter used in section 3.
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Figure 1: Sequential coupling strategy SCS .
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Figure 2: Parallel coupling strategy PCS.
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Figure 3: Upper limit of stability Du for the discretisation Eq. 22 as a function of Fourier

Number F1: −, analytical solution for N1 = 4; •, computed numerically with N1 = 4; ◦,

computed numerically with N1 = 51.
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Figure 4: Stability map in the (α,D) space of the simplified conjugate heat transfer

problem PSCHT (Eq. 16 and 18): −, lower stability limit Dm; −− upper stability limit

DM . α is the coupling synchronization time parameter (Eq. 27) and D is a function of

the coupling relaxation parameter h (Eq. 23). Positions of some computations done on

T120D blade (Section 3): point (α1, h2) �; point (α2, h1) ©; point (α2, h2) ♦ and point

(α2, h3) △. The parameters (αi, hj) are given in Tab. 6.
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Figure 5: Fluid computational domain.
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(a) (b)

Figure 6: Instantaneous snapshot of (a) vorticity and (b) distribution of cooling air within

a cutting plane at constant z passing thought jet 2. The dashed line on (a) represents the

approximate position of the shock at 75% of the axial chord.
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(a)

(b)

Figure 7: Instantaneous isosurface of temperature T = 318 K: (a) z view and (b) y view.
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Figure 8: Time-averaged isentropic Mach number (Eq. 29) along the blade at pressure

probe locations as a function of reduced abscissa: •, adiabatic LES; �, experiment.
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Figure 9: Time and spanwise averaged cooling efficiency (Eq. 31) versus abscissa on the

pressure side as a function reduced abscissa: •, experiment from UNIBW; − adiabatic

LES; −− adiabatic RANS; − · ·− coupled LES.
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Figure 10: 2D plot of time averaged cooling efficiency on the pressure side: comparison of

experimental results and coupled simulation. The scale of Θ corresponds only to the LES

field.
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Figure 11: Evolutions of the mean temperature in the blade as a function of reduced solid

time ts/τs for SCS(α1, h2) − and PCS(α1, h2) −−. The parameters (α1, h2) are given

in Tab. 6. As a reference for restitution times, one solid characteristic time τs requires

almost a total of 295 CPU hours for the LES and the heat conduction solvers on a SGI

Altix ICE8200.
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Figure 12: Evolutions of the mean temperature in the blade as a function of reduced

solid time ts/τs for (a) SCS(α2, h1) −, SCS(α2, h2) −− and SCS(α2, h3) − · −; and for

(b) SCS(α1, h2) −, SCS(α2, h2) −− and SCS(α3, h2) − · −. The parameters (αi, hj)

are given in Tab. 6. As a reference for restitution times, one solid characteristic time τs

requires almost a total of 295 CPU hours for the LES and the heat conduction solvers on

a SGI Altix ICE8200.
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