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Dynamics of elastic bodies connected by a thin soft viscoelastic

layer

C. Licht∗, A. Léger†, S. Orankitjaroen ‡, and A. Ould Khaoua §

July 24, 2012

Abstract A dynamic study was performed on a structure consisting of two three-dimensional linearly
elastic bodies connected by a thin soft nonlinear Kelvin-Voigt viscoelastic adhesive layer. The adhesive
is assumed to be viscoelastic of Kelvin-Voigt generalized type, which makes it possible to deal with
a relatively wide range of physical behavior by choosing suitable dissipation potentials. In the static
and purely elastic case, convergence results when geometrical and mechanical parameters tend to zero
have already been obtained using variational convergence methods. To obtain convergence results in
the dynamic case, the main tool, as in the quasistatic case, is a nonlinear version of Trotter’s theory of
approximation of semigroups acting on variable Hilbert spaces. The limit problem involves a mechanical
constraint imposed along the surface to which the layer shrinks. The meaning of this limit with respect to
the relative behavior of the parameters is discussed. The problem applies in particular to wave phenomena
in bonded domains.

Keywords: Approximation of semigroups, Bonding problem, Kelvin-Voigt viscoelasticity, Trotter’s the-
ory, Variational convergence, Wave propagation.
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1 Introduction

The aim of this study is to perform a mathematical analysis of the so-called bonding problem in the case
of two massive linearly elastic solids connected by a thin soft nonlinear Kelvin-Voigt viscoelastic adhesive
layer. The two solids are the adherents, and the thin layer is the adhesive consisting of glue or a weld,
for example. In the static case, models of this kind, which are classically referred to as the junction
problem, describe how this bonded structure behaves when the thickness of the adhesive is smaller and
smaller. The key point addressed here in order to obtain a simplified but sufficiently accurate model is
determining the conditions under which the thickness of the adhesive, which is very small in the physical
problem, can be “approximated” by zero, the model itself and its accuracy being given by a convergence
result. From this point of view, these bonding problems are very similar to the problem of justifying
models for plates or shells. In the dynamic case, bonding problems mostly deal with vibrations or wave
phenomena concerning in particular the transmission of acoustic waves through the thin layer. The field
of applications is very wide, ranging from seismology to nondestructive testing. The results obtained can
usually be applied to detect the damage or delamination of the thin layer.

The first models for thin adhesive layers were developed in the fifties by physicists (see for example [1]),
and in the first rheological models in the field of seismology, the adhesive layer was replaced by an areal
distribution of springs. Although these models were widely used, their range of applicability was not
established, which was not an easy task in dynamics, nor was the physical behavior of the layer, even when
the values of the parameters were improved by making comparisons with experimental data. Although
the use of finite element calculations recently made it possible to take complex behavior of the adhesive
into account [2], it was still difficult to interpret the adhesive as an interface constraint, and the thinness
of the mesh required in the adhesive made the problem increasingly unwieldy, so that dynamic studies
on large time intervals were practically impossible, or led to more and more ill-conditioned numerical
problems as the adhesive became increasingly thin.

Models for bonding problems supported by mathematical justifications are always based nowadays
on asymptotic analysis. Up to very recently, only the static case has been dealt with in this way. The
basic tools used for this purpose were the same as those used to justify structural models. In the linearly
elastic case, asymptotic expansions were inserted into the equilibrium equations, which led to families
of problems depending on the thinness. Based on studies on these families, convergence results were
obtained by making the thinness parameter tend to zero. This approach has yielded a large number of
results relating to the theory of structures, homogenization and bonding problems. But the mathematical
foundations of the analysis have gradually changed. Even when the results had already been obtained,
as in the proof of the equilibrium equations for thin linearly elastic structures, the use of asymptotic
expansions has gradually been replaced by that of variational convergence methods [3]. These methods
consist basically in establishing the convergence of a sequence (Fn) of energy functionals towards a
functional F∞, in such a way that the minima and the minimizers of the Fn are also converging towards
those of F∞. As a basic tool, this convergence requires the proof that some lower and upper bounds of
sequences of bounded energy do coincide. Now the use of variational convergence has yielded new results
for bonding problems, first in the framework of general nonlinear elasticity with superlinear growth of the
energy density [4], which was previously only obtained formally using asymptotic expansions, and then
for the case of linear growth of the energy density, which includes some models of cracks or plasticity [5].

But since variational convergence is closely related to minimization problems, it can give convergence
results only in the case of equilibrium problems, and other theoretical tools are required for analyzing
quasistatic and dynamic problems. These tools have been given by Trotter’s theory of convergence of
semigroups of operators acting on variable Hilbert spaces [6]. In short, Trotter’s theorem states that if
the equilibrium problems converge, then the corresponding evolution problems will also converge, which
seemed to be particularly relevant in the case of the dynamic analysis of bonding problems since the
static case has already been dealt with using variational convergence methods. This approach was first
presented in [7] in the case of a linearly elastic adhesive. The main qualitative result was not only that
the thin layer can be replaced by a mechanical constraint, but also that this constraint is the same as
that obtained for the limit of stationary bonding problems. Since we were strongly motivated by physical
considerations as regards the behavior of the adhesive, it was proposed to deal with the dissipative case,
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focusing in a first step for the sake of clarity on the case of thin soft viscoelastic layer of the nonlinear
Kelvin-Voigt type. The more general case of a generalized standard material [8], [9] will be treated in a
forthcoming study.

This paper consists of the following main sections:

• The elastodynamic problem is stated in section 2. The geometry of the domain, the behavior of its
various constituents, and the set of parameters of interest are presented. The dynamic equations
are then given in the classical local and weak forms.

• In section 3, the problem is rewritten in the form of a nonlinear evolution equation posed in a
parametrized Hilbert space of possible states with finite energy. Since this equation is governed by
a maximal monotone operator, existence and uniqueness follow.

• The next section deals with the asymptotic analysis, which is the main part of this study. It is
performed in several steps, starting with some assumptions about the parameters, and arriving
at the convergence in the sense of Trotter of the solutions to the sequence of nonlinear evolution
equations.

• Lastly, the limit problem is given. In particular, the mechanical constraint, which can be used
instead of the thin adhesive layer, is given explicitly, and discussed in terms of the relative asymptotic
behavior of the geometrical and mechanical parameters.

2 Setting the problem

As usual, we make no difference between R
3 and the physical Euclidean space, the orthonormal basis of

which is denoted by { e1, e2, e3 }, and for all ξ = (ξ1, ξ2, ξ3) in R
3, bξ stands for (ξ1, ξ2). We will study

the dynamic response of a structure consisting of two adherents connected by a thin adhesive layer,
which is subjected to a given load. More specifically, the reference configuration of the structure is a
bounded connected open subset Ω of R3 with a Lipschitz-continuous boundary ∂Ω. Its intersection S with
{x3 = 0 } is assumed to have a positive two-dimensional Hausdorff measure H2(S), and it is also assumed
that there exists ε0 > 0 such that Bε0 := {x ∈ Ω; |x3| < ε0 } is equal to S×(−ε0, ε0). Let ε < ε0, then the
adhesive occupies the layer Bε while each of the two adherents occupies Ω±

ε := {x ∈ Ω; ±x3 > ε }, and let
Ωε = Ω+

ε ∪Ω−
ε . Adherents and adhesive are assumed to be perfectly stuck together along Sε = S+

ε ∪S−
ε ,

S±
ε = {x ∈ Ω; x3 = ±ε }. The structure is clamped on a part Γ0 of ∂Ω, with H2(Γ0) > 0, and is

subjected to body forces in Ω and surface forces on Γ1 = ∂Ω \ Γ0 having densities f and g, respectively,
during the time interval [0, T ]; let Γ±

0 = Γ0 ∩ {±x3 > 0 }. The adherents are modeled as linearly elastic
materials with a strain energy density W such that8<:W (x, e) =

1

2
a(x)e · e a.e. x ∈ Ω, ∀e ∈ S3

a ∈ L∞
�
Ω;Lin(S3)

�
; ∃α, β > 0 s.t. α|e|2 ≤ a(x)e · e ≤ β|e|2 ∀e ∈ S3

(2.1)

where S3 is the space of (3× 3) symmetric matrices with the usual inner product and norm denoted by
· and | | (as for R

3), and Lin(S3) denotes the space of linear mappings from S3 into S3. The adhesive
is assumed to be homogeneous, isotropic and “viscoelastic of Kelvin-Voigt generalized type”. Its strain
energy density reads as:

Wλµ(e) =
λ

2
(tr e)2 + µ|e|2, tr e = e11 + e22 + e33, ∀e ∈ S3, (2.2)

while its dissipation potential is denoted by bD, where λ, µ, b are positive real numbers and D is a convex
function satisfying

∃ p ∈ [1, 2], ∃α′, β′ > 0; α′|e|p ≤ D(e) ≤ β′
�
1 + |e|p

�
∀e ∈ S3. (2.3)
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Let ρ > 0 and ρM > ρm > 0. If ρ is a measurable function such that ρm ≤ ρ(x) ≤ ρM a.e. x in Ω, the
density γ of the structure is

γ(x) =

¨
ρ(x) a.e. x in Ωε

ρ a.e. x in Bε.
(2.4)

Hence, the problem of determining the dynamic evolution of the structure involves a quintuplet s :=
(ε, λ, µ, b, ρ) of data and the equations satisfied by the fields of displacement us and stress σs are:

(Ps)

8>>>>>>>><>>>>>>>>:

γ
∂2us
∂t2

= div σs + f in Ω× (0, T ]

σs = ae(us) in Ωε × (0, T ]

σs ∈ λ tr
�
e(us)

�
I + 2µe(us) + b∂D

�
e
�∂us
∂t

��
in Bε × (0, T ]

us = 0 on Γ0 × (0, T ]

σsn = g on Γ1 × (0, T ]�
us(·, 0),

∂us
∂t

(·, 0)
�
= (u0s, v

0
s) := Uo

s in Ω

where t naturally denotes the time and Uo
s := (u0s, v

0
s) is the initial state, I is the identity matrix of

S3, e(u) is the linearized strain tensor associated with the vector field u (the symmetric part of ∇u, the
gradient of u) and, from now on, ∂J(v) will systematically denote the subdifferential at v of any lower
semicontinuous convex function J , while DJ(v) denotes the differential at v of any Fréchet-differentiable
function J . A “formally equivalent” formulation of (Ps) will clearly be

(Ps)

8>>>>>><>>>>>>:

Find us sufficiently smooth in Ω× [0, T ] such that us = 0 on Γ0 × (0, T ],�
us(·, 0),

∂us
∂t

(·, 0)
�
= Uo

s and there exists ξ in ∂D

�
e

�
∂us
∂t

��
satisfying:

´

Ω
γ
∂2us
∂t2

· v dx+

ˆ

Ωε

ae(us) · e(v) dx+

ˆ

Bε

DWλµ

�
e(us)

�
· e(v) dx+ b

ˆ

Bε

ξ · e(v) dx

=
´

Ω
f · v dx+

´

Γ1
g · v dH2

for all v sufficiently smooth in Ω and vanishing on Γ0.

We will use this formulation which results directly from the principle of virtual power to show in the
next section that (Ps) has a unique solution in a suitable sense and, in section 4, to study the asymptotic
behavior of us when s, which is regarded as a parameter, tends to its natural limit. In what follows, C
denotes various constants which can differ from one line to another.

3 Existence and uniqueness

Assuming

(f, g) ∈ BV
�
0, T ;L2(Ω;R3)

�
×BV (2)

�
0, T ;L2(Γ1;R

3)
�

(H1)

where, for any Banach space X, BV (0, T ;X) is the subspace of L1(0, T ;X) consisting of all the ele-
ments whose time derivative in the sense of distributions is a bounded X-valued measure on (0, T ), and
BV (2)(0, T ;X) is the subspace of BV (0, T ;X) consisting of all elements whose time derivative in the
sense of distributions belongs to BV (0, T ;X).

We seek us having the form
us = ues + urs, (3.1)

where ues is the unique solution to

ues(t) ∈ H1
Γ0
(Ω;R3); ϕs(u

e
s(t), v) = L(t)(v) ∀v ∈ H1

Γ0
(Ω;R3) ∀t ∈ [0, T ], (3.2)

where

ϕs(v, v
′) :=

ˆ

Ωε

ae(v) · e(v′) dx+

ˆ

Bε

DWλµ

�
e(v)

�
· e(v′) dx ∀v, v′ ∈ H1

Γ0
(Ω;R3),

Φs(v) := ϕs(v, v),

(3.3)
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L(t)(v) :=

ˆ

Γ1

g(x, t) · v(x) dH2 ∀v ∈ H1
Γ0
(Ω;R3) ∀t ∈ [0, T ], (3.4)

and where H1
Γ0
(Ω;R3) is the closed subspace of H1(Ω;R3) consisting of the elements with vanishing

traces on Γ0. Note that this notation W 1,q
g (G;Rn) will be systematically used for any G ⊂ R

n, g ⊂ ∂G
and Sobolev space W 1,q(G;Rn), 1 ≤ q ≤ ∞. Since g 7→ ues is linear continuous from L2(Γ1;R

3) into
H1

Γ0
(Ω;R3), we have

ues ∈ BV (2)
�
0, T ;H1

Γ0
(Ω;R3)

�
. (3.5)

The remaining part urs of us will therefore satisfy an evolution equation governed by a maximal monotone
operator As defined in a Hilbert space Hs of possible states with finite total mechanical (kinetic + strain)
energy. The space of velocities, L2(Ω;R3), is equipped with the following inner product ks and the square
of norm Ks associated with the true kinetic energy:

ks(v, v
′) :=

ˆ

Ω

γ(x)v(x) · v′(x) dx, Ks(v) := ks(v, v), ∀v, v′ ∈ L2(Ω;R3) (3.6)

while the space of displacements, H1
Γ0
(Ω;R3), is equipped with the inner product ϕs defined in (3.3),

which is equivalent to the usual one by Korn inequality. Hence

Hs := H1
Γ0
(Ω;R3)× L2(Ω;R3) (3.7)

where, for all U = (u, v) and U ′ = (u′, v′) in Hs, the inner product and norm are

(U,U ′)s := ϕs(u, u
′) + ks(v, v

′), |U |2s := (U,U)s, (3.8)

while As is defined by8>>>><>>>>:
D(As) =

(
U = (u, v) ∈ Hs;

¨
i)v ∈ H1

Γ0
(Ω;R3)

ii)∃(w, ξ) ∈ L2(Ω;R3)× ∂D(e(v)) with

ks(w, v
′) + ϕs(u, v

′) + b
´

Bε
ξ · e(v′) dx = 0 ∀v′ ∈ H1

Γ0
(Ω;R3)

)
AsU = (−v, 0) + { (0,−w); w satisfies ii) of definition of D(As) }.

(3.9)

Proposition 3.1.

The operator As is a maximal monotone operator and, for all ψ = (ψ1, ψ2) in Hs,

¨
Us = (us, vs) s.t.

Us +AsUs ∋ ψ
⇔

8><>:
Js(vs) ≤ Js(v) ∀v ∈ H1

Γ0
(Ω;R3),

Js(v) :=
1
2Ks(v)− ks(ψ

2, v) + 1
2Φs(v) + ϕs(ψ

1, v) + b
´

Bε
D
�
e(v)

�
dx

us = vs + ψ1.

Proof. Let U = (u, v) and U ′ = (u′, v′) in D(As), −(v, w) in AsU and −(v′, w′) in AsU
′, then the

definition of D(As) shows that there exists (ξ, ξ′) in ∂D
�
e(v)

�
× ∂D

�
e(v′)

�
such that

ϕs(−v + v′, u− u′) + ks(−w + w′, v − v′) = b

ˆ

Bε

(ξ′ − ξ) · e(v′ − v) dx ≥ 0,

and hence the monotonicity of As stems from that of ∂D.
If Us + AsUs ∋ ψ, the very definition of As means that us − vs = ψ1 and that there exists ξ in

∂D
�
e(vs)

�
such that

ks(vs − ψ2, v) + ϕs(vs + ψ1, v) + b

ˆ

Bε

ξ · e(v) dx = 0 ∀v ∈ H1
Γ0
(Ω;R3) (3.10)

that is to say, vs is the unique minimizer on H1
Γ0
(Ω;R3) of the strictly convex, continuous and coercive

function Js. Conversely, if vs is the minimizer of Js then there exists ξ in ∂D
�
e(vs)

�
satisfying (3.10) so

that vs − ψ2 satisfies the point ii) in the definition of D(As). Thus Us := (us := vs + ψ1, vs) belongs to
D(As) and Us +AsUs ∋ ψ.
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Then, taking into account (H1), (3.1), (3.2), (3.5), (3.9), it can be checked straightforwardly that (Ps)
is “ formally equivalent” to 8<:

dUr
s

dt
+AsU

r
s ∋ Fs

Ur
s (0) = Uo

s −
�
ues(0), 0

� (3.11)

where

Fs =
�
−
dues
dt

, f/γ
�
. (3.12)

A result of [11] therefore yields

Theorem 3.1.

If (f, g) satisfies (H1) and Uo
s ∈ (ues(0), 0)+D(As), then (3.11) has a unique solution such that Ur

s belongs
to W 1,∞(0, T ;Hs) and the first line of (3.11) is satisfied almost everywhere in [0, T ]. Hence, there exists

a unique us in W 1,∞
�
0, T ;H1

Γ0
(Ω;R3)

�
∩W 2,∞

�
0, T ;L2(Ω;R3)

�
which does satisfy8>>>>>><>>>>>>:

∃ξ ∈ ∂D
�
e

�
dus
dt

��
such that

´

Ω
γ
d2us
dt2

v dx+

ˆ

Ωε

ae(us) · e(v) dx+

ˆ

Bε

DWλµ

�
e(us)

�
· e(v) dx+ b

ˆ

Bε

ξ · e(v) dx

=

ˆ

Ω

f · v dx+

ˆ

Γ1

g · v dH2, ∀v ∈ H1
Γ0
(Ω;R3) a.e. t ∈ (0, T ]

us(0) = u0s,
dus
dt

(0) = v0s .

(3.13)

We set
Ue
s =

�
ues, 0

�
, Us = Ur

s + Ue
s . (3.14)

4 Asymptotic behavior

We will now present a simplified but accurate enough model for the initial physical situation by deter-
mining the asymptotic behavior when the quintuplet s of geometrical and mechanical data is regarded
as a quintuplet of parameters taking values in a countable subset of [0,+∞]5 with a unique cluster point
s. Moreover, taking into account the low thickness and stiffness of the layer and the fact that its density
may be low, we assume: 8>>>>>><>>>>>>:

i) s ∈ {0} × [0,+∞)2 × [0,+∞]× [0,+∞)

ii) ∃(λ, µ) ∈ [0,+∞]2 s.t. (λ/2ε, µ/2ε) → (λ, µ)

iii) lim
s→s̄

bε = 0, ∃b ∈ [0,+∞] s.t. b/(2ε)p−1 → b

iv) µ ∈ (0,+∞] if min{H2(Γ±
0 ) } = 0

v) lim
s→s̄

ε2/µ < +∞

vi) ∃r ∈ [0, 1) s.t. lim
s→s̄

εr/ρ ≤ C.

(H2)

Note that λ, µ, ρ may remain bounded. Assumptions (H2), iv)-vi) say that the stiffness and density
are not “too low”, and in addition (H2), v)-vi) are appropriate from the mathematical point of view for
stating some convergence results in standard functional spaces.

4.1 A candidate for the limit behavior

From a previous study [10] on the quasistatic evolution of a thin dissipative layer, it is easy to guess what
the limit behavior may be, and we therefore introduce the following concepts. We will bring out three
cases indexed by I : I = 1 if (λ, µ) ∈ [0,+∞)2; I = 2 if (λ, µ) ∈ {+∞}× [0,+∞); I = 3 if µ = +∞. Let

1H1 = H1
Γ0
(Ω \ S;R3), 2H1 = {u ∈ H1

Γ0
(Ω \ S;R3); [u]3 = 0 }, 3H1 = H1

Γ0
(Ω;R3), (4.1)
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where, since any element in H1
Γ0
(Ω \ S;R3) has restrictions u± to Ω± in H1(Ω±;R3), we denote the

difference between the traces on S of u+ and u− by [u] which belongs to L2(S;R3). Let us introduce the
following bilinear form and the associated quadratic form which, from (H2), is continuous and coercive
on IH1:

Iϕ(u, v) :=

ˆ

Ω\S

ae(u) · e(v) dx+

ˆ

S

DWλµ([u]) · [v] dx̂,
IΦ(u) := Iϕ(u, u) (4.2)

where for all u in H1
Γ0
(Ω \ S;R3) we still keep e(u) to denote the symmetric part of the gradient of u in

the sense of the distributions of D′(Ω \ S) and Wλµ is the quadratic form on L2(S;R3) defined by8><>:
• I = 1 Wλµ(u) =Wλµ(u⊗S e

3),

• I = 2 Wλµ(u) =Wλµ

�
(û, 0)⊗S e

3
�
,

• I = 3 Wλµ(u) = 0,

(4.3)

where (ξ⊗S ζ)ij =
1
2 (ξiζj + ξjζi) ∀i, j ∈ { 1, 2, 3 }, ∀ξ, ζ ∈ R

3. For all I in { 1, 2, 3 }, there obviously exists

a unique Iue in BV (2)(0, T ; IH1) such that

Iϕ
�
Iue(t), v

�
= L(t)(v) ∀v ∈ IH1, ∀t ∈ [0, T ]. (4.4)

As in the previous section, the expected limit of us will be the sum of Iue and some Iur solution to an
evolution equation set in the following framework.

The space of velocities, L2(Ω;R3), is equipped with the following inner product k and square of norm
K equivalent to the usual ones and associated with the “limit” kinetic energy:

k(u, v) :=

ˆ

Ω

ρ(x)u(x) · v(x) dx, K(u) := k(u, u) ∀u, v ∈ L2(Ω;R3) (4.5)

while, the space of displacement, IH1, is equipped with the inner product Iϕ so that the Hilbert space of
possible states with finite mechanical energy is

IH = IH1 ×L2(Ω;R3) (4.6)

where, for all U = (u, v) and U ′ = (u′, v′) in IH, the inner product and norm are

((U,U ′))I :=
Iϕ(u, u′) + k(v, v′) ||U ||2I := (U,U)I. (4.7)

Denoting the limit dissipative function in L2(S;R3) by

D(q) =

¨
bD∞,p(q ⊗S e

3) if b < +∞

I{0}(q) if b = ∞,

where IC is the indicator function of any convex set C and

D∞,p(e′) = lim
t→∞

D(te′)/tp,

where it is assumed that:

∃δ > 0 and θ ∈ (0, p); |D(e)−D∞,p(e)| ≤ δ(1 + |e|θ) ∀e ∈ S3, (H3)

we can define the evolution operator IA by:8>>>><>>>>:
D(IA) =

(
U = (u, v) ∈ IH;

¨
i) v ∈ IH1 and [v] = 0 if b = ∞,

ii) ∃(w, ξ) ∈ L2(Ω;R3)× ∂D([v]) s.t.

k(w, v′) + Iϕ(u, v′) +
´

S
ξ · [v′] dx̂ = 0 ∀v′ satisfying i)

)
IAU = (−v, 0) + { (0,−w); w satisfying ii) }.

(4.8)
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Arguing as in the case of As, it can easily be checked that IA is maximal monotone in IH and especially,
that for all ψ = (ψ1, ψ2) in IH:�

IU = (Iu, Iv)
IU + IAIU ∋ ψ

⇔

�
IJ(Iv) ≤ IJ(v) := 1

2
K(v)− k(ψ2, v) + 1

2

IΦ(v) + Iϕ(ψ1, v) +
´

S
D([v]) dx̂ ∀v ∈

IH1

Iu = Iv + ψ1

(4.9)

We are now in a position to introduce an evolution equation in IH which will describe the asymptotic
behavior of us: 8<:

dIUr

dt
+ IAIUr ∋ IF

IUr(0) = IUro
(4.10)

where IUr
0 will be specified later on and

IF =
�
−
dIue

dt
, f/ρ

�
. (4.11)

As with (3.11) (3.12), a classical result of [11] gives

Proposition 4.1.

If IUro belongs to D(IA) and if (f, g) satisfies (H1), then (4.10) has a unique solution such that Ur belongs

to W 1,∞(0, T ; IH) ∩W 2,∞
�
0, T ;L2(Ω;R3)

�
and the first line of (4.10) holds almost everywhere.

We set:
IUe =

�
Iue, 0

�
, IU = IUe + IUr. (4.12)

4.2 Convergence

To prove the convergence of us toward Iu = Iue + Iur, we will use the framework of a nonlinear version
of Trotter’s theory of approximation of semigroups acting on variable spaces (see the Appendix of [12])
because urs and Iur do not live in the same space. First, we introduce IPs, which is linear continuous from
IH to Hs, in order to “compare” the elements in IH and Hs. For this purpose, we take a smoothing
operator, which is also linear continuous from IH1 to H1

Γ0
(Ω;R3) and defined by

Rεu(x) =

¨
us(x) +Min{|x3|/ε, 1}u

a(x) ∀x in Bε

u(x) ∀x in Ωε

(4.13)

where us(x) = 1
2

�
u(x̂, x3) + u(x̂,−x3)

�
, ua(x) = 1

2

�
u(x̂, x3)− u(x̂,−x3)

�
. If

1P 1
s u := Rεu,

2P 1
s u := Rε(û, 0) + (0, u3),

3P 1
s u := u ∀u ∈ IH1,

IP 2
s v := v ∀v ∈ L2(Ω;R3) ∀I ∈ { 1, 2, 3 },

(4.14)

then IPs = (IP 1
s ,

IP 2
s ) has the fundamental properties:

Proposition 4.2. i) There exists a strictly positive constant C such that |IPsU |s ≤ C||U ||I , ∀U ∈ IH.

ii) When s tends to s̄, IPs satisfies lim
s→s̄

|IPsU |s = ‖U‖I .

Proof. Let U = (u, v) be arbitrary in IH. The boundedness of ρ obviously means that Ks(
IP 2

s v) ≤ CK(v)
and lim

s→s̄
Ks(

IP 2
s v) = K(v). It still remains to deal with IP 1

s , where

Φs

�
IP 1

s u
�
= 2

�
ˆ

Ωε

W
�
e(u)

�
dx+

ˆ

Bε

Wλµ

�
e(IP 1

s u)
�
dx

�
.

In fact, recalling that Bε = S × (−ε, ε), ∀ε ∈ (0, ε0), we have the following estimate:
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Lemma 4.1.

ˆ

Bε

����e(Rεu)−
[u]⊗S e

3

2ε

����q dx ≤ C

ˆ

Bε\S

|∇u|q dx ∀u ∈W 1,q
Γ0

(Ω \ S;R3), ∀q ∈ [1,+∞).

Proof. Obviously

e(Rεu) = e(us) +Min{|x3|/ε, 1}e(u
a) +

sgnx3
ε

�
ua ⊗S e

3
�
,

ˆ

Bε\S

|e(us) +Min{|x3|/ε, 1}e(u
a)|q dx ≤ C

ˆ

Bε\S

|∇u|q dx,����sgnx3�ua(x)⊗S e
3
�
−

[u](x̂)

2
⊗S e

3

���� ≤ ����ua(x)− [u](x̂)

2

����.
Since [u]

2 is the trace on S of ±(ua)± = sgnx3 u
a, simply integrating with respect to x3 therefore gives

the result required.

Hence, when I = 1, the convexity of Wλµ and Lemma 4.1 yield

Φs(
IP 1

s u) ≤ 2

ˆ

Ω\S

W
�
e(u)

�
dx+ 4

�
ˆ

Bε

Wλµ

� [u]⊗S e
3

2ε

�
dx+

ˆ

Bε

Wλµ

�
e(Rεu)−

[u]⊗S e
3

2ε

�
dx

�
≤ 2

ˆ

Ω\S

W
�
e(u)

�
dx+ C

�
ˆ

S

Wλµ([u]) dx̂+

ˆ

Bε\S

|∇u|2 dx

�
≤ CIΦ(u)

which proves i). To establish ii), it suffices to note that����ˆ
Bε

Wλµ

�
e(Rεu)

�
dx−

ˆ

Bε

Wλµ

� [u]⊗S e
3

2ε

�
dx

����
≤ CMax{λ, µ}

���e(Rεu)−
[u]⊗S e

3

2ε

���
L2(Bε;S3)

���� [u]⊗S e
3

2ε

���
L2(Bε;S3)

+
���e(Rεu)−

[u]⊗S e
3

2ε

���
L2(Bε;S3)

�
≤ C|∇u|L2(Bε\S;S3)

�
IΦ(u)

�1/2
.

When I = 3, i) and ii) stem immediately from the boundedness of λ, µ, so that in the intermediate case
I = 2, it suffices to combine the previous arguments.

Next, we will say that:

Us in Hs converges in the sense of Trotter toward U in IH if lim
s→s̄

|IPsU − Us|s = 0. (4.15)

Even if this notion is the “right one” from the mechanical point of view, it is useful to relate this
convergence to some classical ones as stated in the following Proposition 4.3. First, let us recall that for
all sets G contained in Ω, 1G denotes the characteristic function of G and that

LD(Ω) := { v ∈ L1(Ω;R3); e(v) ∈ L1(Ω;S3) },

BD(Ω) := { v ∈ L1(Ω;R3); e(v) is a bounded measure on Ω }

are Banach spaces. We shall also say that:8><>:
(us) τ -converges toward u if (us) converges toward u

in L2(Ω;R3) when lim
s→s̄

(ε2/µ) = 0,

or in Lq(Ω;R3) ∀q < 2 when lim
s→s̄

(ε2/µ) ∈ (0,+∞).

(4.16)

Then we have the following properties of Trotter convergence.
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Proposition 4.3. For all U = (u, v) in IH, if Us = (us, vs) in Hs converges in the sense of Trotter
toward U , then:

i) for all positive η, the sequence (us) converges strongly in H1
Γ0
(Ωη;R

3) toward u;

ii) 1Ωεe(us) converges strongly in L2(Ω \ S;S3) toward e(u);

iii) (us) converges weakly in BD(Ω) toward u when lim
s→s̄

(ε/µ) < +∞; (us) converges strongly in LD(Ω)

toward u when µ = ∞; (us) converges strongly in W 1,q(Ω;R3) toward u when µ = ∞ and if there
exists q in [1, 2) such that lim

s→s̄
(ε2−q/µ) < +∞;

iv) 1Ωεus converges strongly in L2(Ω;R3) toward u;

v) the traces on S±
ε of (us), regarded as elements of L2(S;R3), converge strongly in L2(S;R3) toward

the traces on S of u±;

vi) (us) is bounded in L2(Ω;R3) and τ -converges toward u;

vii) lim
s→s̄

µ

ε2
��us − IP 1

s u
��2
L2(Bε;R3)

= 0;

viii) 1Ωε
vs converges strongly in L2(Ω;R3) toward v and vs converges strongly in L2/(1+r)(Ω;R3) toward

u.

Proof. It is divided into two main steps.

Step 1: proof of points i) - iii).
The coercivity of W and Wλµ entails that

lim
s→s̄

ˆ

Ωε

|e(us − u)|2 dx = 0 (4.17)

lim
s→s̄

µ

ˆ

Bε

|e(us −
IP 1

s u)|
2 dx = 0, (4.18)

Point ii) is therefore obvious.
When Min{H2(Γ±

0 ) } > 0, i) stems from Korn’s inequality.
If one of H2(Γ±

0 ) vanishes, say H2(Γ−
0 ), then taking (H2)-ii), (4.17), (4.18) and the Cauchy-Schwarz

inequality into account yields that us−
IP 1

s u converges strongly toward 0 in LD(Ω) so that also converges
strongly toward 0 in Lq(Ω;R3) ∀q ∈ [1, 3/2] by the standard Sobolev-like embedding (see [13]).
As IP 1

s u obviously converges strongly toward u in L2(Ω;R3), then us converges strongly in Lq(Ω;R3)
toward u. On the other hand, since (4.17) means that (us) converges strongly in L2(Ω−

η ;R
3)/R for all

positive η, where R is the (finite dimensional) set of rigid displacements, we deduce that us converges
strongly in L2(Ωη;R

3) for all positive η which consequently complete the proof of point i).
Next, point iii) results from (4.17), (4.18) and Hölder inequality, and Lemma 4.1 when I < 3 or 3P 1

s u = u.

Step 2: proof of points iv) - viii).
To establish the other convergences we take into account the special geometry of Bε0 : Bε0 = S×(−ε0, ε0)
by splitting us into two parts ǔs and ũs. Let ξ in C∞

c (R) be such that ξ(t) = 1 if |t| ≤ ε0/3, 0 ≤ ξ(t) ≤ 1
if ε0/3 < |t| < 2ε0/3, ξ(t) = 0 if |t| > 2ε0/3 and ǔs defined by

ǔs(x) =

¨
ξ(x3)us(x) if x ∈ Bε0

0 if x ∈ Ωε0 .

ǔs clearly belongs to H1
Γ0
(Ω;R3) and the restriction of ǔs to Bε0 belongs to H1

Sε0
(Bε0 ;R

3). Then,

ũs := us − ǔs belongs to H1
Γ0
(Ω;R3) and has a support included in Ωε0/3. Moreover

|e(ũs)|L2(Ω;S3) ≤ |e(us)|L2(Ωε0/3;S3) + C|us|L2(B2ε0/3\Bε0/3;R3) ≤ C
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by duly taking (4.17) into account, as well as the previous convergence in H1
Γ0
(Ωε0/3;R

3). Hence, arguing
as in the case of (us), we deduce that (ũs) is strongly relatively compact in L2(Ω;R3).

To prove that (ǔs) also τ -converges, we introduce a kind of translation operator Tε for ε ∈ (0, ε0)
which is linear continuous on H1

S±
ε0

(B±
ε0 ;R

3) and defined by:

(Tεw)(x) =

¨
w
�
x̂, x3 + sgn(x3)ε

�
if |x3| ≤ ε0 − ε

0 if |x3| > ε0 − ε.

Then, equation (4.14) and the weak convergence of (us) in H
1(Ωε0/3;R

3) imply

ˆ

B±
ε0

|e(Tεǔs)|
2 dx =

ˆ

B±
ε0

\B±
ε

|e(ǔs)|
2 dx ≤ C

�ˆ
B2ε0/3\Bε

|e(us)|
2 dx+

ˆ

B2ε0/3\Bε0/3

|us|
2 dx

�
≤ C,

so that (Tεǔs) is strongly relatively compact in L2(Bε0 ;R
3). In addition, since

´

Bε0
1Bε0

\Bε
|ǔs|

2 dx =
´

Bε0
|Tεǔs|

2 dx and

∀ϕ ∈ C∞
c (Bε0) lim

s→s

ˆ

Bε0

1Bε0\Bε
ǔsϕdx = lim

s→s

ˆ

Bε0

Tεǔsϕdx, (4.19)

we deduce that 1Bε0\Bε
ǔs is relatively compact in L2(Bε0 ;R

3).

Since (ũs) is strongly relatively compact in L2(Ω;R3), point i) above and equation (4.19) on the one
hand imply point iv), and on the other hand also imply that (Tεǔs)

± converges weakly in H1(B±
ε0/3

;R3)

toward u± . In addition, since the traces on S±
ε of us are the traces on S of (Tεǔs)

±, we deduce that,
considered as elements of L2(S;R3), they converge strongly in L2(S;R3) toward the traces on S of u±,
which establishes point v).
We can improve the convergence result of ǔs and consequently obtain the τ -convergence result given at
point vi) by duly accounting for (H2)-iv). For all w in H1

Γ0
(Ω;R3) we classically have

1

2

ˆ

Bε

|w|2 dx ≤ ε

ˆ

Sε

|w|2 dx̂+ ε2
ˆ

Bε

|∇w|2 dx

≤ ε

ˆ

Sε

|w|2 dx̂+ ε2
ˆ

Ω

|∇w|2 dx

≤ ε

ˆ

Sε

|w|2 dx+ Cε2
ˆ

Ω

|e(w)|2 dx (by Korn inequality in H1
Γ0
(Ω;R3))

= ε

ˆ

Sε

|w|2 dx̂+ C
ε2

µ
· µ

ˆ

Bε

|e(w)|2 dx+ Cε2
ˆ

Ωε

|e(w)|2 dx.

(4.20)

Hence (4.17), (4.18), Lemma 4.1, the previously established convergence of traces and Hölder inequality
mean that ǔs τ -converges toward 0 and consequently, that us τ -converges toward u. Then taking in-
equality (4.20) with w = IP 1

s u− us gives point vii).

Lastly, point viii) stems from lim
s→s̄

ˆ

Ωε

|vs − v|2 dx = 0, lim
s→s̄

ˆ

ρ|vs − v|2 dx = 0 and assumption (H2)-

v).

We will now conclude by using a suitable nonlinear version (see Appendix of [12]) of Trotter’s theory
of approximation of semigroups of linear operators acting on variable spaces [6]:

Theorem 4.1. Let Hn, H be Hilbert spaces and let An : Hn 7→ 2Hn , A : H 7→ 2H be maximal monotone
multivalued operators. Let Pn : (H, | |) 7→ (Hn, | |n) such that Pn ∈ L(H,Hn) and

i) |Pnx|n ≤ C|x| ∀x ∈ H, where C is a constant independent of n,

ii) |Pnx|n → |x| ∀x ∈ H.
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Let fn ∈ L1(0, T ;Hn) and f ∈ L1(0, T ;H), u0n ∈ D(An) and u0 ∈ D(A). Let un and u be the weak
solutions to the equations: 8<:

dun
dt

+Anun ∋ fn,

un(0) = u0n

,

8<:
du

dt
+Au ∋ f,

u(0) = u0.

If |Pnu
0 − u0n|n → 0,

´ T

0
|Pnf(t)− fn(t)|n dt→ 0, |(I + An)

−1Pnz − Pn(I + A)−1z|n → 0 when n→ ∞,
∀z ∈ H, then |Pnu(t)− un(t)|n → 0 when n→ ∞, uniformly on [0, T ].

Thus, to prove the convergence in the sense of Trotter of Us toward IU uniformly on [0, T ], it suffices
to make a suitable additional assumption about the initial state and to establish the following two
propositions:

Proposition 4.4.

∀ψ ∈ IH, lim
s→s

|IPs(I +
IA)−1ψ − (I +As)

−1 IPsψ|s = 0.

Proposition 4.5.

i) lim
s→s̄

ˆ T

0

|IPsF (t)− Fs(t)|s dt = 0

ii) lim
s→s̄

|IPs
IUe(t)− Ue

s (t)|s = 0 uniformly on [0, T ].

Actually, to establish Proposition 4.5, which takes into account the external loading (f, g), we need
an additional assumption:

i) f ∈ BV
�
0, T ;L2/(1−r)(Bε0 ;R

3)
�
where r was defined in (H2)-vi).

ii) supp(g) ∩Bε0 = ∅ ∀t ∈ [0, T ] and

if Min{H2(Γ±
0 ) } = 0, say H2(Γ−

0 ) = 0, then supp g ∩ (∂Ω−
ε0) = ∅.

(H4)

Assumption (H4)-i) says that if ρ tends to zero then f has to be a little more smooth than L2(Ω;R3).
Note that in most previous studies on static and quasistatic cases, the support of f is assumed to be
located outside Bε0 , so that (H4)-i) is satisfied. On the other hand, in practice, the body forces reduce

to the weight where f = −Cγe3 so that F 2
s = IF 2 = −Ce3 and

´ T

0
K
�
IP 2

s
IF 2(t) − F 2

s (t)
�
dt = 0.

Assumption (H4)-ii) says that the support of g is outside Bε0 and that if the lower adherent is not
clamped, there are no surface forces imposed on its boundary. This will mean that ues converges toward
ue.

proof of proposition 4.4: The proof is obtained in four steps. The main idea is to take advantage of
Proposition 3.1 and of (4.9) and to establish the variational convergence of eJs = 1

2Ks− ks(ψ
2, ·)+ 1

2Φs+

ϕs(
IP 1ψ1, ·) + b

´

Bε
D
�
e(·)

�
dx toward IJ .

First step (Compactness properties of any sequence such that eJs(ws) ≤ C) :

Lemma 4.2. Let (ws) be a sequence such that eJs(ws) ≤ C, then there exists w in IH1 and a
non-relabeled subsequence such that:

i) for all positive η, (ws) converges weakly in H1
Γ0
(Ωη;R

3) toward w,

ii)
�
1Ωεe(ws)

�
converges weakly in L2(Ω \ S;S3) toward e(w),

iii) (1Ωεws) converges strongly in L2(Ω;R3) toward w,

iv) the traces on S±
ε of ws, which are taken to be elements of L2(S;R3), converge strongly in

L2(S;R3) toward the traces on S of w±,

v) (ws) is bounded in L2(Ω;R3) and τ -converges toward w.
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Proof. This proof is similar to that of Proposition 4.3, except that weak convergences take place
due to the initial assumption:

Ks(ws) + Φs(ws) + b|e(ws)|
p
Lp(Bε;S3) ≤ C (4.21)

deduced from Proposition 4.2 and the coercivity of W , Wλµ, D. The Korn inequality, (4.21) and a
standard diagonalization argument show that there exists w in ∪η>0H

1
Γ0
(Ωη;R

3) such that a non-
relabeled subsequence (ws) converges weakly toward w in H1(Ωη;S

3), ∀η > 0. In addition, (4.21)
implies that there exist some e∗ in L2(Ω;S3) such that e∗ is the weak limit in L2(Ω;S3) of a non-

relabeled subsequence (of the previous one) of
�
1Ωεe(ws)

�
. But the restriction to each Ωη of e∗ is

necessarily the restriction to each Ωη of e(w), where e(w) denotes the symmetric part of the gradient
in the sense of distributions of D′(Ω \S) of w. Hence e(w) belongs to L2(Ω \S;S3), as, in the same
way, w appears to be the weak limit in L2(Ωε;R

3) of 1Ωεws, then w belongs to H1
Γ0
(Ω\S;R3). The

rest of the proof is exactly as in Proposition 4.3, but it remains to be established that w belongs to
IH1 when I > 1. If p is arbitrary in C∞

0 (S) and σi = ei ⊗S e
3, i ∈ { 1, 2, 3 }, then it suffices to let s

tend to s (with i = 3 for I = 2, i = 1, 2, 3 for I = 3) in the identity

ˆ

Bε

p(x̂)σi · e(ws) dx = −

ˆ

Bε

div(p(x̂)σi) · ws dx+

ˆ

S±
ε

p(x̂)(σie3) · (±ws) dx̂, (4.22)

by accounting duly for ε
´

Bε
|e(ws)|

2 dx ≤ ε
µC, ε

´

Bε
| tr e(ws)|

2 dx ≤ ε
λC,
´

Bε
|ws|

2 dx ≤ C and the

convergence of the traces on S±
ε of ws.

Second step (Upper bound for eJs(ws))

Lemma 4.3. For all w in IH1, there exists a sequence (ws) in H
1
Γ0
(Ω;R3) which τ -converges toward

w such that each term of eJs(ws) converges to the corresponding term of IJ(w).

Proof. As IJ is continuous on IH1, it suffices to prove the result on a dense subset, namely
W 1,∞(Ω \ S;R3) ∩ IH1, and to conclude by adding a diagonalization argument [3]. Let us prove
that ws =

IP 1
sw works well. As obviously,

|IP 1
sw|L2(Bε;R3) ≤ C|w|L2(Bε;R3), (4.23)

the convergence of the kinetic terms Ks

�
IP 1

sw
�
and ks

�
IP 2

s ψ
2, ws

�
stems from the boundedness of

ρ. The convergence of Φs

�
IP 1

sw
�
was proved from Proposition 4.2 ii), while this same Proposition

also means that

lim
s→s̄

ϕs

�
IP 1

s ψ
1, IP 1

sw
�
= lim

s→s̄

�
1

2

h
Φs

�
IP 1

s (ψ
1 + w)

�
− Φs

�
IP 1

s ψ
1
�
− Φs

�
IP 1

sw
�i�

=
1

2

h
IΦ(ψ1 + w)− IΦ(ψ1)− IΦ(w)

i
= Iϕ(ψ1, w).

If b = ∞, then [w] = 0, and consequently, IP 1w = w, and b

ˆ

Bε

D
�
e
�
IP 1w

��
dx is less than Cbε,

which tends to zero from (H2)-iii). In the other case, the convexity and growth of order p of D, the
Hölder inequality and Lemma 4.1 give

lim
s→s̄

����b ˆ
Bε

D
�
e(IP 1w)

�
dx− b

ˆ

Bε

D
� [w]⊗S e

3

2ε

�
dx

����
≤ lim

s→s̄
b
���e�IP 1

sw
�
−

[w]⊗S e
3

2ε

���
Lp(Bε;S3)

�
ε+

���e�IP 1
sw

�
−

[w]⊗S e
3

2ε

���p−1

Lp(Bε;S3)
+
���w ⊗S e

3

2ε

���p−1

Lp(Bε;S3)

�
= 0

and we conclude with assumption (H3) and the Hölder inequality.
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Third step (Lower bound for eJs(ws)):

Lemma 4.4. For all w in L2(Ω;R3) and for all sequences (ws) which τ -converge toward w, each

term of IJ(w) is less than or equal to the lim
s→s̄

of the corresponding term of eJs(ws).

Proof. Of course, we can restrict ourselves to the case where all the lim
s→s̄

are finite, so that (ws)

has the compactness properties of Lemma 4.2, especially iii) and v), which suffices to prove the
desired inequality for the kinetic terms (we recall that ρ is bounded). With the terms Φs(ws) and
ϕs(

IP 1
s ψ

1, ws), we take only the two cases I = 1 and I = 3, and the other case can be handled
by combining some appropriate arguments from those used in these two basic cases. Point ii) of
Lemma 4.2 gives

lim
s→s̄

ˆ

Ωε

ae(ws) · e(ws) dx ≥

ˆ

Ω

ae(w) · e(w) dx. (4.24)

For all positive h, there exists wh such that w±
h ∈ C∞(Ω±;R3) ∩H1

Γ±

0

(Ω±;R3) and

|e(w)− e(wh)|L2(Ω;S3) < h

while the subdifferential inequality yields:
ˆ

Bε

Wλµ

�
e(ws)

�
dx ≥

ˆ

Bε

Wλµ

�
e(Rεwh)

�
dx+

ˆ

Bε

DWλµ

�
e(Rεwh)

�
· e(Rεwh − ws) dx.

Since
ˆ

Bε

Wλµ

�
e(Rεwh)

�
dx ≤ C,

ˆ

Bε

Wλµ

�
e(ws)

�
dx ≤ C, (4.25)

Lemma 4.1 implies that

lim
s→s̄

�
ˆ

Bε

DWλµ

�
e(Rεwh)

�
· e(Rεwh − ws) dx−

ˆ

Bε

DWλµ

� [wh]⊗S e
3|

2ε

�
· e(Rεwh − ws) dx

�
= 0

thus

lim
s→s̄

ˆ

Bε

DWλµ

�
e(Rεwh)

�
· e(Rεwh − ws) dx = lim

s→s̄

ˆ

Bε

DWλµ

� [wh]⊗S e
3|

2ε

�
· e(Rεwh − ws) dx

= lim
s→s̄

ˆ

Bε

DWλµ

�
[wh]

�
· e(Rεwh − ws) dx

= lim
s→s̄

�
ˆ

Bε

− divDWλµ

�
[wh]

�
· (Rεwh − ws) dx+

ˆ

S±
ε

DWλµ

�
[wh]

�
e3 ·

�
±(wh − ws)

�
dx̂

�
=

ˆ

S

DWλµ

�
[wh]

�
e3 · [wh − w] dx̂+ o(h)

by taking Lemma 4.2 and (4.23) duly into account. Hence the desired result is obtained when I = 1
by using Lemma 4.3 and letting h tend to zero. When I = 3, due to (4.24), it suffices to establish
[w] = 0, which stems from Lemma 4.2. Next, Lemma 4.3 gives

lim
s→s̄

ϕs

�
IP 1

s ψ
1, ws

�
= lim

s→s̄
ϕs

�
IP 1

s ψ
1, IP 1

sw
�
+ lim

s→s̄
ϕs

�
IP 1

s ψ
1, ws −

IP 1
sw

�
= Iϕ

�
ψ1, w

�
+ lim

s→s̄
ϕs

�
IP 1

s ψ
1, ws −

IP 1
sw

�
= Iϕ(ψ1, w)

by arguing as previously for lim
s→s̄

ϕs(Rεwh, ws −Rεwh) in the case I = 1. When I = 3, we have

lim
s→s̄

ϕs

�
3P 1

s ψ
1, ws

�
= lim

s→s̄

ˆ

Ω

e(ψ1) · 1Ωεe(ws) dx+

ˆ

Bε

DWλµ

�
e(ψ1)

�
· e(ws) dx

=

ˆ

Ω

e(ψ1) · e(w) dx

14



by taking Lemma 4.2 and (4.25) duly into account because

ˆ

Bε

DWλµ

�
e(ψ1)

�
· e(ws) dx ≤ 2

�
ˆ

Bε

Wλµ

�
e(ψ1)

��1/2

·

�
ˆ

Bε

Wλµ

�
e(ws)

��1/2

.

Lastly, when b̄ is finite, the boundedness of b|e(ws)|
p
Lp(Bε;S3), (H3) and the Hölder inequality give

lim
s→s̄

����bˆ
Bε

D
�
e(ws)

�
dx− b

ˆ

Bε

D∞,p
�
e(ws)

�
dx

���� = 0

and we conclude by using the same argument as for
´

Bε
Wλµ

�
e(ws)

�
dx. If b̄ = ∞, it suffices to

prove [w] = 0, which can be done based on (4.22).

Fourth step (Convergence in the sense of Trotter)
By combining Lemmas 4.2, 4.3 and 4.4, we establish classically (see [3], [14]) that the unique

minimizer vs of eJs τ -converges toward the unique minimizer Iv of IJ and

IJ(Iv) = lim
s→s̄

Js(vs), (4.26)

Actually, we have more:
lim
s→s̄

Φs(
IP 1

s
Iv − vs) = 0. (4.27)

Indeed, Proposition 4.2 says IΦ(Iv) = lim
s→s̄

Φs(
IP 1

s
Iv), while the following three points can be deduced

from Lemma 4.3 and 4.4 :

i) IΦ(v) ≤ lim
s→s̄

Φs(vs),

ii)

lim
s→s̄

1

2
Φs(vs) = lim

s→s̄

� eJs(vs)− 1

2
Ks(vs)− ks

�
IP 2

s ψ
2, vs

�
− ϕs

�
IP 1

s ψ
1, vs

�
− b

ˆ

Bε

D
�
e(vs)

�
dx

�
≤ lim

s→s̄
eJs(vs)− lim

s→s̄

1

2
Ks(vs)− lim

s→s̄
ks
�
IP 2

s ψ
2, vs

�
− lim

s→s̄
ϕs

�
IP 1

s ψ
1, vs

�
− lim

s→s̄
b

ˆ

Bε

D
�
e(vs)

�
dx

≤ IJ(Iv)−
1

2
K(Iv)− k

�
ψ2, Iv

�
− Iϕ(ψ1, Iv)− b

ˆ

S

D
�
[ Iv ]

�
dx̂

=
1

2
IΦ(Iv)

iii) lim
s→s̄

ϕs(
IP 1

s
Iv, Iv) = IΦ

�
Iv
�
.

Therefore

lim
s→s̄

Φs(
IP 1

s
Iv − vs) = lim

s→s̄

h
Φs(

IP 1
s

Iv)− 2ϕs(
IP 1

s
Iv, vs) + Φs(vs)

i
= IΦ(Iv)− 2IΦ(Iv) + IΦ(Iv) = 0.

Since us = vs −
IP 1

s ψ
1, Iu = Iv − ψ1, we have

lim
s→s̄

Φs(
IP 1

s
Iu− us) = 0.

Proceeding as previously we obtain

K(Iv) = lim
s→s̄

Ks(vs), K(Iv) = lim
s→s̄

Ks(
IP 2

s
Iv), K(Iv) = lim

s→s̄
ks(

IP 2
s

Iv, vs)

which gives
lim
s→s̄

Ks(
IP 2

s
Iv − vs) = 0

and the proof of Proposition 4.4 is complete.
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Proof of Proposition 4.5:
Assumption (H4)-ii) means that L(t) is either a sum of two linear continuous forms on H1

Γ±

0

(Ω±
ε0 ;R

3) or

a linear continuous form on H1
Γ+

0

(Ω+
ε0 ;R

3), so that Korn’s inequality in H1
Γ±

0

(Ω±
ε0 ;R

3) yields

Φs(u
e
s) = L(t)(ues) ≤ C|g(t)|L2(Γ1;R3)|e(u

e
s)|L2(Ωε0 ;S

3)

≤ C|g(t)|L2(Γ1;R3)Φs

�
e(ues)

�1/2
∀t ∈ [0, T ]

hence g 7→ ues is a linear mapping with

Φs(u
e
s) ≤ C|g(t)|L2(Γ1;R3) ∀t ∈ [0, T ]. (4.28)

On the other hand, Ks(F
2
s ) =

´

Ωε

1
ρ |f |

2 dx + 1
ρ

´

Bε
|f |2 dx. Hence, based on assumptions (H1), (H4),

|IPsFs(t) −
IF (t)|s ≤ C. Since Iue and ues are minimizers of 1/2Φs − L(t)(·) and 1

2
IΦ − L(t)(·), the

arguments in Proposition 4.4 and (H1) give

lim
s→s̄

|IPs
IUe(t)− Ue

s (t)|s = lim
s→s̄

����IPs

dIUe

dt
(t)−

dUe
s

dt
(t)

����
s

= 0 a.e. t in (0, T ).

But (H1) shows that t ∈ [0, T ] 7→ |IPs
IUe(t) − Ue

s (t)|s is equicontinuous, so that the second part of
Proposition 4.5 is established. In addition, (H4) gives

lim
s→s̄

Ks

�
IP 2

s (f/ρ)− f/γ
�
= lim

s→s̄

ˆ

Bε

|f |2
�
1

ρ
−

1

ρ

�
dx = 0 a.e. t ∈ [0, T ]

and the first part of Proposition 4.5 results from the Lebesgue dominated convergence theorem.

Now we have to make an additional assumption about the initial states to be able to state our
convergence result:

∃IUo ∈ IUe(0) +D(IA); Uo
s ∈ Ue

s (0) +D(As) and lim
s→s̄

|IPs
IUo − Uo

s |s = 0. (H5)

The first condition is a compatibility condition between the initial state and the initial loading conditions;
and the second is a convergence condition which, because of Proposition 4.4, is satisfied by

Uo
s = Ue

s (0) + (I +As)
−1IPs(I +

IA)−1(IUo − IUe(0)).

Hence, from the nonlinear Trotter theorem 4.1, we deduce that the solution to (3.11) converges uniformly
on [0, T ] in the sense of Trotter toward the solution to (4.10) with IUro = IUo − IUe(0).
Based on all these propositions, the convergence can be expressed more explicitly as follows

Theorem 4.2. The solution to 8<:
dUs

dt
+As(Us − Ue

s ) ∋ (0, f/γ)

Us(0) = Uo
s

(4.29)

converges toward the solution to 8<:
dIU

dt
+ IA(IU − IUe) ∋ (0, f/ρ̄)

IU(0) = IUo
(4.30)

in the sense lim
s→s̄

|IPs
IU(t) − Us(t)|s = 0 uniformly on [0, T ], where in addition lim

s→s̄
|Us(t)|s = ‖IU(t)‖I

uniformly on [0, T ].
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5 Concluding result

A more explicit way of writing (4.30) is:

- if b < +∞, ∃ξ ∈ ∂D
��dIu

dt

��
such that

ˆ

Ω

ρ
d2Iu

dt2
ϕdx+

ˆ

Ω\S

ae(Iu) · e(ϕ) dx+

ˆ

S

DWλµ

�
[Iu]

�
· [ϕ] dx̂+

ˆ

S

ξ ·
�
[ϕ]⊗S e

3
�
dx̂

=

ˆ

Ω

f · ϕdx+

ˆ

Γ1

g · ϕdH2 ∀ϕ ∈ IH1 .

- if b = ∞,
�dIu
dt

�
= 0 and

ˆ

Ω

ρ
d2Iu

dt2
ϕdx+

ˆ

Ω\S

ae(Iu) · e(ϕ) dx+

ˆ

S

DWλµ

�
[Iu]

�
· [ϕ] dx̂

=

ˆ

Ω

f · ϕdx+

ˆ

Γ1

g · ϕdH2 ∀ϕ ∈ H1
Γ0
(Ω;R3).

Hence, the limit behavior describes the dynamic response to the real loads (f, g) of a structure consisting
of two linearly elastic adherents occupying Ω±, which are linked along S by a dissipative mechanical
constraint which can be written as follows:

Iσe3 ∈ DWλµ

�
[Iu]

�
+ ∂D

�hdIu
dt

i�
(5.1)

where Iσe3 is the stress vector along S. It is nothing but the relation obtained in [10] in the quasistatic
case. Based on the present study, (5.1) appears to be the actual constitutive equation given by the thin
adhesive because it is obtained whatever the pattern of the evolution of the assembly. This constitutive
equation is of the same form as that for the layer (nonlinear viscoelastic of the Kelvin-Voigt type), which
may degenerate when the values of one of the coefficients λ, µ, b is in { 0,+∞}.

• b = 0

µ
0 finite and positive +∞

λ

0 σe3 = 0
σT = µ[u]T [u] = 0
σN = 2µ[u]N

finite and positive
σT = 0 σT = µ[u]T [u] = 0
σN = λ[u]N σN = (λ+ 2µ)[u]N

+∞
σT = 0 σT = µ[u]T [u] = 0
[u]N = 0 [u]N = 0

with [u]N = [u]3, [u]T = [u] − [u]Ne
3, σN = σe3 · e3, σT = σe3 − σNe

3. These are the standard
elastic constraints which occur when the layer is isotropically and linearly elastic [7].

• b ∈ (0,+∞): In the previous left upper 2 × 2 block, we have to add ξN and ξT , where ξ is some

element of ∂D
��dIu

dt

��
. The other boxes on the right are not changed whereas we have to add ξT

to the left bottom boxes. Thus, as seen in [10], the case (λ, µ) = (+∞, 0) corresponds to Norton
Hoff (1 < p ≤ 2) or Tresca friction (p = 1) with bilateral contact.

• b = ∞: The jump in the displacement along S is always equal to its initial value (which is of course
zero if µ = ∞ and has a vanishing third component if λ = ∞). Whatever the values of λ, µ may
be, the relative motion along S is frozen!
Since, in practice, the geometrical and mechanical data obviously “do not go to some limits”, the
simplified but accurate enough model proposed for the behavior of the structure is that obtained
with I = 1 by replacing λ, µ, b by the real values λ/2ε, µ/2ε and b/(2ε)p−1!
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To illustrate our intention, keeping nevertheless the discussion within reasonable limits, we considered
the case of a layer with an isotropic Hooke-like strain energy and a potential of dissipation involving only
one viscosity coefficient which, in the purely elastic case, yield a decoupling of the tangential and normal
effects in the limit constraint. It would be straightforward to deal with the general case where the density
of the strain energy and that of the potential of dissipation are a quadratic convex function W and a
convex function D with growth of order p, respectively. The limit constraint will then involves terms

stemming from W
�
[u] ⊗S e

3
�
and D

�hdu
dt

i
⊗S e

3

�
, where W and D describe the asymptotic behavior

of the functions 2εW (·/2ε) and 2εD∞,p(·/2ε).
We recalled in the introduction that more general behavior of the adhesive including models of cracks
and plasticity have been taken into account in the case of equilibrium problems, but this remains to be
tackled in the dynamic case. Our method can be applied to the case of a generalized standard material
with a coercive quadratic energy density. This will be the subject of a subsequent paper.
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9. H. Ziegler, C. Wehrli, The derivation of constitutive relations from the free energy and the dissipa-
tion function, Academic Press, 25 (1987) 183–237

10. C. Licht, Comportement asymptotique d’une bande dissipative mince de faible rigidité, C.R. Acad.
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