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Abstract. We consider constrained Hamiltonian systems in the framework of Dirac’s

theory. We show that the Jacobi identity results from imposing that the constraints are

Casimir invariants, regardless of the fact that the matrix of Poisson brackets between

constraints is invertible or not. We point out that the proof we provide ensures the

validity of the Jacobi identity everywhere in phase space, and not just on the surface

defined by the constraints. Two examples are considered: A finite dimensional system

with an odd number of constraints, and the Vlasov-Poisson reduction from Vlasov-

Maxwell equations.
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1. Introduction

Imposing constraints on a Hamiltonian system is routinely done using Dirac’s theory [1,

2, 3, 4]. The key point is to compute the matrix C of the Poisson brackets between

two constraints (i.e., whose elements are Cnm = {Φn,Φm} where Φn(z) = 0 are the

constraints) and to invert this matrix. Under this hypothesis, it has been shown that

the following bracket, called Dirac bracket,

{F,G}∗ = {F,G} − {F,Φn}Dnm{Φm, G}, (1)

where D = C
−1, is a Poisson bracket. The technical difficulty is to prove the Jacobi

identity, and this has been done by Dirac in Ref. [1], and his proof relies heavily on the

invertibility of C (see Eq. (59) which results from Eq. (35) in Ref. [1], or Appendix B

in Ref. [5]). As a consequence of the fact that D is the inverse of C, the constraints are

Casimir invariants, i.e., {Φn, G}∗ = 0 for any observable G.

What if the matrix C is not invertible? This could happen for instance if there is an

odd number of constraints (since C is antisymmetric) or if the constraints are reducible or

redundant [6, 9, 7, 8]. The purpose of the present article is to address this question. Our

main result is to show that the Jacobi identity is a property which results from imposing

that the constraints are Casimir invariants, regardless of the invertibility of C. This

result holds for canonical or non-canonical Hamiltonian systems (see Refs. [10, 11, 12]

for an introduction to non-canonical Hamiltonian systems). We notice that the proof

we provide shows the validity of the Jacobi identity everywhere in phase space, and not

just on the surface defined by the constraints as found in Refs. [6, 7, 8].

We consider a finite dimensional Hamiltonian system whose variables are denoted

z = (z1, z2, . . . , zN). It is given by a Hamiltonian H(z), a scalar function of the variables,

and a Poisson bracket written as

{F,G} =
∂F

∂z
· J(z)

∂G

∂z
, (2)

where the Poisson matrix J(z) is such that the bracket (2) is antisymmetric and satisfies

the Jacobi identity [in addition to the bilinearity and the Leibnitz rule which are already

ensured by the form of the bracket (2)].

We impose a set of M < N − 2 constraints Φm(z) = 0 for m = 1, . . . ,M which

are scalar functions of the variables z. We consider brackets of the form (1) with an

antisymmetric matrix D which is not necessarily the inverse of C (and consequently

these brackets are not not Poisson brackets in general). The matrix associated with the

bracket (1) is given by [13]

J∗ = J − JQ̂†
DQ̂J, (3)

where the matrix Q̂ has elements Q̂ni = ∂Φn/∂zi. The matrix D is chosen such that the

constraints are Casimir invariants. This leads to the following condition on D :

JQ̂†(1− DC) = 0, (4)

where 1 is the M ×M identity matrix and C = Q̂JQ̂†. A first situation is when C is

invertible, and hence a possible solution to Eq. (4) is D = C
−1. This is the main case
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considered in the literature, for which the Jacobi identity is proved in order to ensure

that the Dirac bracket is a Poisson bracket [1, 5].

However in many instances, the matrix C is not invertible, and, to the best of our

knowledge, there is no proof of the Jacobi identity in these cases which holds everywhere

in phase space. There are two properties which are strongly dependent on the particular

choice of matrix D , which are (i) the Jacobi identity and (ii) the fact that the constraints

are Casimir invariants. The purpose of this article is to show that (ii) implies (i), or in

other words that imposing that the constraints are Casimir invariants, i.e., Eq. (4), is

sufficient to ensure that the Dirac bracket (1) is a Poisson bracket. The proof is done

in Sec. 2. In Sec. 3 we illustrate the computation of the Dirac bracket in cases where

C is not invertible, with two examples: a finite-dimensional Hamiltonian system with

an odd number of constraints, and the Vlasov-Poisson reduction from Vlasov-Maxwell

equations.

Before going into the proof of the Jacobi identity, we would like to address two

questions:

1) Does the Jacobi identity for the bracket (1) imply that the constraints are Casimir

invariants, i.e., does (i) implies (ii)? The answer is no, and we provide a counter example

below. Consider a Poisson matrix J written in block form as

J =

(

C 0

0 J̄

)

,

where C and J̄ satisfy individually the Jacobi identity so that the matrix J too. The

bracket (1) is characterized by a matrix

J∗ =

(

C(1− DC) 0

0 J̄

)

,

for Q̂ = (1, 0). Assuming that C is invertible, we choose D = C
−1(1 − λ) so that

C̃ = C(1− DC) = λC which satisfies the Jacobi identity inherited from C. In order to

have the constraints as Casimir invariants, C̃ must vanish. Therefore the bracket (1)

satisfies the Jacobi identity in this case, but does not have the constraints (z1, . . . , zM)

(where M is the number of columns of C) as Casimir invariants.

2) Given that Eq. (4) might have more than one solution, does it lead to different

expressions for the Dirac bracket? The answer is no. We consider D a solution of Eq. (4).

We notice that any matrix D̃ = D +� with JQ̂†
�C = 0 also satisfies Eq. (4). The Dirac

bracket is obtained from the Dirac projector [13] P = 1 − JQ̂†
DQ̂, i.e., J∗ = PJP†. If

we consider the other projector associated with D̃ , i.e., P̃ = P − JQ̂†
�Q̂, then we show

that

P̃JP̃† = PJP†,

where we use the identity PJQ̂† = 0. This identity ensures that the Dirac bracket is

unique, even if there might be more than one solution to Eq. (4).
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2. Proof of Jacobi identity

A proof of a weak version of the Jacobi identity, i.e., the validity of the Jacobi identity

on the surface defined by the constraints, has been detailed, e.g., in Refs. [6, 7, 8]. It is

based on showing that

{F, {G,H}∗}∗ ≈ {F ′, {G′, H ′}},

where F ′ = F − {F,Φn}DnmΦm in order to deduce that

{F, {G,H}∗}∗ + {H, {F,G}∗}∗ + {G, {H,F}∗}∗ ≈ 0.

Here we show that the Jacobi identity holds everywhere in phase space, i.e., the weak

equality can be made a strong one, i.e.,

{F, {G,H}∗}∗ + {H, {F,G}∗}∗ + {G, {H,F}∗}∗ = 0.

As a consequence, even in the case where the matrix C is not invertible, the Dirac

bracket (1) [if it can be constructed using Eq. (4)] is a Poisson bracket.

First we perform a local change of coordinates such that the new variables are the

constraint functions. This can be done at least locally under the assumption of the

change of coordinates. In other terms, we assume that Φk(z) = zk for k ∈ [1,M ]. We

assume that J satisfies the Jacobi identity. In the variables (Φ,w) the Poisson matrix

is expressed by blocks

J =

(

C −B†

B J̄

)

.

The Poisson matrix associated with the bracket (1) is given by

J∗ =

(

C(1− DC) −(1− CD)B†

B(1− DC) J̄ + BDB
†

)

.

We assume that D is chosen such that the constraints are Casimir invariants of J∗. This

condition becomes:

C(1− DC) = 0, (5)

B(1− DC) = 0. (6)

The Jacobi identity for J translates into four sets of equations

Cil∇lCjk −Bli∂lCjk+ 	(ijk)= 0 for i, j, k ∈ [1,M ], (7)

Cjl∇lBki − Cil∇lBkj +Bli∂lBkj −Blj∂lBki +Bkl∇lCij

+ J̄kl∂lCij = 0 for i, j ∈ [1,M ] and k ∈ [1, N −M ], (8)

Bjl∇lBki − Bkl∇lBji + J̄jl∂lBki − J̄kl∂lBji + Cil∇lJ̄jk

−Bli∂lJ̄jk = 0 for i ∈ [1,M ] and j, k ∈ [1, N −M ], (9)

Bil∇lJ̄jk + J̄il∂lJ̄jk+ 	(ijk)= 0 for i, j, k ∈ [1, N −M ], (10)
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where 	(ijk) designates the terms obtained by circular permutations of the indices

(i, j, k), ∇l = ∂/∂Φl and ∂l = ∂/∂wl. So when the index l is involved with ∇, the

implicit sum runs from l = 1 to M . When it is involved with ∂, the implicit sum runs

from l = 1 to N −M .

Given Eqs. (5)-(6), the Jacobi identity for J∗ reduces to

(J̄ + BDB
†)il∂l(J̄ + BDB

†)jk+ 	(ijk)= 0. (11)

The aim is to use Eqs. (7)-(10) together with Eq. (6) in order to prove Eq. (11).

Equation (11) can be decomposed into three sets of terms :

Sijk = J̄il∂lJ̄jk + (BDB†)il∂lJ̄jk+ 	(ijk), (12)

Tijk = J̄il∂l(BDB
†)jk+ 	(ijk), (13)

Uijk = (BDB†)il∂l(BDB
†)jk+ 	(ijk) . (14)

Here we notice that all indices i, j, k belong to [1, N −M ]. Using Eq. (10), the S terms

can be rewritten as

Sijk = −Bil∇lJ̄jk +BimDmnBln∂lJ̄jk+ 	(ijk) .

By rewriting Bln∂lJ̄jk using Eq. (9), a cancellation is obtained from Eq. (6), and the S

terms are rewritten as

Sijk = BimDim(Bjl∇lBkn − Bkl∇lBjn + J̄jl∂lBkn − J̄kl∂lBjn)+ 	(ijk) .

By noticing a cancellation in the terms BDJ∂B in S and T (using a circular permutation

of the indices (i, j, k) and the antisymmetry of D), we obtain

Sijk+Tijk = BimDmn(Bjl∇lBkn−Bkl∇lBjn)+J̄ilBjmBkn∂lDmn+ 	(ijk) .(15)

Concerning the U terms, we decompose them into two parts :

U
(1)
ijk = BimDmnBlnDpqBjp∂lBkq +BimDmnBlnDpqBkq∂lBjp+ 	(ijk),

U
(2)
ijk = BimDmnBlnBjpBkq∂lDpq+ 	(ijk) .

The second term of U (1) is rewritten as BjpDpqDmnBimBlq∂lBkn using a circular

permutation of the indices (i, j, k). Therefore, we have

U
(1)
ijk = BimDmnDpqBjp(Bln∂lBkq − Blq∂lBkn)+ 	(ijk),

where we have used the antisymmetry of D . From Eq. (8), U (1) is rewritten as

U
(1)
ijk = − BimDmn(BDC)jl∇lBkn +BjmDmn(BDC)il∇lBkn

− BimBjpBklDmnDpq∇lCnq − BimBjpDmnDpqJ̄kl∂lCnq+ 	(ijk) .(16)

From Eq. (6) and using a circular permutation on the indices (i, j, k), the first line of the

previous equation cancels with the BDB∇B terms in Eq. (15). Concerning the fourth

term in Eq. (16), we show that

−J̄klBjpDpqBimDmn∂lCnq = −J̄klBimBjn∂lDmn.
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This property results from differentiating Biq − BimDmnCnq = 0 with respect to zl
together with Eq. (6) and the antisymmetry of D . Using a circular permutation of

(i, j, k) these terms cancel with the JBB∂D terms of Eq. (15).

After these steps, the Jacobi identity is rewritten as

Sijk+Tijk+Uijk = BimDmnBlnBjpBkq∂lDpq−BimBjpBklDmnDpq∇lCnq+ 	(ijk) .(17)

Next the strategy is to get rid of the ∂D terms. In order to do this, we insert C

terms through a B coefficient in the first term of the previous equation, i.e., inserting

Bjp = BjαDαβCβp. From the identity

Cβp∂lDpqBkq = ∂lBkβ − ∂lCβpDpqBkq − CβpDpq∂lBkq,

which is obtained by differentiating Eq. (6) with respect to zl (and using the

antisymmetry of D and C), the first term in Eq. (17) is rewritten as

BimDmnBlnBjpBkq∂lDpq = −BimDmnBlnBjαDαβDpqBkq∂lCβp

+BimDmnBlnBjαDαβ(∂lBkβ − CβpDpq∂lBkq). (18)

From Eq. (7) we replace ∂C by ∇C. The first term becomes

BimDmnBjαDαβBkqDqpBln∂lCβp+ 	(ijk)= BimDmnBjαDαβBkqDqpCnl∇lCβp+ 	(ijk) .

From the equation BimDmnCnl = Bil [see Eq. (6)] we see that the previous term cancels

with the second term in Eq. (17), still using a circular permutation of the indices (i, j, k).

In a similar way, the second term in Eq. (18) vanishes by inserting BjαDαβCβp = Bjp.

Consequently, we have proved the Jacobi identity for the bracket (1) with Eqs. (5)-(6),

i.e.,

Sijk + Tijk + Uijk = 0.

3. Examples

3.1. Example 1: Odd number of constraints

First we describe a rather trivial example in order to illustrate the method. We consider

the following Poisson matrix

J =















0 −z3 z2 0 0

z3 0 −z1 0 0

−z2 z1 0 0 0

0 0 0 0 −1

0 0 0 1 0















,

which corresponds to the Poisson bracket

{F,G} = −z ·
∂F

∂z
×

∂G

∂z
−

∂F

∂w1

∂G

∂w2
+

∂F

∂w2

∂G

∂w1
.
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We impose three constraints Φk(z,w) = zk for k = 1, 2, 3. The associated operator Q̂

is given by

Q̂ =







1 0 0 0 0

0 1 0 0 0

0 0 1 0 0






.

The matrix C is a 3× 3 antisymmetric, so it is not invertible. Its expression is

C =







0 −z3 z2
z3 0 −z1
−z2 z1 0






.

The following matrix D satisfies Eq. (4) :

D =







0 0 0

0 0 1

0 −1 0






.

The solution of Eq. (4) is not unique, but all solutions lead to the same Dirac bracket

with Poisson matrix given by Eq. (11) :

J∗ =















0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 −1

0 0 0 1 0















,

which corresponds to the Dirac bracket

{F,G}∗ = −
∂F

∂w1

∂G

∂w2
+

∂F

∂w2

∂G

∂w1
.

3.2. Example 2: Vlasov-Poisson equation

The second example concerns the Vlasov-Poisson reduction from the Vlasov-Maxwell

equations. The field variables χ(z) = (f(x,v),E(x),B(x)) where z = (x,v), and the

equations of motion are

ḟ = −v · ∇f − (E+ v ×B) · ∂vf,

Ė = ∇×B− J,

Ḃ = −∇× E,

where J =
∫

d3v vf . The Poisson bracket is given by

{F,G} =

∫

d6zFχ · JGχ,
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where Fχ is the functional derivative of the functional F with respect to the field

variables χ. The Poisson matrix is given by (see Refs. [14, 15, 13])

J =







−[f, ·] −∂vf 0

−f∂v 0 δ(v)∇×

0 −δ(v)∇× 0






,

where the small bracket [·, ·] is given by

[f, g] = ∇f · ∂vg − ∂vf · ∇g +B · (∂vf × ∂vg),

where ∇ (resp. ∂v) is the partial derivative operator with respect to x (resp. v).

In order to obtain the Vlasov-Poisson equations from the Vlasov-Maxwell equations

we impose the following constraints:

Q[f,E,B](x) = (∇×E,B−B0(x)), (19)

where B0 is a non-uniform background magnetic field. The operators Q̂ is given by

Q̂ =

(

0 ∇× 0

0 0 1

)

.

The operator C is given by

C =

(

0 (∇×)2

−(∇×)2 0

)

. (20)

The operator C is not invertible; however, the Dirac procedure still applies with an

appropriate choice for D given by

D =

(

0 ∆−1

−∆−1 0

)

, (21)

so that Eq. (4) is satisfied. We notice that Q̂(1− DC) 6= 0 but JQ̂(1− DC) = 0. This

is due to the fact that ∇ ·B is a Casimir invariant of J.

As a result, the Poisson operator of the Vlasov-Poisson equations is given by

J∗ =







−[f, ·] −∇∆−1∇ · ∂vf 0

−∇∆−1∇ · (f∂v) 0 0

0 0 0






.

It leads to the expression of the Poisson bracket [13],

{F,G}∗ =

∫

d6z f [Ff −∆−1∇ · FE, Gf −∆−1∇ ·GE].

In the case of the constraints given by Eq. (19), one of the constraints, ∇ ·B, is already

a Casimir invariant of the Vlasov-Maxwell bracket, and hence a first-class constraint.

This kind of redundancy is a source for the non-invertibility of the matrix C. In the
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present example, we eliminate this redundancy by modifying the set of constraints (19),

removing the divergence of B, i.e., we consider the following constraints :

Q[f,E,B](x) = (∇× E,P(B−B0(x))),

where P is the projector on the solenoidal part given by P = 1−∇∆−1∇·. Using similar

calculations as above, we find

Q̂ =

(

0 ∇× 0

0 0 P

)

,

and C remains unchanged and is given by Eq. (20). The matrix D given by Eq. (21)

satisfies Q̂†(1 − DC) = 0. We have eliminated some redundancy at the origin of the

non-invertibility of C. As we shall see below, this kind of redundancy is not an issue in

the proposed approach to compute the Dirac bracket.

4. Concluding remarks

We consider an ensemble of M constraints Φn of which the first K ones are Casimir

invariants of the original Poisson bracket (a particular family of first-class constraints).

The matrix C is written as

C =

(

0 0

0 C̃

)

,

where C̃ is assumed to be invertible. Given that Φk for k = 1, . . . , K are Casimir

invariants, JQ̂† = (0,JQ̂†
2) where Q̂2 is the matrix of the derivatives of ΦK+1, . . . ,Φn

with respect to the phase space variables. It is straightforward to show that any matrix

of the form

D =

(

D11 D12

−D†
12 C̃

−1

)

,

satisfies Eq. (4). Therefore in the definition of the constraints there is no need to worry

about possible combinations giving rise to Casimir invariants of the original Poisson

bracket. Notice that if some of the constraints are first-class but not Casimir invariants,

this might lead to some inconsistencies in Eq. (4) like the ones in Refs. [16, 6].

Another case of redundancy is when one (or several) constraints can be obtained

from the other constraints. For instance, we assume that one constraint Φ1 is dependent

of the other constraints, i.e., Φ1 = f(Φ2, . . . ,ΦM). In this case, the usual Dirac’s

procedure cannot be carried out since the matrix C is not invertible. This matrix is

given by

C =

(

0 −b†

b C̃

)

,

where b = ({Φ2,Φ1}, {Φ3,Φ1}, . . . , {ΦM ,Φ1})
† and the coefficients of C̃ are {Φn,Φm}

for n,m ≥ 2. In fact the vector (−1, d2, . . . , dM) where dm = ∂f/∂Φm, belongs to the
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kernel of C. We assume that C̃ in invertible. Then the following matrix D satisfies

Eq. (4)

D =

(

0 −d†

d C̃
−1

)

,

where d = (d2, . . . , dM). Here we have used the two properties, b†d = 0 and C̃d = b.

As a consequence this kind of redundancy is properly handled using Eq. (4) instead of

the too stringent requirement that the matrix C is invertible.

In summary the requirement for the existence of a Dirac-like bracket (1) is obtained

by imposing Eq. (4), i.e., that the constraints are Casimir invariants. It translates into

Ker C ⊂ Ker JQ̂†, (22)

which is a necessary and sufficient condition for the existence of a solution to Eq. (4).

Indeed we denote r the rank of C and we rewrite it as

C = O

(

0 0

0 C̃

)

O†,

where O is an orthogonal matrix and C̃ is invertible. A possible antisymmetric solution

to Eq. (4) is given by

D = O

(

0 0

0 C̃
−1

)

O†,

given the condition (22).

If the specific choice of constraints is such that Eq. (22) is satisfied, then the Dirac

bracket (1) can be computed from Eq. (4), and it is a Poisson bracket everywhere in

phase space, and not just on the surface defined by the constraints. Otherwise some

obstructions are present, and one should modify the set of constraints so as to reduce

the kernel of C.
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