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# THE REDUCED HARTREE-FOCK MODEL FOR SHORT-RANGE QUANTUM CRYSTALS WITH DEFECTS 

SALMA LAHBABI


#### Abstract

In this article, we consider quantum crystals with defects in the reduced Hartree-Fock framework. The nuclei are supposed to be classical particles arranged around a reference periodic configuration. The perturbation is assumed to be small in amplitude, but need not be localized in a specific region of space or have any spatial invariance. Assuming Yukawa interactions, we prove the existence of an electronic ground state, solution of the self-consistent field equation. Next, by studying precisely the decay properties of this solution for local defects, we are able to expand the density of states of the nonlinear Hamiltonian of a system with a random perturbation of Anderson-Bernoulli type, in the limit of low concentration of defects. One important step in the proof of our results is the analysis of the dielectric response of the crystal to an effective charge perturbation.


## 1. Introduction

In solid state physics and materials science, the presence of defects in materials induces many interesting properties, such as Anderson localization and leads to many applications such as doped semi-conductors The mathematical modeling and the numerical simulation of the electronic structure of these materials is a challenging task, as we are in the presence of infinitely many interacting particles.

The purpose of this paper is to construct the state of the quantum electrons of a mean-field crystal, in which the nuclei are classical particles arranged around a reference periodic configuration. We work with the assumption that the nuclear distribution is close to a chosen periodic arrangement locally, but the perturbation need not be localized in a specific region of space and it also need not have any spatial invariance. To our knowledge, this is the first result of this kind for HartreeFock type models for quantum crystals, with short-range interactions. By studying precisely the behavior of our solution, we are then able to expand the density of states of the Hamiltonian of the system in the presence of a random perturbation of Anderson-Bernoulli type, in the limit of low concentration of defects, that is when the Bernoulli parameter $p$ tends to zero. The state of the random crystal and the mean-field Hamiltonian were recently constructed in [8]. Our small-p expansion is the nonlinear equivalent of a previous result by Klopp [19] in the linear case.

The mean-field model we consider in this paper is the reduced Hartree-Fock model [31], also called the Hartree model in the physics literature. It is obtained from the generalized Hartree-Fock model [25] by removing the exchange term. As the Coulomb interaction is long-range, it is a difficult mathematical question to describe infinite systems interacting through the Coulomb potential. In the following,

[^0]we assume that all the particles interact through Yukawa potential of parameter $m>0$. In fact, we can assume any reasonable short-range potential, but we concentrate on the Yukawa interaction in dimension $d \in\{1,2,3\}$ for simplicity. We consider systems composed of infinitely many classical nuclei distributed over the whole space and infinitely many electrons.

We start by recalling the definition of the reduced Hartree-Fock (rHF) model for a finite system composed of a set of nuclei having a density of charge $\nu_{\text {nuc }}$ and $N$ electrons. The electrons are described by the $N$-body wave-function (called a Slater determinant)

$$
\psi\left(x_{1}, \cdots, x_{N}\right)=\frac{1}{\sqrt{N!}} \operatorname{det}\left(\varphi_{j}\left(x_{i}\right)\right)
$$

where the functions $\varphi_{i} \in L^{2}\left(\mathbb{R}^{d}\right)$ satisfy $\left\langle\varphi_{i}, \varphi_{j}\right\rangle=\delta_{i j}$. The rHF equations then read

$$
\left\{\begin{array}{l}
H \varphi_{i}=\lambda_{i} \varphi_{i}  \tag{1}\\
H=-\frac{1}{2} \Delta+V \\
-\Delta V+m^{2} V=\left|S^{d-1}\right|\left(\rho_{\psi}-\nu_{\mathrm{nuc}}\right)
\end{array} \quad \forall 1 \leq i \leq N\right.
$$

where $\rho_{\psi}(x)=\sum_{i=1}^{N}\left|\varphi_{i}(x)\right|^{2}$ and $\lambda_{1}, \cdots, \lambda_{N}$ are the smallest $N$ eigenvalues of the operator $H$, assuming that $\lambda_{N}<\lambda_{N+1}$. Here, $\left|S^{d-1}\right|$ is the Lebesgue measure of the unit sphere $S^{d-1}\left(\left|S^{0}\right|=2,\left|S^{1}\right|=2 \pi,\left|S^{2}\right|=4 \pi\right)$. The existence of a solution of (1) is due to Lieb and Simon [26].

In order to describe infinite systems, it is more convenient to reformulate the rHF problem in terms of the one-particle density matrix formalism [24]. In this formalism, the state of the electrons is described by the orthogonal projector $\gamma=$ $\sum_{i=1}^{N}\left|\varphi_{i}\right\rangle\left\langle\varphi_{i}\right|$ of rank $N$ and the equations (1) can be recast as

$$
\left\{\begin{array}{l}
\gamma=\mathbb{1}\left(H \leq \epsilon_{F}\right)  \tag{2}\\
H=-\frac{1}{2} \Delta+V \\
-\Delta V+m^{2} V=\left|S^{d-1}\right|\left(\rho_{\gamma}-\nu_{\mathrm{nuc}}\right)
\end{array}\right.
$$

where formally $\rho_{\gamma}(x)=\gamma(x, x)$ and the Fermi level $\epsilon_{F}$ is any real number in the gap $\left[\lambda_{N}, \lambda_{N+1}\right)$.

For infinite systems, the rHF equation is still given by (2), but $\gamma$ is now an infinite rank operator as there are infinitely many electrons in the system. The operator $\gamma$ needs to be locally trace class for the electronic density $\rho_{\gamma}$ to be well-defined in $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{d}\right)$.

The rHF equation (2) was solved for periodic nuclear densities

$$
\nu_{\mathrm{nuc}}=\nu_{\mathrm{per}}=\sum_{k \in \mathcal{R}} \eta(\cdot-k)
$$

by Catto, Le Bris and Lions in [10], and periodic nuclear densities with local perturbations

$$
\nu_{\mathrm{nuc}}=\sum_{k \in \mathcal{R}} \eta(\cdot-k)+\nu
$$

were studied by Cancès, Deleurence and Lewin in [7]. We have denoted by $\mathcal{R}$ the underlying discrete periodic lattice. The corresponding Hamiltonians are denoted
by $H_{\text {per }}$ and $H_{\nu}$. Stochastic distributions,

$$
\nu_{\mathrm{nuc}}(\omega, \cdot)=\sum_{k \in \mathcal{R}} \eta(\cdot-k)+\sum_{k \in \mathcal{R}} q_{k}(\omega) \chi(\cdot-k)
$$

for instance, were treated in [8].
Our present work follows on from [7, 6, 8]. We are going to solve the equation (2) in the particular case where

$$
\begin{equation*}
\nu_{\mathrm{nuc}}=\nu_{\mathrm{per}}+\nu \tag{3}
\end{equation*}
$$

where $\nu_{\text {per }}$ is a periodic nuclear distribution so that the corresponding background crystal is an insulator (the mean-field Hamiltonian $H_{\text {per }}$ has a gap around $\epsilon_{F}$ ), and $\nu \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$ is a small enough arbitrary perturbation of the background crystal. The perturbation $\nu$ needs to be small in amplitude locally, but must not be local or have any spatial invariance.

The rHF model is an approximation of the $N$-body Schrödinger model, for which there is no well-defined formulation for infinite systems so far. The only available result is the existence of the thermodynamic limit of the energy: the energy per unit volume of the system confined to a box, with suitable boundary conditions, converges when the size of the box grows to infinity. The first theorem of this form for Coulomb interacting systems is due to Lieb and Lebowitz in [22]. In this latter work, nuclei are considered as quantum particle and rotational invariance plays a crucial role. For quantum systems in which the nuclei are classical particles, the thermodynamic limit was proved for perfect crystals by Fefferman [12] (a recent proof has been proposed in [17]) and for stationary stochastic systems by Blanc and Lewin [4]. Similar results for Yukawa interacting systems are simpler than for the Coulomb case and follow from the work of Ruelle and Fisher [13] for perfect crystals and Veniaminov [32] for stationary stochastic systems. Unfortunately, very little is known about the limiting quantum state in both cases.

For (orbital-free) Thomas-Fermi like theories, the periodic model was studied in $[26,9]$, the case of crystals with local defects was studied in [5] and stochastic systems were investigated in [3]. To the best of our knowledge, the only works dealing with systems with arbitrary distributed nuclei are [9, 2] for Thomas-Fermi type models.

As mentioned before, our work is the first one to consider this kind of systems in the framework of Hartree-Fock type models. Our results concern small perturbations of perfect crystals interacting through short-range Yukawa potential. Extending these results to more general geometries and for the long-range Coulomb interaction are important questions that we hope to address in the future.

After having found solutions of (2) for any (small enough) $\nu \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$, we study the properties of this solution for local perturbations $\nu$. This enables us to investigate small random perturbations of perfect crystals. Precisely, we consider nuclear distributions

$$
\nu_{\mathrm{nuc}}(\omega, x)=\nu_{\mathrm{per}}(x)+\sum_{k \in \mathcal{R}} q_{k}(\omega) \chi(x-k),
$$

where $\left(q_{k}\right)_{k \in \mathcal{R}}$ are i.i.d. Bernoulli variables of parameter $p$ and $\chi$ is a compactly supported function which is small enough in $L^{2}\left(\mathbb{R}^{d}\right)$. We are interested in the properties of the system in the limit of low concentration of defects, that is when
the parameter $p$ goes to zero. We prove that the density of states of the meanfield Hamiltonian $H_{p}=-\frac{1}{2} \Delta+V_{p}$, which describes the collective behavior of the electrons, admits an expansion of the form

$$
\begin{equation*}
n_{p}=n_{0}+\sum_{j=1}^{J} \mu_{j} p^{j}+O\left(p^{J+1}\right) \tag{4}
\end{equation*}
$$

Here, $n_{0}$ is the density of states of the unperturbed Hamiltonian $H_{\text {per }}=-\frac{1}{2} \Delta+V_{\text {per }}$ and $\mu_{1}$ is a function of the spectral shift function for the pair of operators $H_{\text {per }}$ and $H_{\chi}$, the latter being the mean-field Hamiltonian of the system with only one local defect constructed in [7]. We give in Theorem 2.7 a precise meaning of $O\left(p^{J+1}\right)$.

In [19], Klopp considers the empirical linear Anderson-Bernoulli model

$$
H=-\frac{1}{2} \Delta+V_{0}+V \quad \text { with } \quad V(\omega, x)=\sum_{k \in \mathcal{R}} q_{k}(\omega) \eta(x-k)
$$

where $V_{0}$ is a linear periodic potential and $\eta$ an exponentially decaying potential. He proves that the density of states of the Hamiltonian $H$ admits an asymptotic expansion similar to (4). The case where $V(\omega, x)$ is distributed following a Poisson law instead of Bernoulli is dealt with in [20]. Our proof of (4) follows the same lines as the one of Klopp. The main difficulty here is to understand the decay properties of the mean-field potential $V$ solution of the self-consistent equations (2). For this reason, we dedicate an important part of this paper to the study of these decay properties. In Theorem 2.3 below, we show that for a compactly supported perturbation $\nu$, the difference $V-V_{\text {per }}$ decays faster than any polynomial far from the support of the perturbation $\nu$. Moreover, we show that the potential generated by two defects that are far enough is close to the sum of the potentials generated by each defect alone.

The article is organized as follow. In Section 2, we present the main results of the paper. We start by recalling the reduced Hartree-Fock model for perfect crystals and perfect crystals with local defects in Section 2.1. In Section 2.2, we state the existence of solutions to the self-consistent equations (2) for $\nu_{\text {nuc }}$ given by (3). We also explain that our solution is in some sense the minimizer of the energy of the system. We also prove a thermodynamic limit, namely, the ground state of the system with the perturbation $\nu$ confined to a box converges, when the size of the box goes to infinity, to the ground state of the system with the perturbation $\nu$. In Section 2.3, we prove decay estimates for the mean-field density and potential. In Section 2.4, we present the expansion of the density of states of the mean-field Hamiltonian. The proofs of all these results are provided in Sections 4, 5, 6 and 7. In Section 3, we study the dielectric response of a perfect crystal to a variation of the effective charge distribution, which plays a key role in this paper.
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## 2. Statement of the main results

2.1. The rHF model for crystals with and without local defects. In defectfree materials, the nuclei and electrons are arranged according to a discrete periodic
lattice $\mathcal{R}$ of $\mathbb{R}^{d}$, in the sense that both the nuclear density $\nu_{\text {nuc }}=\nu_{\text {per }}$ and the electronic density are $\mathcal{R}$-periodic functions. For simplicity, we take $\mathcal{R}=\mathbb{Z}^{d}$ in the following. The reduced Hartree-Fock model for perfect crystals has been rigorously derived from the reduced Hartree-Fock model for finite molecular systems by means of thermodynamic limit procedure in $[10,7]$ in the case of Coulomb interaction. The same results for Yukawa interaction are obtained with similar arguments. The selfconsistent equation (2) then reads

$$
\left\{\begin{array}{l}
\gamma_{0}=\mathbb{1}\left(H_{\mathrm{per}} \leq \epsilon_{F}\right)  \tag{5}\\
H_{\mathrm{per}}=-\frac{1}{2} \Delta+V_{\mathrm{per}} \\
-\Delta V_{\mathrm{per}}+m^{2} V_{\mathrm{per}}=\left|S^{d-1}\right|\left(\rho_{\gamma_{0}}-\nu_{\mathrm{per}}\right)
\end{array}\right.
$$

It has been proved in $[10,7]$ that $(5)$ admits a unique solution which is the unique minimizer of the periodic rHF energy functional.

Most of our results below hold only for insulators (or semi-conductors). We therefore make the assumption that

$$
\begin{equation*}
H_{\text {per }} \text { has a spectral gap around } \epsilon_{F} \tag{6}
\end{equation*}
$$

The rHF model for crystals with local defects was introduced and studied in [7]. A solution of the rHF equation (2) is constructed using a variational method. One advantage of this method is that there is no need to assume that the perturbation $\nu$ is small in amplitude. The idea is to find a minimizer of the infinite energy of the system by minimizing the energy difference between the perturbed state and the perfect crystal. The ground state density matrix can thus be decomposed as

$$
\begin{equation*}
\gamma=\gamma_{0}+Q_{\nu} \tag{7}
\end{equation*}
$$

where $Q_{\nu}$ is a minimizer of the energy functional

$$
\begin{equation*}
\mathcal{E}^{\nu}(Q)=\operatorname{Tr}_{\gamma_{0}}\left(\left(H_{\mathrm{per}}-\epsilon_{F}\right) Q\right)+\frac{1}{2} D_{m}\left(\rho_{Q}-\nu, \rho_{Q}-\nu\right) \tag{8}
\end{equation*}
$$

on the convex set

$$
\begin{gather*}
\mathcal{K}=\left\{Q^{*}=Q,-\gamma_{0} \leq Q \leq 1-\gamma_{0},(-\Delta+1)^{\frac{1}{2}} Q \in \mathfrak{S}_{2}\left(L^{2}\left(\mathbb{R}^{d}\right)\right)\right. \\
\left.(-\Delta+1)^{\frac{1}{2}} Q^{ \pm \pm}(-\Delta+1)^{\frac{1}{2}} \in \mathfrak{S}_{1}\left(L^{2}\left(\mathbb{R}^{d}\right)\right)\right\} \tag{9}
\end{gather*}
$$

where $Q^{++}=\left(1-\gamma_{0}\right) Q\left(1-\gamma_{0}\right), Q^{--}=\gamma_{0} Q \gamma_{0}$ and $\operatorname{Tr}_{\gamma_{0}}(A)=\operatorname{Tr}\left(A^{++}+A^{--}\right)$. We use the notation $\mathfrak{S}_{p}$ to denote the $p^{\text {th }}$ Schatten class. In particular $\mathfrak{S}_{2}$ is the set of Hilbert-Schmidt operators. The second term of (8) accounts for the interaction energy and is defined for any charge densities $f, g \in H^{-1}\left(\mathbb{R}^{d}\right)$ by

$$
D_{m}(f, g)=\left|S^{d-1}\right| \int_{\mathbb{R}^{d}} \frac{\overline{\hat{f}(p)} \widehat{g}(p)}{|p|^{2}+m^{2}} d p=\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} f(x) Y_{m}(x-y) g(y) d x d y
$$

where $\widehat{f}(p)=(2 \pi)^{-\frac{d}{2}} \int_{\mathbb{R}^{d}} f(x) e^{-i p \cdot x} d x$ is the Fourier transform of $f$. The Yukawa kernel $Y_{m}$, the inverse Fourier transform of $\left|S^{d-1}\right|\left(|p|^{2}+m^{2}\right)^{-1}$, is given by

$$
Y_{m}(x)= \begin{cases}m^{-1} e^{-m|x|} & \text { if } d=1 \\ K_{0}(m|x|) & \text { if } d=2 \\ |x|^{-1} e^{-m|x|} & \text { if } d=3\end{cases}
$$

where $K_{0}(r)=\int_{0}^{\infty} e^{-r \cosh t} d t$ is the modified Bessel function of the second type [23]. It has been proved in [7] that the energy functional (8) is convex and that all its minimizers share the same density $\rho_{\gamma}$. These minimizers are of the form

$$
\left\{\begin{array}{l}
\gamma=\mathbb{1}\left(H \leq \epsilon_{F}\right)+\delta  \tag{10}\\
H=-\frac{1}{2} \Delta+V \\
-\Delta V+m^{2} V=\left|S^{d-1}\right|\left(\rho_{\gamma}-\nu_{\mathrm{per}}-\nu\right)
\end{array}\right.
$$

where $0 \leq \delta \leq \mathbb{1}\left(H=\epsilon_{F}\right)$. If $\nu$ is small enough in the $H^{-1}$-norm, then $\delta=0$.
One of the purposes of this article is to find decay estimates of the potential $V$ solution of (10) that are necessary in the study of the Anderson-Bernoulli random perturbations of crystals.
2.2. Existence of ground states. In this section, we state our results concerning the electronic state of a perturbed crystal. The host crystal is characterized by a periodic nuclear density $\nu_{\text {per }} \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$ such that the gap assumption (6) holds. The perturbation is given by a distribution $\nu \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$. The total nuclear distribution is then

$$
\nu_{\mathrm{nuc}}=\nu_{\mathrm{per}}+\nu
$$

In Theorem 2.1 below, we show that if $\nu$ is small enough in the $L_{\text {unif }}^{2}$-norm, then the rHF equation (2) admits a solution $\gamma$. This solution is unique in a neighborhood of $\gamma_{0}$. The proof consists in formulating the problem in terms of the density $\rho_{\gamma}$ and using a fixed point technique, in the spirit of [15].
Theorem 2.1 (Existence of a ground state). There exists $\alpha_{c}>0$ and $C \geq 0$ such that for any $\nu \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$ satisfying $\|\nu\|_{L_{\text {unif }}^{2}} \leq \alpha_{c}$, there is a unique solution $\gamma \in \mathfrak{S}_{1, \operatorname{loc}}\left(L^{2}\left(\mathbb{R}^{d}\right)\right)$ to the self-consistent equation

$$
\left\{\begin{array}{l}
\gamma=\mathbb{1}\left(H \leq \epsilon_{F}\right)  \tag{11}\\
H=-\frac{1}{2} \Delta+V \\
-\Delta V+m^{2} V=\left|S^{d-1}\right|\left(\rho_{\gamma}-\nu-\nu_{\mathrm{per}}\right)
\end{array}\right.
$$

satisfying

$$
\begin{equation*}
\left\|\rho_{\gamma}-\rho_{\gamma_{0}}\right\|_{L_{\text {unif }}^{2}} \leq C\|\nu\|_{L_{\text {unif }}^{2}} \tag{12}
\end{equation*}
$$

We denote this solution by $\gamma_{\nu}$, the response electronic density by $\rho_{\nu}=\rho_{\gamma_{\nu}}-\rho_{\gamma_{0}}$ and the defect mean-field potential by $V_{\nu}=V-V_{\text {per }}$.

For a local defect $\nu \in L^{2}\left(\mathbb{R}^{d}\right) \cap L^{1}\left(\mathbb{R}^{d}\right)$ such that $\|\nu\|_{L_{\text {unif }}^{2}} \leq \alpha_{c}$, equation (11) admits a unique solution which coincides with the ground state $\gamma$ solution of (7) constructed in [7]. Indeed, the solution $\gamma_{\nu}$ given in Theorem 2.1 is a solution of the defect problem (10). Moreover, in the proof of Theorem 2.1, we prove that $H$ has a gap around $\epsilon_{F}$, thus necessarily $\delta=0$ in (10). As all the solutions of (10) share the same density, (10) (thus (11)) admits a unique solution.

The ground state constructed in Theorem 2.1 is in fact the unique minimizer of the "infinite" rHF energy functional. Indeed, following ideas of [16], we can define the relative energy of the system with nuclear distribution $\nu_{\text {nuc }}$ by subtracting the "infinite" energy of $\gamma_{\nu}$ from the "infinite" energy of a test state $\gamma$ :

$$
\mathcal{E}_{\nu}^{\mathrm{rel}}(\gamma):=\operatorname{Tr}_{\gamma_{\nu}}\left(\left(H-\epsilon_{F}\right)\left(\gamma-\gamma_{\nu}\right)\right)+\frac{1}{2} D_{m}\left(\rho_{\gamma}-\rho_{\gamma_{\nu}}, \rho_{\gamma}-\rho_{\gamma_{\nu}}\right) .
$$

This energy is well-defined for states $\gamma$ such that $\gamma-\gamma_{\nu}$ is finite rank and smooth enough for instance, but one can extend it to states in a set similar to $\mathcal{K}$ in (9). The minimum of the energy $\mathcal{E}_{\nu}^{\text {rel }}$ is attained for $\gamma=\gamma_{\nu}=\mathbb{1}\left(H \leq \epsilon_{F}\right)$. Moreover, as $H$ has a gap around $\epsilon_{F}, \mathcal{E}_{\nu}^{\text {rel }}$ is strictly convex and $\gamma_{\nu}$ is its unique minimizer.

In the following theorem, we show that if we confine the defect $\nu$ to a box of finite size, then the ground state of the system defined by the theory of local defects presented in Section 2.1 converges, when the size of the box goes to infinity, to the ground state of the system with the defect $\nu$ defined in Theorem 2.1. We denote by $\Gamma_{L}=[-L / 2, L / 2)^{d}$.
Theorem 2.2 (Thermodynamic limit). There exists $\alpha_{c}>0$ such that for any $\nu \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$ satisfying $\|\nu\|_{L_{\text {unif }}^{2}} \leq \alpha_{c}$, the sequence $\left(\gamma_{\nu \mathbb{1}_{\Gamma_{L}}}\right)_{L \in \mathbb{N} \backslash\{0\}}$ converges in $\mathfrak{S}_{1, l o c}\left(L^{2}\left(\mathbb{R}^{d}\right)\right)$ to $\gamma_{\nu}$ as $L \rightarrow \infty$.
2.3. Decay estimates. In this section, we prove some decay estimates of the meanfield potential $V_{\nu}$ and the mean-field density $\rho_{\nu}$, which will be particularly important to understand the system in the presence of rare perturbations in the next section.

Theorem 2.3 below is crucial in the proof of Theorem 2.7. Indeed, we will need uniform decay estimates for compactly supported defects, with growing supports and uniform local norms.
Theorem 2.3 (Decay rate of the mean-field potential and density). There exists $\alpha_{c}, C^{\prime}>0$ and $C \geq 0$ such that for any $\nu \in L_{c}^{2}\left(\mathbb{R}^{d}\right)$ satisfying $\|\nu\|_{L_{\text {unif }}^{2}} \leq \alpha_{c}$, we have for $R \geq 2$

$$
\begin{equation*}
\left\|V_{\nu}\right\|_{H_{\text {unif }}^{2}\left(\mathbb{R}^{d} \backslash C_{R}(\nu)\right)}+\left\|\rho_{\nu}\right\|_{L_{\text {unif }}^{2}\left(\mathbb{R}^{d} \backslash C_{R}(\nu)\right)} \leq C e^{-C^{\prime}(\log R)^{2}}\|\nu\|_{L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)} \tag{13}
\end{equation*}
$$

where $C_{R}(\nu)=\left\{x \in \mathbb{R}^{d}, \mathrm{~d}(x, \operatorname{supp}(\nu))<R\right\}$.
Remark 2.4. Using the same techniques as in the proof of Theorem 2.3, we can prove (see [21]) that there exists $\alpha, \alpha_{c}, C^{\prime}>0$ and $C \geq 0$ such that for any $\nu \in$ $L_{c}^{2}\left(\mathbb{R}^{d}\right)$ satisfying $\|\nu\|_{L_{\text {unif }}^{2}} \leq \alpha_{c}$ and $\|\nu\|_{H^{-1}} \leq \alpha$, we have for $R \geq 2$

$$
\begin{equation*}
\left\|V_{\nu}\right\|_{H^{2}\left(\mathbb{R}^{d} \backslash C_{R}(\nu)\right)}+\left\|\rho_{\nu}\right\|_{L^{2}\left(\mathbb{R}^{d} \backslash C_{R}(\nu)\right)} \leq C e^{-C^{\prime}(\log R)^{2}}\|\nu\|_{L^{2}\left(\mathbb{R}^{d}\right)} \tag{14}
\end{equation*}
$$

Estimate (14) gives a decay rate of the solution of the rHF equation for crystals with local defects, far from the support of the defect. In particular, it shows that $\rho_{\nu} \in$ $L^{1}\left(\mathbb{R}^{d}\right)$. This decay is due to the short-range character of the Yukawa interaction. In the Coulomb case, it has been proved in [6] that for anisotropic materials, $\rho_{\nu} \notin$ $L^{1}\left(\mathbb{R}^{d}\right)$.

The decay rate of $V_{\nu}$ and $\rho_{\nu}$ proved in Theorem 2.3 is faster than the decay of any polynomial, but is not exponential, which we think should be the optimal rate.

Proposition 2.5 below is an important intermediary result in the proof of Theorem 2.2. It says that the mean-field density $\rho_{\nu}$ and potential $V_{\nu}$ on a compact set depend mainly on the nuclear distribution in a neighborhood of this compact set.
Proposition 2.5 (The mean-field potential and density depend locally on $\nu$ ). There exists $\alpha_{c}>0$ such that for any $\beta \geq 2$ there exists $C \geq 0$ such that for any $\nu \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$ satisfying $\|\nu\|_{L_{\text {unif }}^{2}} \leq \alpha_{c}$ and any $L \geq 1$ we have

$$
\left\|V_{\nu}-V_{\nu_{L}}\right\|_{H_{\text {unif }}^{2}\left(B\left(0, L / 4^{\beta}\right)\right)}+\left\|\rho_{\nu}-\rho_{\nu_{L}}\right\|_{L_{\text {unif }}^{2}\left(B\left(0, L / 4^{\beta}\right)\right)} \leq \frac{C}{L^{\beta}}\|\nu\|_{L_{\mathrm{unif}}^{2}}
$$

where $\nu_{L}=\nu \mathbb{1}_{\Gamma_{L}}$.

In the same way, we obtain the following result which will be very useful in the proof of Theorem 2.7. We prove that the potential generated by two defects that are far enough is close to the sum of the potentials generated by each defect alone in the sense of

Proposition 2.6. There exists $\alpha_{c}>0$ such that for any $\beta \geq 2$, there exists $C \geq 0$ such that for any $\nu_{1}, \nu_{2} \in L_{c}^{2}\left(\mathbb{R}^{d}\right)$ satisfying $\left\|\nu_{1}\right\|_{L_{\text {unif }}^{2}},\left\|\nu_{2}\right\|_{L_{\text {uni }}^{2}} \leq \alpha_{c}$ and $R=\mathrm{d}\left(\operatorname{supp}\left(\nu_{1}\right), \operatorname{supp}\left(\nu_{2}\right)\right)>0$, we have

$$
\begin{aligned}
&\left\|V_{\nu_{1}+\nu_{2}}-V_{\nu_{2}}\right\|_{H_{\text {unif }}^{2}\left(C_{R / 4 \beta}\left(\nu_{2}\right)\right)}+\left\|\rho_{\nu_{1}+\nu_{2}}-\rho_{\nu_{2}}\right\|_{L_{\text {unif }}^{2}\left(C_{R / 4}^{\beta}\left(\nu_{2}\right)\right)} \\
& \leq \frac{C}{R^{\beta}}\left(\left\|\nu_{1}\right\|_{L_{\text {uni }}^{2}}+\left\|\nu_{2}\right\|_{L_{\text {uni }}^{2}}\right) .
\end{aligned}
$$

Proof. The proof is the same as the one of Proposition 2.5 with $\nu=\nu_{1}+\nu_{2}$ and $L=2 R$.
2.4. Asymptotic expansion of the density of states. In this section, we use our previous results to study a particular case of random materials. In the so-called statistically homogeneous materials, the particles are randomly distributed over the space with a certain spatial invariance. More precisely, the nuclear distribution (thus the electronic density) is stationary in the sense

$$
\nu_{\mathrm{nuc}}\left(\tau_{k}(\omega), x\right)=\nu_{\mathrm{nuc}}(\omega, x+k)
$$

where $\left(\tau_{k}\right)_{k \in \mathbb{Z}^{d}}$ is an ergodic group action of $\mathbb{Z}^{d}$ on the probability set $\Omega$ (see Figure 1). One famous example of such distributions is the Anderson model


Figure 1. Example of a stationary nuclear distribution

$$
\nu_{\mathrm{nuc}}(\omega, x)=\sum_{k \in \mathbb{Z}^{d}} q_{k}(\omega) \chi(x-k),
$$

where, typically, $\chi \in C_{c}^{\infty}\left(\mathbb{R}^{3}\right)$ and the $q_{k}$ 's are i.i.d. random variables. The reduced Hartree-Fock model for statistically homogeneous materials was introduced in [8]. The state of the electrons is described by a random self-adjoint operator $(\gamma(\omega))_{\omega \in \Omega}$ acting on $L^{2}\left(\mathbb{R}^{d}\right)$ such that $0 \leq \gamma(\omega) \leq 1$ almost surely. The eHF equation is then

$$
\left\{\begin{array}{l}
\gamma(\omega)=\mathbb{1}\left(H(\omega) \leq \epsilon_{F}\right)+\delta(\omega)  \tag{15}\\
H(\omega)=-\frac{1}{2} \Delta+V(\omega, \cdot) \\
-\Delta V(\omega, \cdot)+m^{2} V(\omega, \cdot)=\left|S^{d-1}\right|\left(\rho_{\gamma(\omega)}-\nu(\omega, \cdot)\right)
\end{array} \quad\right. \text { almost surely, }
$$

where $0 \leq \delta(\omega) \leq \mathbb{1}_{\left\{\epsilon_{F}\right\}}(H(\omega))$ almost surely. The solutions of (15) turn out to be the minimizers of the energy functional

$$
\underline{\mathcal{E}}_{\nu_{\mathrm{nuc}}}(\gamma)=\underline{\operatorname{Tr}}\left(\left(-\frac{1}{2} \Delta-\epsilon_{F}\right) \gamma\right)+\underline{D}_{m}\left(\rho_{\gamma}-\nu_{\mathrm{nuc}}, \rho_{\gamma}-\nu_{\mathrm{nuc}}\right),
$$

where $\underline{\operatorname{Tr}}(A)=\mathbb{E}\left(\operatorname{Tr}\left(\mathbb{1}_{\Gamma} A \mathbb{1}_{\Gamma}\right)\right)$ and

$$
\underline{D}_{m}(f, g)=\mathbb{E}\left(\int_{\mathbb{R}^{d}} \int_{\Gamma} f(x) Y_{m}(x-y) g(y) d x d y\right) .
$$

Here, $\Gamma=[-1 / 2,1 / 2)^{d}$ denotes the semi-open unit cube. Thanks to the convexity of $\underline{\mathcal{E}}_{\nu_{\text {nuc }}}$, it has been proved in [8] that the minimizers of $\underline{\mathcal{E}}_{\nu_{\text {nuc }}}$ share the same density. Therefore, the Hamiltonian $H$ solution of (15) is uniquely defined.

In this paper, we are interested in the particular case of random perturbation of perfect crystals

$$
\nu_{\mathrm{nuc}}(\omega, x)=\nu_{\text {per }}(x)+\nu_{p}(\omega, x)
$$

in the limit of low concentration of defects. We restrict our study to AndersonBernoulli type perturbations, that is, we suppose that at each site of $\mathbb{Z}^{d}$, there is a probability $p$ to see a local defect $\chi$, independently of what is happening in the other sites. More precisely, we consider the probability space $\Omega=\{0,1\}^{\mathbb{Z}^{d}}$ endowed with the measure $\mathbb{P}=\left(p \delta_{1}+(1-p) \delta_{0}\right)^{\otimes \mathbb{Z}^{d}}$ and the ergodic group action $\tau_{k}(\omega)=\omega_{+k}$. The defect distribution we consider is then given by

$$
\nu_{p}(\omega, x)=\sum_{k \in \mathbb{Z}^{d}} q_{k}(\omega) \chi(x-k)
$$

where $q_{k}$ is the $k^{\text {th }}$ coordinates of $\omega$ and $\chi \in L^{2}\left(\mathbb{R}^{d}\right)$ with $\operatorname{supp}(\chi) \subset \Gamma$. The $q_{k}$ 's are i.i.d. Bernoulli variables of parameter $p$. If $\|\chi\|_{L^{2}} \leq \alpha_{c}$, then $\delta(\omega)=0$ almost surely and (15) admits a unique solution. For almost every $\omega$, this solution coincides with the solution of (11) constructed in Theorem 2.1. For convenience, we will from now on use the notation

$$
H_{0}=H_{\mathrm{per}}-\epsilon_{F},
$$

where we recall that $\epsilon_{F}$ is the Fermi level. We introduce the mean-field Hamiltonian corresponding to the system with the defect $\nu_{p}$

$$
H_{p}=H_{0}+V_{\nu_{p}} \quad \text { with } \quad V_{\nu_{p}}(\omega, x)=Y_{m} *\left(\rho_{\nu_{p}}-\nu_{p}\right)
$$

As $V_{p}$ is stationary with respect to the ergodic group $\left(\tau_{k}\right)_{k \in \mathbb{Z}^{d}}$ and uniformly bounded in $\Omega \times \mathbb{R}^{d}$, then by [27, Theorem 5.20], there exists a deterministic positive measure $n_{p}(d x)$, the density of states of $H_{p}$, such that for any $\varphi$ in the Schwartz space $\mathcal{S}(\mathbb{R})$

$$
\int_{\mathbb{R}} \varphi(x) n_{p}(d x)=\underline{\operatorname{Tr}}\left(\varphi\left(H_{p}\right)\right) .
$$

For $K \subset \mathbb{Z}^{d}$, we define the self-consistent operator corresponding to the system with the defects in $K$

$$
H_{K}=H_{0}+V_{K}
$$

where

$$
V_{K}=Y_{m} *\left(\rho_{K}-\nu_{K}\right), \quad \nu_{K}=\sum_{k \in K} \chi(\cdot-k) \quad \text { and } \quad \rho_{K}=\rho_{\nu_{K}}
$$

If $|K|<\infty$, we denote by $\xi_{K}(x)$ the spectral shift function [33] for the pair of operators $H_{K}$ and $H_{0}$. It is the tempered distribution in $\mathcal{S}^{\prime}(\mathbb{R})$ satisfying, for any $\varphi \in \mathcal{S}(\mathbb{R})$,

$$
\operatorname{Tr}\left(\varphi\left(H_{K}\right)-\varphi\left(H_{0}\right)\right)=\int_{\mathbb{R}} \xi_{K}(x) \varphi^{\prime}(x) d x=-\int_{\mathbb{R}} \xi_{K}^{\prime}(x) \varphi(x) d x
$$

In Theorem (2.7) below, we give the asymptotic expansion of the density of states $n_{p}$ in terms of powers of the Bernoulli parameter $p$.
Theorem 2.7. For $\chi \in L^{2}\left(\mathbb{R}^{d}\right)$ such that $\operatorname{supp}(\chi) \subset \Gamma$ and $K \subset \mathbb{Z}^{d}$ such that $|K|<\infty$, we define the tempered distribution $\mu_{K}$ by

$$
\left.\mu_{K}(x)=-\frac{1}{|K|} \sum_{K^{\prime} \subset K}(-1)^{\mid K \backslash K^{\prime}} \right\rvert\, \xi_{K^{\prime}}^{\prime}(x) .
$$

There exists $\alpha_{c}>0$ such that if $\|\chi\|_{L^{2}} \leq \alpha_{c}$, then
(i) for $j \in\{1,2\}, \mu_{j}=\sum_{\substack{K \subset \mathbb{Z}^{d} d \\|K|=j, 0 \in K}} \mu_{K}$ is a well-defined convergent series in $\mathcal{S}^{\prime}(\mathbb{R})$.
(ii) for $J \leq 2$, there exists $C_{J} \geq 0$, independent of $\chi$ such that for any $\varphi \in \mathcal{S}(\mathbb{R})$,

$$
\left|\left\langle n_{p}, \varphi\right\rangle-\left\langle n_{0}, \varphi\right\rangle-\sum_{j=1}^{J}\left\langle\mu_{j}, \varphi\right\rangle\right| \leq C_{J}\|\chi\|_{L^{2}} \sum_{\substack{\alpha \leq(J+3)(d+1) \\ \beta \leq J+4+(J+2) d}} \mathcal{N}_{\alpha, \beta}(\varphi) p^{J+1}
$$

where $n_{0}$ is the density of states of the unperturbed Hamiltonian $H_{0}$ and $\mathcal{N}_{\alpha, \beta}(\varphi)=\sup _{x \in \mathbb{R}}\left|x^{\alpha} \frac{\partial^{\beta} \varphi}{\partial x^{\beta}}\right|$.
In Theorem 2.7, we only present the expansion of the density of states until the second order $J=2$. The proof of the expansion up to any order $J \in \mathbb{N}$ should follow the same lines and techniques used here.

A result similar to Theorem 2.7 was obtained in [19] in the linear case. Materials with low concentration of defects were studied by Le Bris and Anantharaman [1]. in the framework of stochastic homogenization.

The proof of Theorem 2.7 follows essentially the proof of [19, Theorem 1.1]. It uses the decay of the potential related to each local defect. In [19, Theorem 1.1], the linear potential is assumed to decay exponentially. In our nonlinear model, the decay estimates established in Section 2.3 play a crucial role in the proof.

The rest of the paper is devoted to the proofs of the results presented in this section. In the next section, we study the dielectric response of the crystal to an effective charge perturbation. The results of Section 3 will be used in later sections.

## 3. Dielectric response for Yukawa interaction

In this section, we study the dielectric response of the electronic ground state of a crystal to a small effective charge perturbation $f \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$. This means more precisely that we expand the formula

$$
Q_{f}=\mathbb{1}\left(H_{0}+f * Y_{m} \leq 0\right)-\mathbb{1}\left(H_{0} \leq 0\right)
$$

in powers of $f$ (for $f$ small enough) and state important properties of the first order term. The higher order term will be dealt with later in Lemma 4.1. For Coulomb interactions and local perturbation $f \in L^{2}\left(\mathbb{R}^{d}\right) \cap \mathcal{C}_{0}\left(\mathbb{R}^{d}\right)$, where $\mathcal{C}_{0}\left(\mathbb{R}^{d}\right)$ is the Coulomb space, this study has been carried out in [6] in dimension $d=3$.

The results of this section can be used in the linear model or the mean-field framework. In the reduced Hartree-Fock model we consider in this paper, the effective charge perturbation is $f=\rho_{\nu}-\nu$, where $\rho_{\nu}$ is the electronic density of the response of the crystal to the nuclear perturbation $\nu$ defined in Theorem 2.1. Expanding (formally) $Q_{f}$ in powers of $f$ and using the resolvent formula leads to considering the following operator

$$
Q_{1, f}=\frac{1}{2 i \pi} \oint_{\mathcal{C}} \frac{1}{z-H_{0}} f * Y_{m} \frac{1}{z-H_{0}} d z
$$

where $\mathcal{C}$ is a smooth curve in the complex plane enclosing the whole spectrum of $H_{0}$ below 0 (see Figure 2). By the residue Theorem, the operator $Q_{1, f}$ does not depend


Figure 2. Graphical representation of a contour $\mathcal{C} \subset \mathbb{C}$ enclosing $\sigma\left(H_{0}\right) \cap(-\infty, 0]$.
on the particular curve $\mathcal{C}$ chosen as above. We recall that $V_{\text {per }}$ is $-\Delta$ bounded with relative bound 0 . Thus $H_{0}$ is bounded below by the Rellich-Kato theorem [28, Theorem X.12]. Theorem 3.1 below studies the properties of the dielectric response operator $\mathcal{L}: f \rightarrow \rho_{Q_{1, f}}$ and the operator $(1+\mathcal{L})^{-1}$, which will play an important role in the resolution of the self-consistent equation (11). In particular, it gives the functional spaces on which $\mathcal{L}$ and $(1+\mathcal{L})^{-1}$ are well-defined for both local and extended charge densities. It also says that $(1+\mathcal{L})^{-1}$ is local in the sense that its off-diagonal components decay faster than any polynomial. We consider $H^{-1}\left(\mathbb{R}^{d}\right)$, endowed with the scalar product

$$
\langle f, g\rangle_{H^{-1}}=\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} \frac{\overline{\widehat{f}(p)} \widehat{g}(p)}{|p|^{2}+m^{2}} d p
$$

Theorem 3.1 (Properties of the dielectric response). We have
(i) The operator

$$
\begin{aligned}
\mathcal{L}: \quad H^{-1}\left(\mathbb{R}^{d}\right) & \rightarrow H^{-1}\left(\mathbb{R}^{d}\right) \\
f & \mapsto-\rho_{Q_{1, f}},
\end{aligned}
$$

is well-defined, bounded, non-negative and self-adjoint. Hence $1+\mathcal{L}$ is invertible and bicontinuous.
(ii) The operator $\mathcal{L}$ is bounded from $H^{-1}\left(\mathbb{R}^{d}\right)$ to $L^{2}\left(\mathbb{R}^{d}\right)$ and $1 /(1+\mathcal{L})$ is a well-defined, bounded operator from $L^{2}\left(\mathbb{R}^{d}\right)$ into itself.
(iii) The operator

$$
\begin{aligned}
\mathcal{L}: \quad L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right) & \rightarrow L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right) \\
f & \mapsto \rho_{Q_{1, f}},
\end{aligned}
$$

is well-defined and bounded. The operator $1+\mathcal{L}$ is invertible on $L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$ and its inverse is bounded.
(iv) There exist $C \geq 0$ and $C^{\prime}>0$ such that for any $j, k \in \mathbb{Z}^{d}$ such that $|k-j| \geq 1$, we have

$$
\begin{equation*}
\left\|\mathbb{1}_{\Gamma+j} \frac{1}{1+\mathcal{L}} \mathbb{1}_{\Gamma+k}\right\|_{\mathcal{B}} \leq C e^{-C^{\prime}(\log |k-j|)^{2}} \tag{16}
\end{equation*}
$$

Proof. The proof consists in the following 6 steps. In the whole paper $C \geq 0$ and $C^{\prime}>0$ are constants whose value might change from one line to the other.
Step 1. Proof of (i). The proof is similar to the one of [6, Proposition 2], with the Yukawa kernel $Y_{m}$, instead of the Coulomb kernel. In the Yukawa case, $H^{-1}\left(\mathbb{R}^{d}\right)$ plays the role of the Coulomb space. The proof of [6, Proposition 2] can easily be adapted to our case. We skip the details for the sake of brevity.
Step 2. Proof of (ii). Let $f \in H^{-1}\left(\mathbb{R}^{d}\right)$. Then $Y_{m} * f \in L^{2}\left(\mathbb{R}^{d}\right)$ and

$$
\begin{equation*}
\left\|Y_{m} * f\right\|_{L^{2}}^{2}=\left|S^{d-1}\right|^{2} \int_{\mathbb{R}^{d}} \frac{|\widehat{f}(p)|^{2}}{\left(|p|^{2}+m^{2}\right)^{2}} d p \leq C \int_{\mathbb{R}^{d}} \frac{|\widehat{f}(p)|^{2}}{|p|^{2}+m^{2}} d p=C\|f\|_{H^{-1}}^{2} \tag{17}
\end{equation*}
$$

Therefore, by [6, Proposition 1], $Q_{1, f} \in \mathcal{K}$, where $\mathcal{K}$ has been defined in (9), and $\mathcal{L} f=-\rho_{Q_{1, f}} \in L^{2}\left(\mathbb{R}^{d}\right)$. Arguing by duality, we have for any $W \in L^{2}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\operatorname{Tr}\left(Q_{1, f} W\right)=\int_{\mathbb{R}^{d}} \rho_{Q_{1, f}} W \tag{18}
\end{equation*}
$$

Besides, by the Kato-Seiler-Simon inequality [30, Theorem 4.1] for $d \leq 3$

$$
\begin{equation*}
\forall p \geq 2, \quad\|f(-i \nabla) g(x)\|_{\mathfrak{S}_{2}} \leq(2 \pi)^{-\frac{d}{p}}\|f\|_{L^{p}}\|g\|_{L^{p}} \tag{19}
\end{equation*}
$$

and the fact that

$$
\begin{equation*}
\left(z-H_{0}\right)^{-1}(1-\Delta) \text { is uniformly bounded on the contour } \mathcal{C} \tag{20}
\end{equation*}
$$

we have

$$
\frac{1}{z-H_{0}} Y_{m} * f \frac{1}{z-H_{0}} W \in \mathfrak{S}_{2}\left(L^{2}\left(\mathbb{R}^{d}\right)\right)
$$

and
$\left|\operatorname{Tr}\left(Q_{1, f} W\right)\right|=\left|\frac{1}{2 i \pi} \oint_{\mathcal{C}} \operatorname{Tr}\left(\frac{1}{z-H_{0}} Y_{m} * f \frac{1}{z-H_{0}} W\right) d z\right| \leq C\left\|Y_{m} * f\right\|_{L^{2}}\|W\|_{L^{2}}$.

The bound (20) follows from the following lemma.
Lemma 3.2. Let $W \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$. Then there exists $C \geq 0$, depending only on the $L_{\text {unif }}^{2}$-norm of $W$, such that for any $z \in \mathbb{C} \backslash \sigma(-\Delta+W)$, we have

$$
\left\|(-\Delta+1)(-\Delta+W-z)^{-1}\right\|_{\mathcal{B}} \leq C \frac{1+|z|}{\mathrm{d}(z, \sigma(-\Delta+W))}
$$

In particular, if $\Lambda$ is a compact set of $\mathbb{C} \backslash \sigma(-\Delta+W)$, then $(-\Delta+1)(-\Delta+W-z)^{-1}$ is uniformly bounded on $\Lambda$.

The proof of Lemma 3.2 is elementary, it can be read in [21]. In view of (17), (18) and (21), it follows that

$$
\left|\int_{\mathbb{R}^{d}}(\mathcal{L} f) W\right| \leq C\|f\|_{H^{-1}}\|W\|_{L^{2}}
$$

We deduce that

$$
\|\mathcal{L} f\|_{L^{2}} \leq C\|f\|_{H^{-1}}
$$

We now prove that $(1+\mathcal{L})^{-1}$ is bounded on $L^{2}\left(\mathbb{R}^{d}\right)$. Let $g \in L^{2}\left(\mathbb{R}^{d}\right)$ and $f \in$ $H^{-1}\left(\mathbb{R}^{d}\right)$ such that $(1+\mathcal{L}) f=g$. Then, $f=g-\mathcal{L} f \in L^{2}\left(\mathbb{R}^{d}\right)$. As $1 /(1+\mathcal{L})$ is bounded from $H^{-1}\left(\mathbb{R}^{d}\right)$ into itself, we have

$$
\|f\|_{H^{-1}} \leq C\|g\|_{H^{-1}} \leq C\|g\|_{L^{2}}
$$

Therefore, as $\mathcal{L}$ is continuous from $H^{-1}\left(\mathbb{R}^{d}\right)$ to $L^{2}\left(\mathbb{R}^{d}\right)$,

$$
\|f\|_{L^{2}}=\|g-\mathcal{L} f\|_{L^{2}} \leq\|g\|_{L^{2}}+\|\mathcal{L} f\|_{L^{2}} \leq\|g\|_{L^{2}}+C\|f\|_{H^{-1}} \leq C\|g\|_{L^{2}}
$$

which concludes the proof of (ii).
Step 3. Proof of the first part of (iii): $\mathcal{L}$ is well-defined and bounded on $L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$. First, we consider a bounded operator $A \in \mathcal{B}\left(L^{2}\left(\mathbb{R}^{d}\right)\right)$ and prove that $\left(z-H_{0}\right)^{-1} A(z-$ $\left.H_{0}\right)^{-1}$ is locally trace class. For $\chi \in L_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ and $z \in \mathcal{C}$, we have by (20) and the Kato-Simon-Seiler inequality (19) that $\chi\left(z-H_{0}\right)^{-1} A\left(z-H_{0}\right)^{-1} \chi$ is trace class and that there exists $C \geq 0$ independent of $z \in \mathcal{C}$ such that

$$
\begin{aligned}
\left|\operatorname{Tr}\left(\chi \frac{1}{z-H_{0}} A \frac{1}{z-H_{0}} \chi\right)\right| & \leq\left\|\chi \frac{1}{z-H_{0}} A \frac{1}{z-H_{0}} \chi\right\|_{\mathfrak{S}_{1}} \\
& \leq\left\|\chi \frac{1}{z-H_{0}}\right\|_{\mathfrak{S}_{2}}\|A\|_{\mathcal{B}}\left\|\frac{1}{z-H_{0}} \chi\right\|_{\mathfrak{S}_{2}} \leq C\|A\|_{\mathcal{B}}\|\chi\|_{L^{2}}^{2} .
\end{aligned}
$$

It follows that the operator $\left(z-H_{0}\right)^{-1} A\left(z-H_{0}\right)^{-1}$ is locally trace class and that its density $\rho_{z}$ is in $L_{\text {loc }}^{1}\left(\mathbb{R}^{d}\right)$. We now show that $\rho_{z}$ is in fact in $L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$. Let $k \in \mathbb{Z}^{d}$ and $u$ be a non-negative function in $L^{\infty}(\Gamma+k)$. It holds, taking $\chi=\sqrt{u}$, that

$$
\begin{equation*}
\left|\int_{\mathbb{R}^{d}} \rho_{z} u\right|=\left|\int_{\mathbb{R}^{d}} \rho_{z} \chi^{2}\right|=\left|\operatorname{Tr}\left(\chi \frac{1}{z-H_{0}} A \frac{1}{z-H_{0}} \chi\right)\right| \leq C\|A\|_{\mathcal{B}}\|u\|_{L^{1}} \tag{22}
\end{equation*}
$$

By linearity, we deduce that $\rho_{z} \in L^{\infty}\left(\mathbb{R}^{d}\right)$ and

$$
\left\|\rho_{z}\right\|_{L_{\text {unif }}^{2}} \leq\left\|\rho_{z}\right\|_{L^{\infty}} \leq C\|A\|_{\mathcal{B}} .
$$

As all these estimates are uniform on the compact set $\mathcal{C}$, the operator $(2 i \pi)^{-1} \oint_{\mathcal{C}}\left(z-H_{0}\right)^{-1} A\left(z-H_{0}\right)^{-1} d z$ is locally trace class and its density $\rho$ is in $L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$ and satisfies

$$
\begin{equation*}
\|\rho\|_{L_{\text {unif }}^{2}} \leq C\|A\|_{\mathcal{B}} \tag{23}
\end{equation*}
$$

We now consider the case when $A=Y_{m} * f$ is a potential generated by a charge density $f \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$. The following Lemma gives the functional space $Y_{m} * f$ belongs to when $f \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$.
Lemma 3.3. Let $f \in L_{\mathrm{unif}}^{q}\left(\mathbb{R}^{d}\right)$ and $Y \in L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{d}\right)$ such that

$$
\begin{equation*}
\sum_{k \in \mathbb{Z}^{d}}\|Y\|_{L^{p}(\Gamma+k)}<\infty \tag{24}
\end{equation*}
$$

for some $1 \leq p, q \leq \infty$. Then, the function $Y * f$ is in $L_{\text {unif }}^{r}\left(\mathbb{R}^{d}\right)$ with $1+1 / r=$ $1 / p+1 / q$ and there exists $C \geq 0$ independent of $f$ such that

$$
\|Y * f\|_{L_{\text {unif }}^{r}} \leq C\|f\|_{L_{\text {unif }}^{q}}
$$

The proof of Lemma 3.3 is exactly the same than the one of [8, Lemma 3.1], we omit it here. As $Y_{m}$ satisfies (24) for $p=2$, we have

$$
\begin{equation*}
Y_{m} * f \in L^{\infty}\left(\mathbb{R}^{d}\right) \quad \text { and } \quad\left\|Y_{m} * f\right\|_{L^{\infty}} \leq C\|f\|_{L_{\text {unif }}^{2}} \tag{25}
\end{equation*}
$$

Therefore, by (23)

$$
\left\|\rho_{Q_{1, f}}\right\|_{L_{\text {unif }}^{2}} \leq C\left\|Y_{m} * f\right\|_{L^{\infty}} \leq C\|f\|_{L_{\text {unif }}^{2}}
$$

which proves that $\mathcal{L}$ is well-defined and bounded from $L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$ into itself. This concludes Step 3.

In the rest of the proof, we use a localization technique. We will thus need Lemmas 3.4 and 3.5 below. Lemma 3.4 gives an estimate on the commutator between the dielectric response operator $\mathcal{L}$ and a localizing function in both $L^{2}\left(\mathbb{R}^{d}\right)$ and $L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$. Lemma 3.5 gives a decay rate of a real sequence satisfying a recursion relation that will be satisfied by the localized sequence. The proofs of Lemmas 3.4 and 3.5 are postponed until the end of the proof of the proposition.

Lemma 3.4. Let $\chi$ be a smooth function in $C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ such that $0 \leq \chi \leq 1, \chi \equiv 1$ on $B(0,1)$ and $\chi \equiv 0$ outside $B(0,2)$. For any set $I \subset \mathbb{Z}^{d}$ and $R \geq 1$ we denote by $B_{I, R}=\cup_{k \in I}(B(0, R)+k)$ and by $\chi_{I, R}(x)=\chi(\mathrm{d}(x, I) / R)$. The family of functions $\left(\chi_{I, R}\right)_{R \geq 1}$ satisfy $0 \leq \chi_{I, R} \leq 1, \chi_{I, R} \equiv 1$ on $B_{I, R}, \chi_{I, R} \equiv 0$ outside $B_{I, 2 R}$ and

$$
\begin{equation*}
R\left|\nabla \chi_{I, R}(x)\right|+R^{2}\left|\Delta \chi_{I, R}(x)\right| \leq C \quad \text { a.e. }, \tag{26}
\end{equation*}
$$

where $C$ is independent of the set $I$. We denote by $\eta_{I, R}=1-\chi_{I, R}$. Then, there exists $C \geq 0$ and $C^{\prime}>0$ such that for any $I \subset \mathbb{Z}^{d}$ and any $f \in L^{2}\left(\mathbb{R}^{d}\right)^{1}$
$\left\|\eta_{I, R} Y_{m} * f-Y_{m} *\left(\eta_{I, R} f\right)\right\|_{H^{2}}+\left\|\left[\eta_{I, R}, \mathcal{L}\right] f\right\|_{L^{2}}$

$$
\begin{align*}
& \leq \frac{C}{R}\left(e^{-C^{\prime} R}\left\|\mathbb{1}_{\left(\mathbb{R}^{d} \backslash B_{I, 3 R}\right) \cap B_{I, R / 2}} f\right\|_{H^{-1}}+\left\|\mathbb{1}_{B_{I, 3 R} \backslash B_{I, R / 2}} f\right\|_{H^{-1}}\right) \\
& \leq \frac{C}{R}\left(e^{-C^{\prime} R}\|f\|_{L^{2}}+\left\|\mathbb{1}_{B_{I, 3 R} \backslash B_{I, R / 2}} f\right\|_{L^{2}}\right), \tag{27}
\end{align*}
$$

and for any $f \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$

$$
\begin{align*}
\| \eta_{I, R} Y_{m} * f-Y_{m} * & \left(\eta_{I, R} f\right)\left\|_{H_{\mathrm{unif}}^{2}}+\right\|\left[\eta_{I, R}, \mathcal{L}\right] f \|_{L_{\mathrm{unif}}^{2}} \\
& \leq \frac{C}{R}\left(e^{-C^{\prime} R}\|f\|_{L_{\mathrm{unif}}^{2}}+\left\|\mathbb{1}_{B_{I, 3 R} \backslash B_{I, R / 2}} f\right\|_{L_{\text {unif }}^{2}}\right) \tag{28}
\end{align*}
$$

Lemma 3.5. Let $\left(x_{R}\right)_{R \geq 0}$ be a non-increasing family of real numbers such that for any $R>0$,

$$
\begin{equation*}
x_{R} \leq \frac{C}{R} e^{-C^{\prime} R} x_{0}+\frac{C}{R} x_{R / a} \tag{29}
\end{equation*}
$$

for given $C \geq 0$ and $C^{\prime}, a>0$. Then, there exists $C \geq 0$ and $C^{\prime}>0$ such that for any $R \geq 2$

$$
\begin{equation*}
x_{R} \leq C e^{-C^{\prime}(\log R)^{2}} x_{0} \tag{30}
\end{equation*}
$$

We now proceed with the proof of Theorem 3.1. We first prove (iv), then we prove that $1+\mathcal{L}$ is invertible on $L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$.

[^1]Step 4. Proof of (iv). We explain how to use Lemmas 3.4 and 3.5 to prove (16). Let $k \in \mathbb{Z}^{d}$ and for $R \geq 1$, let $\eta_{R}=\eta_{\{k\}, R}$ and $B_{R}=B_{\{k\}, R}$ as defined in Lemma (3.4). Let $g \in L^{2}\left(\mathbb{R}^{d}\right)$ and denote by $f=(1+\mathcal{L})^{-1} \mathbb{1}_{\Gamma+k} g$. For $R \geq 1$, we have

$$
\eta_{R}(f+\mathcal{L} f)=\eta_{R} \mathbb{1}_{\Gamma+k} g=0
$$

Therefore

$$
(1+\mathcal{L}) \eta_{R} f=\eta_{R} f+\mathcal{L} \eta_{R} f=\mathcal{L} \eta_{R} f-\eta_{R} \mathcal{L} f=\left[\mathcal{L}, \eta_{R}\right] f
$$

Since $1 /(1+\mathcal{L})$ is bounded on $L^{2}\left(\mathbb{R}^{d}\right)$, it follows that

$$
\begin{align*}
\left\|\eta_{R} f\right\|_{L^{2}}=\left\|\frac{1}{1+\mathcal{L}}\left[\mathcal{L}, \eta_{R}\right] f\right\|_{L^{2}} & \leq C\left\|\left[\mathcal{L}, \eta_{R}\right] f\right\|_{L^{2}} \\
& \leq \frac{C}{R} e^{-C^{\prime} R}\|f\|_{L^{2}}+\frac{C}{R}\left\|\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} f\right\|_{L^{2}} \tag{31}
\end{align*}
$$

where we have used Lemma 3.4 in the last step. Denoting by $x_{R}=\left\|\mathbb{1}_{\mathbb{R}^{d} \backslash B_{2 R}} f\right\|_{L^{2}}$, the estimate (31) leads to

$$
x_{R} \leq \frac{C}{R} e^{-C^{\prime} R} x_{0}+\frac{C}{R} x_{R / 4}
$$

Therefore, Lemma 3.5 gives that there exists $C \geq 0$ and $C^{\prime}>0$ such that for any $R \geq 2$

$$
\left\|\eta_{R} f\right\|_{L^{2}} \leq x_{R / 2} \leq C e^{-C^{\prime}(\log R)^{2}} x_{0}=C e^{-C^{\prime}(\log R)^{2}}\|f\|_{L^{2}} \leq C e^{-C^{\prime}(\log R)^{2}}\|g\|_{L^{2}(\Gamma+k)}
$$

where the last inequality follows from the fact that $(1+\mathcal{L})^{-1}$ is bounded on $L^{2}\left(\mathbb{R}^{d}\right)$.
Finally, as $\mathbb{1}_{\Gamma+j} \leq \eta_{|k-j| / 1-1 / 2}$, then

$$
\left\|\mathbb{1}_{\Gamma+j} \frac{1}{1+\mathcal{L}} \mathbb{1}_{\Gamma+k} g\right\|_{L^{2}} \leq C e^{-C^{\prime}(\log |k-j|)^{2}}\|g\|_{L^{2}(\Gamma+k)} \leq C e^{-C^{\prime}(\log |k-j|)^{2}}\|g\|_{L^{2}}
$$

Step 5. Proof that $1+\mathcal{L}$ is surjective on $L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$. Let $g \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$ and consider $g_{L}=g \mathbb{1}_{\Gamma_{L}}$ for $L \in 2 \mathbb{N}+1$. As $1+\mathcal{L}$ is invertible on $L^{2}\left(\mathbb{R}^{d}\right)$, there exists $f_{L} \in L^{2}\left(\mathbb{R}^{d}\right)$ such that

$$
\begin{equation*}
(1+\mathcal{L}) f_{L}=g_{L} \tag{32}
\end{equation*}
$$

and

$$
\left\|f_{L}\right\|_{L_{\text {unif }}^{2}}=\sup _{j \in \mathbb{Z}^{d}}\left\|\mathbb{1}_{\Gamma+j} \frac{1}{1+\mathcal{L}} \sum_{k \in \mathbb{Z}^{d} \cap \Gamma_{L}} \mathbb{1}_{\Gamma+k} g\right\|_{L^{2}} \leq \sup _{j \in \mathbb{Z}^{d}} \sum_{k \in \mathbb{Z}^{d} \cap \Gamma_{L}}\left\|\mathbb{1}_{\Gamma+j} \frac{1}{1+\mathcal{L}} \mathbb{1}_{\Gamma+k} g\right\|_{L^{2}}
$$

Using (16), we obtain

$$
\left\|f_{L}\right\|_{L_{\text {unif }}^{2}} \leq \sup _{j \in \mathbb{Z}^{d}} C \sum_{k \in \mathbb{Z}^{d} \backslash\{j\}} e^{-C^{\prime}(\log |j-k|)^{2}}\|g\|_{L^{2}(\Gamma+k)}+C\|g\|_{L_{\text {unif }}^{2}} \leq C\|g\|_{L_{\text {unif }}^{2}}
$$

for a constant $C$ independent of $L$. The space $L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$ is known to be the dual of $\ell^{1}\left(L^{2}\right)=\left\{f \in L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{d}\right), \sum_{k \in \mathbb{Z}^{d}}\|f\|_{L^{2}(\Gamma+k)}<\infty\right\}$, which is a separable Banach space. Therefore, since the sequence $\left(f_{L}\right)_{L \geq 1}$ is bounded in $L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$, there exists a subsequence of $\left(f_{L}\right)_{L \geq 1}$ (denoted the same for simplicity) and $f \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$ such that $f_{L} \rightharpoonup_{*} f$ in $L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$ and

$$
\begin{equation*}
\|f\|_{L_{\text {unif }}^{2}} \leq \liminf _{k \rightarrow \infty}\left\|f_{L}\right\|_{L_{\text {unif }}^{2}} \leq C\|g\|_{L_{\text {unif }}^{2}} \tag{33}
\end{equation*}
$$

We now want to pass to the limit in the sense of distributions in (32). Since $C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ is dense in $\ell^{1}\left(L^{2}\right)$, the sequence $\left(f_{L}\right)$ converges to $f$ in $\mathcal{D}^{\prime}\left(\mathbb{R}^{d}\right)$. Next, we need to show that for any $\varphi \in \mathcal{D}\left(\mathbb{R}^{d}\right)$,

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}\left(\mathcal{L}\left(f_{L}-f\right)\right) \varphi \underset{L \rightarrow \infty}{\longrightarrow} 0 . \tag{34}
\end{equation*}
$$

We denote by $\rho_{z, L}$ the density associated with the operator $\left(z-H_{0}\right)^{-1} Y_{m} *(f-$ $\left.f_{L}\right)\left(z-H_{0}\right)^{-1}$. Then

$$
\int_{\mathbb{R}^{d}}\left(\mathcal{L}\left(f_{L}-f\right)\right) \varphi=\frac{1}{2 i \pi} \oint_{\mathcal{C}} \int_{\mathbb{R}^{d}} \rho_{z, L} \varphi d z
$$

and, as $\varphi$ has compact support, we have by (22) and (25)

$$
\left|\int_{\mathbb{R}^{d}} \rho_{z, L} \varphi\right| \leq C\left\|f-f_{L}\right\|_{L_{\mathrm{unif}}^{2}}\|\varphi\|_{L^{1}} \leq C\|g\|_{L_{\mathrm{unif}}^{2}}\|\varphi\|_{L^{1}}
$$

where the constant $C \geq 0$ is independent of $L$ and $z \in \mathcal{C}$. By the dominated convergence theorem, it is therefore sufficient, for proving (34), to show that for any $z \in \mathcal{C}$

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \rho_{z, L} \varphi \underset{L \rightarrow \infty}{\longrightarrow} 0 . \tag{35}
\end{equation*}
$$

For $R \geq 1$, we define $\rho_{z, L, \text { out }, R}$ and $\rho_{z, L, \text { in }, R}$ to be the densities associated with the operators
$\frac{1}{z-H_{0}} \mathbb{1}_{\mathbb{R}^{d} \backslash B(0, R)} Y_{m} *\left(f-f_{L}\right) \frac{1}{z-H_{0}} \quad$ and $\quad \frac{1}{z-H_{0}} \mathbb{1}_{B(0, R)} Y_{m} *\left(f-f_{L}\right) \frac{1}{z-H_{0}}$ respectively. Therefore $\rho_{z, L}=\rho_{z, L, \text { out, } \mathrm{R}}+\rho_{z, L, \mathrm{in}, R}$. Let $\epsilon>0$. In the following, we will choose $R$ large enough such that $\int \rho_{z, L, \text { out }, R} \varphi$ is small for any $L$. Then, using the weak-* convergence of $f_{L}$ to $f$ we show that $\int \rho_{z, L, \text { in }, R} \varphi$ is small for $L$ large enough. Reasoning similarly than in the proof of (22), we find

$$
\begin{align*}
\left|\int_{\mathbb{R}^{d}} \rho_{z, L, \mathrm{out}, R} \varphi\right| & \leq C\left\|f-f_{L}\right\|_{L_{\text {unif }}^{2}}  \tag{36}\\
& \times\left(\left\|\mathbb{1}_{\mathbb{R}^{d} \backslash B(0, R)} \frac{1}{z-H_{0}} \sqrt{\varphi+}\right\|_{\mathfrak{S}_{2}}^{2}+\left\|\mathbb{1}_{\mathbb{R}^{d} \backslash B(0, R)} \frac{1}{z-H_{0}} \sqrt{\varphi-}\right\|_{\mathfrak{S}_{2}}^{2}\right)
\end{align*}
$$

Now, we need the following lemma.
Lemma 3.6. Let $W \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$ and $H=-\Delta+W$. There exists $C \geq 0$ and $C^{\prime}>0$, depending only on $\|W\|_{L_{\text {unif }}^{2}}$, such that for any $\chi \in L^{2}\left(\mathbb{R}^{d}\right)$ and $\eta \in L^{\infty}\left(\mathbb{R}^{d}\right)$ satisfying $R=\mathrm{d}(\operatorname{supp}(\chi), \operatorname{supp}(\eta)) \geq 1$, and any $z \in \mathbb{C} \backslash \sigma(H)$, we have

$$
\left\|\chi(z-H)^{-1} \eta\right\|_{\mathfrak{S}_{2}} \leq C c_{1}(z) e^{-C^{\prime} c_{2}(z) R}\|\eta\|_{L^{\infty}}\|\chi\|_{L^{2}}
$$

where $c_{1}(z)=\mathrm{d}(z, \sigma(H))^{-1}, c_{2}(z)=\mathrm{d}(z, \sigma(H)) /(|z|+1)$. In particular, if $\Lambda$ is a compact set of $\mathbb{C} \backslash \sigma(H)$, then

$$
\left\|\chi(z-H)^{-1} \eta\right\|_{\mathfrak{S}_{2}} \leq C e^{-C^{\prime} R}\|\eta\|_{L^{\infty}}\|\chi\|_{L^{2}}
$$

where $C$ and $C^{\prime}$ do not depend on $z$ but depend, in general, on $\Lambda$.

Proof of Lemma 3.6. We have

$$
\left\|\chi(z-H)^{-1} \eta\right\|_{\mathfrak{S}_{2}}^{2}=\int_{\mathbb{R}^{d} \times \mathbb{R}^{d}}\left|\chi(x) G_{z}(x, y) \eta(y)\right|^{2} d x d y
$$

where $G_{z}(x, y)$ in the kernel of $(z-H)^{-1}$. By [29, Theorem B.7.2] and [14, Corollary 1] we have for $|x-y| \geq 1$

$$
\left|G_{z}(x, y)\right| \leq C c_{1}(z) e^{-C^{\prime} c_{2}(z)|x-y|}
$$

where $C \geq 0$ and $C^{\prime}>0$ depend only on $\|W\|_{L_{\text {unif }}^{2}}$. Therefore

$$
\begin{aligned}
\left\|\chi(z-H)^{-1} \eta\right\|_{\mathfrak{S}_{2}}^{2} & \leq C c_{1}(z)^{2}\|\eta\|_{L^{\infty}}^{2}\|\chi\|_{L^{2}}^{2} \sup _{x \in \operatorname{supp}(\chi)} \int_{\mathbb{R}^{d}} \mathbb{1}_{\operatorname{supp}(\eta)}(y) e^{-2 C^{\prime} c_{2}(z)|x-y|} d y \\
& \leq C c_{1}(z)^{2}\|\eta\|_{L^{\infty}}^{2}\|\chi\|_{L^{2}}^{2} e^{-C^{\prime} c_{2}(z) R} .
\end{aligned}
$$

We now go back to (36). Using that $\left\|f-f_{L}\right\|_{L_{\text {unif }}^{2}} \leq C\|g\|_{L_{\text {unif }}^{2}}$ and Lemma 3.6, we have for $R$ large enough

$$
\begin{equation*}
\left|\int_{\mathbb{R}^{d}} \rho_{z, L, \text { out }, R} \varphi\right| \leq C\|g\|_{L_{\mathrm{unif}}^{2}}\|\varphi\|_{L^{1}}^{2} e^{-C^{\prime} R} \tag{37}
\end{equation*}
$$

We can thus choose $R$ such that (37) is smaller than $\epsilon / 2$. Besides, we have

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} \rho_{z, L, \mathrm{in}, R} \varphi & =\operatorname{Tr}\left(\mathbb{1}_{B(0, R)} Y_{m} *\left(f-f_{L}\right) \frac{1}{z-H_{0}} \varphi \frac{1}{z-H_{0}}\right) \\
& =\int_{\mathbb{R}^{d}} \mathbb{1}_{B(0, R)} Y_{m} *\left(f_{L}-f\right) \rho,
\end{aligned}
$$

where $\rho$ is the density associated with the trace class operator $\left(z-H_{0}\right)^{-1} \varphi\left(z-H_{0}\right)^{-1}$. For $R^{\prime}>0$, we have

$$
\begin{align*}
&\left|\int_{\mathbb{R}^{d}} \mathbb{1}_{B(0, R)} Y_{m} *\left(f_{L}-f\right) \rho\right|=\left|\int_{B(0, R)} \int_{\mathbb{R}^{d}} Y_{m}(x-y)\left(f-f_{L}\right)(y) d y \rho(x) d x\right| \\
& \leq\left|\int_{B(0, R)} \int_{B\left(0, R^{\prime}\right)} Y_{m}(x-y)\left(f-f_{L}\right)(y) d y \rho(x) d x\right| \\
&+\left\|\int_{\mathbb{R}^{d} \backslash B\left(0, R^{\prime}\right)} Y_{m}(\cdot-y)\left(f-f_{L}\right)(y) d y\right\|_{L^{\infty}(B(0, R))}\|\rho\|_{L^{1}} \cdot \tag{38}
\end{align*}
$$

As $Y_{m}$ is exponentially decaying, we can choose $R^{\prime}$ such that the second term of the RHS of (38) is smaller that $\epsilon / 4$. As to the first term, by the weak-* convergence of $f_{L}$ to $f$ in $L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$, we have that

$$
h_{L}(x)=\int_{B\left(0, R^{\prime}\right)} Y_{m}(x-y)\left(f-f_{L}\right)(y) d y \quad \underset{L \rightarrow \infty}{\longrightarrow} 0
$$

for any $x \in B(0, R)$. Besides, we have for a.e. $x \in B(0, R)$

$$
\left|h_{L}(x)\right| \leq\left\|h_{L}\right\|_{L^{\infty}} \leq C\left\|f-f_{L}\right\|_{L_{\text {unif }}^{2}} \leq C\|g\|_{L_{\text {unif }}^{2}}
$$

(see (25)). By the dominated convergence theorem, it follows that one can choose $L$ large enough such that the first term of the RHS of (38) is smaller that $\epsilon / 4$. This concludes the proof of (35), thus the proof of (34). We are now able to
pass to the limit in (32), which concludes the proof of the surjectivity of $1+\mathcal{L}$ on $L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$. In view of (33), we have shown that there exists $C \geq 0$ such that for any $g \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$, there exists $f \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$ such that

$$
\begin{equation*}
(1+\mathcal{L}) f=g \quad \text { and } \quad\|f\|_{L_{\text {unif }}^{2}} \leq C\|g\|_{L_{\text {unif }}^{2}} \tag{39}
\end{equation*}
$$

Step 6. Proof that $1+\mathcal{L}$ is injective on $L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$. Let $f \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$ be such that $(1+\mathcal{L}) f=0$. For $R \geq 1$, let $\chi_{R}=\chi_{\{0\}, R}$ as in Lemma 3.4. Then,

$$
\chi_{R} f+\chi_{R} \mathcal{L}(f)=0,
$$

and thus

$$
(1+\mathcal{L})\left(\chi_{R} f\right)=\mathcal{L} \chi_{R} f-\chi_{R} \mathcal{L}(f)=\left[\mathcal{L}, \chi_{R}\right] f
$$

As $g:=\left[\mathcal{L}, \chi_{R}\right] f \in L^{2}\left(\mathbb{R}^{d}\right)$, then the solution $\varphi=\chi_{R} f$ of $(1+\mathcal{L}) \varphi=g$ is unique and satisfies $\|\varphi\|_{L_{\text {unif }}^{2}} \leq C\|g\|_{L_{\text {unif }}^{2}}$ by (39). Therefore

$$
\left\|\chi_{R} f\right\|_{L_{\text {unif }}^{2}} \leq C\left\|\left[\mathcal{L}, \chi_{R}\right] f\right\|_{L_{\text {unif }}^{2}}
$$

Using Lemma 3.4, we have

$$
\begin{equation*}
\left\|\chi_{R} f\right\|_{L_{\text {unif }}^{2}} \leq C\left\|\left[\mathcal{L}, \chi_{R}\right] f\right\|_{L_{\text {unif }}^{2}}=C\left\|\left[\mathcal{L}, \eta_{R}\right] f\right\|_{L_{\text {unif }}^{2}} \leq \frac{C}{R}\|f\|_{L_{\text {unif }}^{2}} \tag{40}
\end{equation*}
$$

As $\left\|\chi_{R} f\right\|_{L_{\text {unif }}^{2}}$ is a non-decreasing function of $R$ converging to $\|f\|_{L_{\text {unif }}^{2}}$ when $R \rightarrow$ $+\infty$ and the RHS of (40) goes to 0 when $R \rightarrow+\infty$, then $\|f\|_{L_{\text {unif }}^{2}}=0$ and $f=0$; which proves that $1+\mathcal{L}$ is injective. The boundedness of $1 /(1+\mathcal{L})$ then follows from (39). This concludes the proof of Theorem 3.1.

In order to complete the proof of Theorem 3.1, we need to prove Lemmas 3.4 and 3.5.

Proof of Lemma 3.4. For simplicity, we use the shorthand notation $\chi_{R}=\chi_{I, R}$, $\eta_{R}=\eta_{I, R}$ and $B_{R}=B_{I, R}$.
Step 1. Proof of (27). We have

$$
\begin{aligned}
\eta_{R} f * Y_{m}-Y_{m} *\left(\eta_{R} f\right) & =\eta_{R}\left(-\Delta+m^{2}\right)^{-1} f-\left(-\Delta+m^{2}\right)^{-1} \eta_{R} f \\
& =\left[\eta_{R},\left(-\Delta+m^{2}\right)^{-1}\right] f
\end{aligned}
$$

We now use that $\left[B,(z-A)^{-1}\right]=(z-A)^{-1}[B, A](z-A)^{-1}$ and the fact that $\left[\eta_{R}, \Delta\right]=-\left(\Delta \eta_{R}+2 \nabla \eta_{R} \cdot \nabla\right)$. We thus obtain

$$
\begin{array}{rl}
\eta_{R} f * Y_{m}-Y_{m} & *\left(\eta_{R} f\right)=\left(-\Delta+m^{2}\right)^{-1}\left[\eta_{R}, \Delta\right]\left(-\Delta+m^{2}\right)^{-1} f \\
& =-\left(-\Delta+m^{2}\right)^{-1}\left(\left(\Delta \eta_{R}\right)+2\left(\nabla \eta_{R}\right) \cdot \nabla\right)\left(-\Delta+m^{2}\right)^{-1} f \tag{41}
\end{array}
$$

As $\nabla \eta_{R}=-\nabla \chi_{R}$ and $\Delta \eta_{R}=-\Delta \chi_{R}$ are supported in $B_{2 R} \backslash B_{R}$, then, by (26),

$$
\begin{align*}
\left\|\eta_{R} f * Y_{m}-Y_{m} *\left(\eta_{R} f\right)\right\|_{H_{2}} & \leq \frac{C}{R^{2}}\left\|\mathbb{1}_{B_{2 R} \backslash B_{R}}\left(-\Delta+m^{2}\right)^{-1} f\right\|_{L^{2}} \\
& +\frac{C}{R}\left\|\mathbb{1}_{B_{2 R} \backslash B_{R}} \nabla\left(-\Delta+m^{2}\right)^{-1} f\right\|_{\left(L^{2}\left(\mathbb{R}^{d}\right)\right)^{d}} \tag{42}
\end{align*}
$$

To bound the first term of the RHS of (42), we write

$$
\begin{align*}
\left(-\Delta+m^{2}\right)^{-1} f(x)= & \int_{\mathbb{R}^{d}} Y_{m}(x-y) f(y) \mathbb{1}_{\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2}}(y) d y \\
& +\int_{\mathbb{R}^{d}} Y_{m}(x-y) f(y) \mathbb{1}_{B_{3 R} \backslash B_{R / 2}}(y) d y \tag{43}
\end{align*}
$$

Thanks to the exponential decay of $Y_{m}$ and the fact that for any $x \in B_{2 R} \backslash B_{R}$ and $y \in\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2},|x-y| \geq R / 2$, we get

$$
\begin{aligned}
& \left\|\mathbb{1}_{B_{2 R} \backslash B_{R}}\left(-\Delta+m^{2}\right)^{-1} f \mathbb{1}_{\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2}}\right\|_{L^{2}} \\
& \quad \leq C e^{-\frac{m R}{4}}\left\|Y_{\frac{m}{2}} *\left(f \mathbb{1}_{\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2}}\right)\right\|_{L^{2}} \leq C e^{-\frac{m R}{4}}\left\|f \mathbb{1}_{\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2}}\right\|_{H^{-2}} .
\end{aligned}
$$

Controlling in the same way the second term of the RHS of (43), we deduce
$\left\|\mathbb{1}_{B_{2 R} \backslash B_{R}}\left(-\Delta+m^{2}\right)^{-1} f\right\|_{L^{2}} \leq C e^{-\frac{m R}{4}}\left\|\mathbb{1}_{\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2}} f\right\|_{H^{-2}}+C\left\|\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} f\right\|_{H^{-2}}$.
We proceed similarly for the second term of the RHS of (42) using that $W_{m}=\nabla Y_{m}$, the inverse Fourier transform of $i\left|S^{d-1}\right| \frac{p}{|p|^{2}+m^{2}}$, is exponentially decaying and satisfies $\left\|W_{m} * g\right\|_{L^{2}} \leq\|g\|_{H^{-1}}$ for any $g \in H^{-1}$. We get $\left\|\eta_{R} f * Y_{m}-Y_{m} *\left(\eta_{R} f\right)\right\|_{H_{2}} \leq \frac{C}{R} e^{-\frac{m R}{4}}\left\|\mathbb{1}_{\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2}} f\right\|_{H^{-1}}+\frac{C}{R}\left\|\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} f\right\|_{H^{-1}}$.

We turn now to estimating $\left\|\left[\eta_{R}, \mathcal{L}\right] f\right\|_{L^{2}}$. We know that $\left[\eta_{R}, \mathcal{L}\right] f$ is the density associated with the operator

$$
\begin{align*}
-\eta_{R} Q_{1, f}+Q_{1, \eta_{R} f}= & \frac{1}{2 i \pi} \int_{\mathcal{C}}\left(\frac{1}{z-H_{0}} Y_{m} *\left(\eta_{R} f\right) \frac{1}{z-H_{0}}-\eta_{R} \frac{1}{z-H_{0}} Y_{m} * f \frac{1}{z-H_{0}}\right) d z \\
= & \frac{1}{2 i \pi} \int_{\mathcal{C}} \frac{1}{z-H_{0}}\left(Y *\left(\eta_{R} f\right)-\eta_{R} Y_{m} * f\right) \frac{1}{z-H_{0}} d z \\
& -\frac{1}{2 i \pi} \int_{\mathcal{C}}\left[\eta_{R}, \frac{1}{z-H_{0}}\right] Y_{m} * f \frac{1}{z-H_{0}} d z \tag{45}
\end{align*}
$$

We denote by $r_{1}$ and $r_{2}$ the densities associated with the first and second terms of the RHS of (45) respectively. For any $W \in L^{2}\left(\mathbb{R}^{d}\right)$, we have

$$
\begin{align*}
\left|\int_{\mathbb{R}^{d}} r_{1} W\right| & =\left|\frac{1}{2 i \pi} \int_{\mathcal{C}} \operatorname{Tr}\left(\frac{1}{z-H_{0}}\left(Y_{m} *\left(\eta_{R} f\right)-\eta_{R} Y_{m} * f\right) \frac{1}{z-H_{0}} W\right) d z\right| \\
& \leq C\left\|Y_{m} *\left(\eta_{R} f\right)-\eta_{R} Y_{m} * f\right\|_{L^{2}}\|W\|_{L^{2}} \tag{46}
\end{align*}
$$

where we have used (19) and (20). Therefore, in view of (44),

$$
\begin{align*}
\left\|r_{1}\right\|_{L^{2}} & \leq C\left\|Y_{m} *\left(\eta_{R} f\right)-\eta_{R} Y_{m} * f\right\|_{L^{2}} \\
& \leq \frac{C}{R} e^{-\frac{m R}{4}}\left\|1_{\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2}} f\right\|_{H^{-1}}+\frac{C}{R}\left\|1_{B_{3 R} \backslash B_{R / 2}} f\right\|_{H^{-1}} \tag{47}
\end{align*}
$$

It remains to estimate $r_{2}$. For any $A \in \mathfrak{S}_{2}\left(L^{2}\left(\mathbb{R}^{d}\right)\right)$ and $W \in L^{2}\left(\mathbb{R}^{d}\right)$, the density $\rho$ associated with the operator $(-\Delta+1)^{-1 / 2} A(-\Delta+1)^{-1 / 2}$ satisfies

$$
\begin{aligned}
\left|\int_{\mathbb{R}^{d}} \rho W\right| & \leq\|\sqrt{|W|}\|_{L^{4}}\left\|\left(|p|^{2}+1\right)^{-\frac{1}{2}}\right\|_{L^{4}}\|A\|_{\mathfrak{S}_{2}}\left\|\left(|p|^{2}+1\right)^{-\frac{1}{2}}\right\|_{L^{4}}\|\sqrt{|W|}\|_{L^{4}} \\
& \leq C\|W\|_{L^{2}}\|A\|_{\mathfrak{S}_{2}} .
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\|\rho\|_{L^{2}} \leq C\|A\|_{\mathfrak{S}_{2}} \tag{48}
\end{equation*}
$$

Applying (48) for $A=(-\Delta+1)^{1 / 2}\left[\eta_{R},\left(z-H_{0}\right)^{-1}\right] Y_{m} * f\left(z-H_{0}\right)^{-1}(-\Delta+1)^{1 / 2}$, we obtain

$$
\begin{equation*}
\left\|r_{2}\right\|_{L^{2}} \leq C \oint_{\mathcal{C}}\left\|(-\Delta+1)^{-\frac{1}{2}}\left[\eta_{R}, \Delta\right] \frac{1}{z-H_{0}} Y_{m} * f(-\Delta+1)^{-\frac{1}{2}}\right\|_{\mathfrak{S}_{2}} d z \tag{49}
\end{equation*}
$$

where we have used that $C_{1}(1-\Delta) \leq\left|z-H_{0}\right| \leq C_{2}(1-\Delta)$, whose proof is similar to the the one of Lemma 3.2. As the commutator $\left[\eta_{R}, \Delta\right.$ ] has its support in $B_{2 R} \backslash B_{R}$, we consider separately $f \mathbb{1}_{B_{3 R} \backslash B_{R / 2}}$ and $f \mathbb{1}_{\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2}}$. Using the same techniques as above, we obtain

$$
\begin{align*}
& \|(-\Delta+1)^{-\frac{1}{2}}\left[\eta_{R}, \Delta\right] \frac{1}{z-H_{0}} Y_{m} *\left(\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} f\right)(-\Delta+1)^{-\frac{1}{2}} \|_{\mathfrak{S}_{2}} \\
& \leq C\left\|(-\Delta+1)^{-\frac{1}{2}}\left[\eta_{R}, \Delta\right]\right\|_{\mathcal{B}}\left\|\frac{1}{z-H_{0}} Y_{m} *\left(1_{B_{3 R} \backslash B_{R / 2}} f\right)\right\|_{\mathfrak{S}_{2}} \\
& \leq C\left(\left\|\nabla \eta_{R}\right\|_{L^{\infty}}+\left\|\Delta \eta_{R}\right\|_{L^{\infty}}\right)\left\|Y_{m} *\left(1_{B_{3 R} \backslash B_{R / 2}} f\right)\right\|_{L^{2}} \\
& \quad \leq \frac{C}{R}\left\|\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} f\right\|_{H^{-2}} . \tag{50}
\end{align*}
$$

Far from the support of $\left[\eta_{R}, \Delta\right]$, we have

$$
\begin{gather*}
\left\|(-\Delta+1)^{-\frac{1}{2}}\left[\eta_{R}, \Delta\right] \frac{1}{z-H_{0}} Y_{m} *\left(\mathbb{1}_{\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2}} f\right)(-\Delta+1)^{-\frac{1}{2}}\right\|_{\mathfrak{S}_{2}} \\
\leq C\left\|(-\Delta+1)^{-\frac{1}{2}}\left(\Delta \eta_{R}-2 \nabla \cdot \nabla \eta_{R}\right)\right\|_{\mathcal{B}} \sum_{k \in \mathbb{Z}^{d}}\left\|\mathbb{1}_{B_{2 R} \backslash B_{R}} \frac{1}{z-H_{0}} \mathbb{1}_{\Gamma+k}\right\|_{\mathfrak{S}_{2}} \\
\times\left\|\mathbb{1}_{\Gamma+k} Y_{m} *\left(\mathbb{1}_{\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2}} f\right)(-\Delta+1)^{-\frac{1}{2}}\right\|_{\mathcal{B}} \tag{51}
\end{gather*}
$$

In dimension $d \leq 3, H^{1}\left(\mathbb{R}^{d}\right) \hookrightarrow L^{4}\left(\mathbb{R}^{d}\right)$. Therefore

$$
\begin{align*}
& \| \mathbb{1}_{\Gamma+k} Y_{m} *\left(\mathbb{1}_{\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2}} f\right)(-\Delta+1)^{-\frac{1}{2}} \|_{\mathcal{B}} \\
& \leq C\left\|\mathbb{1}_{\Gamma+k} Y_{m} *\left(\mathbb{1}_{\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2}} f\right)(-\Delta+1)^{-\frac{1}{2}}\right\|_{\mathfrak{S}_{4}} \\
& \leq C\left\|\mathbb{1}_{\Gamma+k} Y_{m} *\left(\mathbb{1}_{\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2}} f\right)\right\|_{L^{4}} \leq C\left\|Y_{m} *\left(\mathbb{1}_{\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2}} f\right)\right\|_{H^{1}(\Gamma+k)} . \tag{52}
\end{align*}
$$

Using the exponential decay of $Y_{m}$, we obtain

$$
\begin{equation*}
\left\|Y_{m} *\left(\mathbb{1}_{\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2}} f\right)\right\|_{H^{1}(\Gamma+k)} \leq C e^{-\frac{m}{2} \mathrm{~d}\left(k,\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2}\right)}\left\|1_{\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2}} f\right\|_{H^{-1}} \tag{53}
\end{equation*}
$$

In particular, for $k \in \mathbb{Z}^{d} \cap\left(B_{5 R / 2} \backslash B_{3 R / 4}\right)$ (the pink part in Figure 3 below), the distance between $k$ and $\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2}$ (the blue part in Figure 3) is greater than or equal to $R / 4$ and


Figure 3. Schematic representation of $\mathbb{R}_{+}$used in the proof of Lemma 3.4.

$$
\begin{equation*}
\left\|Y_{m} *\left(\mathbb{1}_{\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2}} f\right)\right\|_{H^{1}(\Gamma+k)} \leq C e^{-\frac{m R}{16}} e^{-\frac{m}{4} \mathrm{~d}\left(k,\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2}\right)}\left\|1_{\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2}} f\right\|_{H^{-1}} \tag{54}
\end{equation*}
$$

Besides, using Lemma 3.6 with $\eta=\mathbb{1}_{B_{2 R} \backslash B_{R}}$ and $\chi=\mathbb{1}_{\Gamma+k}$, we obtain

$$
\left\|\mathbb{1}_{B_{2 R} \backslash B_{R}} \frac{1}{z-H_{0}} \mathbb{1}_{\Gamma+k}\right\|_{\mathfrak{S}_{2}} \leq C e^{-C^{\prime} \mathrm{d}\left(k, B_{2 R} \backslash B_{R}\right)}
$$

In particular for $k \in \mathbb{Z}^{d} \backslash\left(B_{5 R / 2} \backslash B_{3 R / 4}\right)$, we have $\mathrm{d}\left(k, B_{2 R} \backslash B_{R}\right) \geq \frac{R}{4}$ (see Figure 3) and

$$
\begin{equation*}
\left\|\mathbb{1}_{B_{2 R} \backslash B_{R}} \frac{1}{z-H_{0}} \mathbb{1}_{\Gamma+k}\right\|_{\mathfrak{S}_{2}} \leq C e^{-\frac{C^{\prime}}{2} \frac{R}{4}} e^{-\frac{C^{\prime}}{2} \mathrm{~d}\left(k, B_{2 R} \backslash B_{R}\right)} \tag{55}
\end{equation*}
$$

Combining (51), (52), (53), (54) and (55), we obtain

$$
\begin{align*}
\|(-\Delta+1)^{-\frac{1}{2}} & {\left[\eta_{R}, \Delta\right] \frac{1}{z-H_{0}} Y_{m} *\left(\mathbb{1}_{\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2}} f\right)(-\Delta+1)^{-\frac{1}{2}} \|_{\mathfrak{S}_{2}} } \\
& \leq \frac{C}{R} e^{-C^{\prime} R} \sum_{k \in \mathbb{Z}^{d}} e^{-C^{\prime}|k|}\left\|1_{\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2}} f\right\|_{H^{-1}} \\
& \leq \frac{C}{R} e^{-C^{\prime} R}\left\|1_{\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2}} f\right\|_{H^{-1}} . \tag{56}
\end{align*}
$$

This completes our estimate on $r_{2}$. Indeed, in view of (49), (50) and (56), we deduce that

$$
\left\|r_{2}\right\|_{L^{2}} \leq \frac{C}{R} e^{-C^{\prime} R}\left\|1_{\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2}} f\right\|_{H^{-1}}+\frac{C}{R}\left\|\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} f\right\|_{H^{-1}}
$$

which concludes the proof of (27).
Step 2. Proof of (28). The proof of (28) for functions in $L_{\text {unif }}^{2}$ is similar to the one of (27) for $L^{2}$ functions. We sketch here the main steps of the proof, and only highlighting the differences. Let $f \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$. Using (41), we have

$$
\begin{aligned}
\eta_{R} Y_{m} * f-Y_{m} *\left(\eta_{R} f\right) & =\sum_{k \in \mathbb{Z}^{d}} \eta_{R} Y_{m} *\left(\mathbb{1}_{\Gamma+k} f\right)-Y_{m} *\left(\eta_{R} \mathbb{1}_{\Gamma+k} f\right) \\
& =\sum_{k \in \mathbb{Z}^{d}}\left(-\Delta+m^{2}\right)^{-1}\left(\left(\Delta \eta_{R}\right)+2\left(\nabla \eta_{R}\right) \cdot \nabla\right)\left(-\Delta+m^{2}\right)^{-1} \mathbb{1}_{\Gamma+k} f \\
& =Y_{m} *\left(\Delta \eta_{R} Y_{m} * f+2 \nabla \eta_{R} \cdot \nabla Y_{m} * f\right)
\end{aligned}
$$

Therefore

$$
\begin{align*}
\left\|\eta_{R} Y_{m} * f-Y *\left(\eta_{R} f\right)\right\|_{H_{\text {unif }}^{2}} & \leq C\left\|\left(-\Delta+m^{2}\right)\left(\eta_{R} Y_{m} * f-Y_{m} *\left(\eta_{R} f\right)\right)\right\|_{L_{\text {unif }}^{2}} \\
& \leq C\left\|\Delta \eta_{R} Y_{m} * f+2 \nabla \eta_{R} \cdot \nabla Y_{m} * f\right\|_{L_{\mathrm{unif}}^{2}} \\
& \leq \frac{C}{R^{2}}\left\|\mathbb{1}_{B_{2 R} \backslash B_{R}} Y_{m} * f\right\|_{L_{\text {unif }}^{2}}+\frac{C}{R}\left\|\mathbb{1}_{B_{2 R} \backslash B_{R}} \nabla Y_{m} * f\right\|_{L_{\text {unif }}^{2}} . \tag{57}
\end{align*}
$$

To bound the first term of the RHS of (57), we use the exponential decay of $Y_{m}$, the fact that $Y_{m} \in \ell^{1}\left(L^{1}\right)$ and Lemma 3.3. We get

$$
\begin{aligned}
\left\|\mathbb{1}_{B_{2 R} \backslash B_{R}} Y_{m} * f\right\|_{L_{\text {unif }}^{2}} & \leq e^{-\frac{m R}{4}}\left\|Y_{\frac{m}{2}} *\left(f \mathbb{1}_{\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2}}\right)\right\|_{L_{\text {unif }}^{2}}+\left\|Y_{m} *\left(f \mathbb{1}_{B_{3 R} \backslash B_{R / 2}}\right)\right\|_{L_{\text {unif }}^{2}} \\
& \leq C\left(e^{-\frac{m R}{4}}\|f\|_{L_{\text {unif }}^{2}}+\left\|\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} f\right\|_{L_{\text {unif }}^{2}}\right)
\end{aligned}
$$

As $\nabla Y_{m}$ is also exponentially decaying and is in $\ell^{1}\left(L^{1}\right)$, we proceed similarly for the second term of the RHS of (57). Finally we obtain the stated inequality

$$
\begin{equation*}
\left\|\eta_{R} Y_{m} * f-Y_{m} *\left(\eta_{R} f\right)\right\|_{H_{\mathrm{unif}}^{2}} \leq \frac{C}{R}\left(e^{-C^{\prime} R}\|f\|_{L_{\mathrm{unif}}^{2}}+\left\|\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} f\right\|_{L_{\mathrm{unif}}^{2}}\right) \tag{58}
\end{equation*}
$$

We turn to estimating $\left\|\left[\eta_{R}, \mathcal{L}\right] f\right\|_{L_{\text {unif }}^{2}}$. By (45), we have that

$$
\left[\eta_{R}, \mathcal{L}\right] f=r_{1}+r_{2}=r_{1}+r_{21}+r_{22}
$$

where $r_{1}$ and $r_{2}$ are the densities associated with the first and seconds term of (45) respectively, which are now locally trace class operators, and $r_{21}$ is the density associated with the operator

$$
\frac{1}{2 i \pi} \oint_{\mathcal{C}}\left[\eta_{R}, \frac{1}{z-H_{0}}\right] Y_{m} *\left(\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} f\right) \frac{1}{z-H_{0}} d z
$$

By (23) and using that, in dimension $d \leq 3, H_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right) \hookrightarrow L^{\infty}\left(\mathbb{R}^{d}\right)$, we find

$$
\begin{aligned}
\left\|r_{1}\right\|_{L_{\text {unif }}^{2}} & \leq C\left\|Y_{m} *\left(\eta_{R} f\right)-\eta_{R} Y_{m} * f\right\|_{L^{\infty}} \leq C\left\|Y_{m} *\left(\eta_{R} f\right)-\eta_{R} Y_{m} * f\right\|_{H_{\text {unif }}^{2}} \\
& \leq \frac{C}{R}\left(e^{-C^{\prime} R}\|f\|_{L_{\text {unif }}^{2}}+\left\|\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} f\right\|_{L_{\text {unif }}^{2}}\right),
\end{aligned}
$$

where we have used (58) in the last step. Similarly for $r_{21}$, since $\left\|\Delta \eta_{R}\right\|_{L^{\infty}}+$ $\left\|\nabla \eta_{R}\right\|_{L^{\infty}} \leq C / R$, we have

$$
\begin{align*}
\left\|r_{21}\right\|_{L_{\text {unif }}^{2}} & \leq\left\|\left[\eta_{R}, \Delta\right] \frac{1}{z-H_{0}} Y_{m} *\left(\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} f\right)\right\|_{\mathcal{B}} \\
& \leq\left\|\left(\left(\Delta \eta_{R}\right)+2\left(\nabla \eta_{R}\right) \cdot \nabla\right) \frac{1}{z-H_{0}}\right\|_{\mathcal{B}}\left\|Y_{m} *\left(\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} f\right)\right\|_{L^{\infty}} \\
& \leq \frac{C}{R}\left\|\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} f\right\|_{L_{\text {unif }}^{2}} \tag{59}
\end{align*}
$$

As to $r_{22}$, it is actually in $L^{2}\left(\mathbb{R}^{d}\right)$ and

$$
\begin{align*}
\left\|r_{22}\right\|_{L_{\text {unif }}^{2}} \leq\left\|r_{22}\right\|_{L^{2}} & \leq\left\|(-\Delta+1)^{-\frac{1}{2}}\left[\eta_{R}, \Delta\right] \frac{1}{z-H_{0}} Y_{m} *\left(\mathbb{1}_{\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{R / 2}} f\right)\right\|_{\mathfrak{S}_{2}} \\
& \leq \frac{C}{R}\left(e^{-C^{\prime} R}\|f\|_{L_{\text {unif }}^{2}}+\left\|\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} f\right\|_{L_{\text {unif }}^{2}}\right) \tag{60}
\end{align*}
$$

The proof of (60) is exactly the same than the proof of (56), except that in (53), we use the inequality $\left\|Y_{m} * f\right\|_{L^{\infty}} \leq C\|f\|_{L_{\text {unif }}^{2}}$ instead of the inequality $\left\|Y_{m} * f\right\|_{H^{1}} \leq$ $C\|f\|_{H^{-1}}$. This concludes the proof of the lemma.

We pass now to the proof of Lemma 3.5.

Proof of Lemma 3.5. We denote by $y_{n}=x_{\alpha^{n}}$ and $b_{n}=C \alpha^{-n} e^{-C^{\prime} \alpha^{n}}$ for $n \in \mathbb{N}$ and $\alpha \geq \alpha_{0}=\max \{a, 2\}$. By the assumption (29), $x_{\alpha^{n} / a} \leq x_{\alpha^{n-1}}=y_{n-1}$, and we have

$$
y_{n} \leq b_{n} x_{0}+\frac{C}{\alpha^{n}} x_{\alpha^{n} / a} \leq b_{n} x_{0}+\frac{C}{\alpha^{n}} y_{n-1} .
$$

Besides, there exists a continuous function $C(\alpha)$ such that $y_{n} \leq C(\alpha) z_{n}$, where $z_{n}=$ $C^{n} / \alpha^{n(n+1) / 2} z_{0}$ is a sequence defined by the induction relation $z_{n}=C / \alpha^{n} z_{n-1}$. Going back to $x_{R}$, we deduce that for any $n \in \mathbb{N} \backslash 0$ and $R=\alpha^{n}$, we have

$$
\begin{equation*}
x_{R} \leq C(\alpha) e^{-C^{\prime} \frac{\log (R)^{2}}{\log (\alpha)}+C^{\prime \prime} \frac{\log (R)}{\log (\alpha)}} x_{0} \leq C(\alpha) e^{-C^{\prime} \frac{\log (R)^{2}}{\log (\alpha)}} x_{0} \tag{61}
\end{equation*}
$$

As (61) holds true for any $\alpha \in\left[\alpha_{0}, \alpha_{0}^{2}\right]$, we deduce that there exists $C \geq 0$ independent of $\alpha$, but depending in general on $a$, such that for any $R \geq 2$,

$$
x_{R} \leq C e^{-C^{\prime} \log (R)^{2}} x_{0}
$$

which concludes the proof of the lemma.

## 4. Proof of Theorem 2.1 (Existence of ground states)

Let us now establish the existence of a ground state for the perturbed crystal in the rHF framework. The proof of Theorem 2.1 is a consequence of our results on the operator $\mathcal{L}$ stated in the last section, and of the properties of the higher-order term in the expansion of $Q_{f}$ for a charge distribution $f \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$.

To solve the self-consistent equation (11), we first formulate the system in terms of the response electronic density $\rho=\rho_{\gamma}-\rho_{\gamma_{0}}$ as follow

$$
\left\{\begin{array}{l}
\rho=\rho_{Q}  \tag{62}\\
Q=\mathbb{1}_{H_{0}+V_{\nu} \leq 0}-\mathbb{1}_{H_{0} \leq 0} \\
-\Delta V_{\nu}+m^{2} V_{\nu}=\left|S^{d-1}\right|(\rho-\nu)
\end{array}\right.
$$

Indeed, if $\rho$ is solution of $(62)$, then $\gamma=\mathbb{1}\left(H_{0}+Y_{m} *\left(\rho-\rho_{\gamma_{0}}-\nu\right) \leq 0\right)$ solves (11). For a charge density $f \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$, we expand

$$
Q_{f}=\mathbb{1}\left(H_{0}+Y_{m} * f \leq 0\right)-\mathbb{1}\left(H_{0} \leq 0\right)
$$

as powers of $f$ when $f$ is small. For this purpose, we assume that

$$
\mathrm{d}\left(\mathcal{C}, \sigma\left(H_{0}\right)\right) \geq g
$$

where $g=\mathrm{d}\left(0, \sigma\left(H_{0}\right)\right)$ and $\mathcal{C}$ is now a smooth curve in the complex plane enclosing the whole spectrum of $H_{0}$ below 0 and crossing the real line at 0 and at some point $c<\inf \sigma\left(H_{0}\right)-g$ (see Figure 2). Let us recall that for $V \in L^{\infty}\left(\mathbb{R}^{d}\right), \sigma\left(H_{0}+V\right) \subset$ $\sigma\left(H_{0}\right)+\left[-\|V\|_{L^{\infty}},\|V\|_{L^{\infty}}\right]$. Therefore if $\|V\|_{L^{\infty}}<g$, then $H_{0}+V$ has a gap around 0 and $\sigma(H) \subset\left[\inf \sigma\left(H_{0}\right)-g,+\infty\right)$. For such a $V$, we have using Cauchy's residue formula,

$$
Q=\mathbb{1}\left(H_{0}+V \leq 0\right)-\mathbb{1}\left(H_{0} \leq 0\right)=\frac{1}{2 i \pi} \oint_{\mathcal{C}} \frac{1}{z-H_{0}-V} d z-\frac{1}{2 i \pi} \oint_{\mathcal{C}} \frac{1}{z-H_{0}} d z
$$

By the resolvent formula, we obtain

$$
Q=\frac{1}{2 i \pi} \oint_{\mathcal{C}} \frac{1}{z-H_{0}} V \frac{1}{z-H_{0}} d z+\frac{1}{2 i \pi} \oint_{\mathcal{C}}\left(\frac{1}{z-H_{0}} V\right)^{2} \frac{1}{z-H_{0}-V} d z
$$

Therefore for $f \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$ such that $\left\|f * Y_{m}\right\|_{L^{\infty}}<g$,

$$
\begin{equation*}
Q_{f}=Q_{1, f}+\widetilde{Q}_{2, f} \tag{63}
\end{equation*}
$$

where $Q_{1, f}$ has been defined and studied in Section 3 and $\widetilde{Q}_{2, f}$ is defined by

$$
\widetilde{Q}_{2, f}=\frac{1}{2 i \pi} \oint_{\mathcal{C}}\left(\frac{1}{z-H_{0}} Y_{m} * f\right)^{2} \frac{1}{z-H_{0}-Y_{m} * f} d z
$$

We give some properties of the second order term $\widetilde{Q}_{2, f}$ in Lemma 4.1 below. Using the decomposition (63), equation (62) becomes

$$
\begin{equation*}
\rho=\rho_{Q_{1, \rho-\nu}}+\rho_{\widetilde{Q}_{2, \rho-\nu}}=-\mathcal{L}(\rho-\nu)+\rho_{\widetilde{Q}_{2, \rho-\nu}} \tag{64}
\end{equation*}
$$

Following ideas of [15], we recast (64) as

$$
\begin{equation*}
\rho=\frac{\mathcal{L}}{1+\mathcal{L}} \nu+\frac{1}{1+\mathcal{L}} \rho_{\widetilde{Q}_{2}(\rho-\nu)} . \tag{65}
\end{equation*}
$$

In Proposition 4.2 below, we show that for $\nu$ small enough, the operator $\mathcal{G}_{\nu}$ : $\rho \mapsto \mathcal{L}(1+\mathcal{L})^{-1} \nu+(1+\mathcal{L})^{-1} \rho_{\widetilde{Q}_{2}(\rho-\nu)}$ admits a fixed point, which is controlled in the $L_{\text {unif }}^{2}$ norm by the nuclear perturbation $\nu$. This will conclude the proof of Theorem 2.1.

Lemma 4.1 (Properties of the second order term). There exists $\delta_{c}>0$ and $C \geq 0$ such that for any $f \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$ satisfying $\|f\|_{L_{\text {unif }}^{2}} \leq \delta_{c}$, the operator $\widetilde{Q}_{2, f}$ is trace class, the density $\rho_{\widetilde{Q}_{2, f}}$ is in $L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$ and

$$
\left\|\rho_{\widetilde{Q}_{2, f}}\right\|_{L_{\text {unif }}^{2}} \leq C\|f\|_{L_{\text {unif }}^{2}}^{2}
$$

Proof. Since $\left\|Y_{m} * f\right\|_{L^{\infty}} \leq C_{0}\|f\|_{L_{\text {unif }}^{2}}$ (see (25)), we can choose $\delta_{c}=g / 2 C_{0}$, where, we recall that $g=\mathrm{d}\left(0, \sigma\left(H_{0}\right)\right)$. In this case, $\left(z-H-Y_{m} * f\right)^{-1}(-\Delta+1)$ and its inverse are uniformly bounded w.r.t $z \in \mathcal{C}$ (see Lemma 3.2). Using the exact same procedure as in the proof of (23), we obtain that $\widetilde{Q}_{2, f}$ is trace class, $\rho_{\widetilde{Q}_{2, f}} \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$ and

$$
\left\|\rho_{\widetilde{Q}_{2, f}}\right\|_{L_{\text {unif }}^{2}} \leq C\left\|\oint_{\mathcal{C}} Y_{m} * f \frac{1}{z-H_{0}} Y_{m} * f d z\right\|_{\mathcal{B}} \leq C\left\|Y_{m} * f\right\|_{L^{\infty}}^{2} \leq C\|f\|_{L_{\text {unif }}^{2}}^{2}
$$

which concludes the proof of the lemma.
Proposition 4.2. There exists $\alpha_{c}, \epsilon>0$ such that if $\|\nu\|_{L_{\text {unif }}^{2}} \leq \alpha_{c}$, then

$$
\begin{aligned}
\mathcal{G}_{\nu}: \quad B_{L_{\text {unif }}^{2}}(\epsilon) & \rightarrow B_{L_{\text {unif }}^{2}}(\epsilon) \\
\rho & \mapsto \frac{\mathcal{L}}{1+\mathcal{L}} \nu+\frac{1}{1+\mathcal{L}} \rho_{\widetilde{Q}_{2, \rho-\nu}}
\end{aligned}
$$

is well-defined and contracting on $B_{L_{\text {unif }}^{2}}(\epsilon)=\left\{f \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right),\|f\|_{L_{\text {unif }}^{2}} \leq \epsilon\right\}$. Thus, it admits a unique fixed point $\rho$ in the ball $B_{L_{\text {unif }}^{2}}(\epsilon)$. Moreover $\rho$ satisfies

$$
\begin{equation*}
\|\rho\|_{L_{\text {unif }}^{2}} \leq C\|\nu\|_{L_{\text {unif }}^{2}}, \tag{66}
\end{equation*}
$$

for a constant $C$ independent of $\nu$.

Proof. We want to use Lemma 4.1 to show that $\mathcal{G}$ is well-defined on a small ball of $L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$. Here, the charge distribution is $f=\rho-\nu$. We thus need to choose $\alpha_{c}$ and $\epsilon$ such that $\|\rho-\nu\|_{L_{\text {unif }}^{2}} \leq\|\rho\|_{L_{\text {unif }}^{2}}+\|\nu\|_{L_{\text {unif }}^{2}} \leq \epsilon+\alpha_{c} \leq \delta_{c}$, where $\delta_{c}$ is given by Lemma 4.1. Let $A>0,0<\epsilon \leq \delta_{c} /(1+A)$ and $\alpha_{c}=A \epsilon$. Let $\nu$ and $\rho$ such that $\|\nu\|_{L_{\text {unif }}^{2}} \leq \alpha_{c}$ and $\|\rho\|_{L_{\text {unif }}^{2}} \leq \epsilon$. By Lemma 4.1 and the fact that $\mathcal{L}$ and $1 /(1+\mathcal{L})$ are bounded on $L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$ (see Theorem 3.1), we have

$$
\begin{align*}
\left\|\mathcal{G}_{\nu}(\rho)\right\|_{L_{\text {unif }}^{2}} & \leq\left\|\frac{\mathcal{L}}{1+\mathcal{L}}\right\|_{\mathcal{B}\left(L_{\text {unif }}^{2}\right)}\|\nu\|_{L_{\text {unif }}^{2}}+\left\|\frac{1}{1+\mathcal{L}}\right\|_{\mathcal{B}\left(L_{\text {unif }}^{2}\right)}\left\|\rho_{\widetilde{Q}_{2, \rho-\nu}}\right\|_{L_{\text {unif }}^{2}} \\
& \leq C_{1}\|\nu\|_{L_{\text {unif }}^{2}}+C_{2}\|\rho-\nu\|_{L_{\text {unif }}^{2}}^{2} \leq\left(C_{1} A+C_{2}(1+A)^{2} \epsilon\right) \epsilon . \tag{67}
\end{align*}
$$

We choose $A<1 / C_{1}$ such that for $\epsilon \leq\left(1-A C_{1}\right) /\left(C_{2}(1+A)^{2}\right)$, we have

$$
\left\|\mathcal{G}_{\nu}(\rho)\right\|_{L_{\text {unif }}^{2}} \leq \epsilon
$$

To show that $\mathcal{G}_{\nu}$ is contracting on $B_{L_{\text {unif }}^{2}}(\epsilon)$ for $\epsilon$ small enough, we use the explicit expression of $\widetilde{Q}_{2, \rho-\nu}$. Let $\rho, \rho^{\prime} \in B_{L_{\text {unif }}^{2}}(\epsilon)$ and denote by $H=H_{0}+Y_{m} *(\rho-\nu)$ and $H^{\prime}=H_{0}+Y_{m} *\left(\rho^{\prime}-\nu\right)$. The function $(1+\mathcal{L})\left(\mathcal{G}_{\nu}(\rho)-\mathcal{G}_{\nu}\left(\rho^{\prime}\right)\right)$ is the density associated with the operator

$$
\frac{1}{2 i \pi} \oint_{\mathcal{C}}\left(\frac{1}{z-H_{0}} Y_{m} *(\rho-\nu)\right)^{2} \frac{1}{z-H}-\left(\frac{1}{z-H_{0}} Y_{m} *\left(\rho^{\prime}-\nu\right)\right)^{2} \frac{1}{z-H^{\prime}} d z
$$

A straightforward calculation shows that this operator can be written as

$$
\begin{align*}
& \frac{1}{2 i \pi} \oint_{\mathcal{C}}\left(\frac{1}{z-H_{0}} Y_{m} *(\rho-\nu)\right)^{2} \frac{1}{z-H} Y_{m} *\left(\rho-\rho^{\prime}\right) \frac{1}{z-H^{\prime}} \\
& \quad+\frac{1}{z-H_{0}} Y_{m} *(\rho-\nu) \frac{1}{z-H_{0}} Y_{m} *\left(\rho-\rho^{\prime}\right) \frac{1}{z-H^{\prime}} \\
& \quad+\frac{1}{z-H_{0}} Y_{m} *\left(\rho-\rho^{\prime}\right) \frac{1}{z-H_{0}} Y_{m} *\left(\rho^{\prime}-\nu\right) \frac{1}{z-H^{\prime}} d z \tag{68}
\end{align*}
$$

Using the same techniques as before, we deduce that

$$
\begin{aligned}
\left\|\mathcal{G}_{\nu}(\rho)-\mathcal{G}_{\nu}\left(\rho^{\prime}\right)\right\|_{L_{\text {unif }}^{2}} & \leq C_{3}\left(\|\rho\|_{L_{\text {unif }}^{2}}+\left\|\rho^{\prime}\right\|_{L_{\text {unif }}^{2}}+\|\nu\|_{L_{\text {unif }}^{2}}\right)\left\|\rho-\rho^{\prime}\right\|_{L_{\text {unif }}^{2}} \\
& \leq C_{3}(2+A) \epsilon\left\|\rho-\rho^{\prime}\right\|_{L_{\text {unif }}^{2}}
\end{aligned}
$$

Taking, in addition, $\epsilon<1 /\left(C_{3}(2+A)\right)$, we have that $\mathcal{G}_{\nu}$ is contracting on $B_{L_{\text {unif }}^{2}}(\epsilon)$. Let $\rho$ be the unique fixed point of $\mathcal{G}_{\nu}$ in $B_{L_{\text {unif }}^{2}}(\epsilon)$. It remains to prove (66). By (67), we have

$$
\|\rho\|_{L_{\text {unif }}^{2}}=\left\|\mathcal{G}_{\nu}(\rho)\right\|_{L_{\text {unif }}^{2}} \leq C_{1}\|\nu\|_{L_{\text {unif }}^{2}}+C_{2}(1+A) \epsilon\left(\|\rho\|_{L_{\text {unif }}^{2}}+\|\nu\|_{L_{\text {unif }}^{2}}\right)
$$

Therefore $\left(1-C_{2}(1+A) \epsilon\right)\|\rho\|_{L_{\text {unif }}^{2}} \leq\left(C_{1}+C_{2}(1+A) \epsilon\right)\|\nu\|_{L_{\text {unif }}^{2}}$. Using that $\epsilon \leq$ $\left(1-A C_{1}\right) /\left(C_{2}(1+A)^{2}\right)$, we have $1-C_{2}(1+A) \epsilon>0$ and we deduce that

$$
\|\rho\|_{L_{\text {unif }}^{2}} \leq \frac{C_{1}+C_{2}(1+A) \epsilon}{1-C_{2}(1+A) \epsilon}\|\nu\|_{L_{\mathrm{unif}}^{2}} \leq \frac{1}{A}\|\nu\|_{L_{\mathrm{unif}}^{2}}
$$

which concludes the proof of the proposition.

## 5. Proofs of Theorem 2.3 and Proposition 2.5 (Decay estimates)

We present in this section the proofs of Theorem 2.3 and Proposition 2.5. They consist in decay estimates of the mean-field potential $V_{\nu}$ and the mean-field density $\rho_{\nu}$. These estimates are used later on in the proofs of Theorems 2.2 and 2.7.

### 5.1. Proof of Theorem 2.3.

Proof of Theorem 2.3. Assume that $\|\nu\|_{L_{\text {unif }}^{2}} \leq \alpha_{c}$, where $\alpha_{c}$ is given in Theorem 2.1. We use the notation $\rho$ to denote the mean-field density $\rho_{\nu}=\rho_{\gamma_{\nu}-\gamma_{0}}$, the solution of (65), and denote by $V=V_{\nu}=Y_{m} *(\rho-\nu)$. Recall the decomposition (64) of $\rho$ in a linear term and a higher order term

$$
\rho=-\mathcal{L}(\rho-\nu)+\rho_{\widetilde{Q}_{2, \rho-\nu}}
$$

Using localizing functions, we will show that $\rho$ decays far from the support of $\nu$. To do so, let us introduce the set $I=\left\{k \in \mathbb{Z}^{d}, \operatorname{supp}(\nu) \cap B(0,1)+k \neq \emptyset\right\}$ and for $R \geq 1$, the set $B_{R}=B_{I, R}$ and the the function $\chi_{R}=\chi_{I, R}$ defined in Lemma 3.4. We denote by $\eta_{R}=1-\chi_{R}$. We thus have

$$
\eta_{R} \rho=-\eta_{R} \mathcal{L}(\rho-\nu)+\eta_{R} \rho_{\widetilde{Q}_{2, \rho-\nu}}=-\mathcal{L} \eta_{R}(\rho-\nu)+\left[\mathcal{L}, \eta_{R}\right](\rho-\nu)+\eta_{R} \rho_{\widetilde{Q}_{2, \rho-\nu}} .
$$

As for $R \geq 1, \eta_{R} \nu=0$, it follows

$$
\begin{equation*}
\eta_{R} \rho=\frac{1}{(1+\mathcal{L})}\left[\mathcal{L}, \eta_{R}\right](\rho-\nu)+\frac{1}{(1+\mathcal{L})} \eta_{R} \rho_{\widetilde{Q}_{2, \rho-\nu}} \tag{69}
\end{equation*}
$$

We will successively bound each term of the RHS of (69). For the first term, we have by Lemma 3.4 for $R \geq 2$,

$$
\begin{align*}
\left\|\frac{1}{(1+\mathcal{L})}\left[\mathcal{L}, \eta_{R}\right](\rho-\nu)\right\|_{L_{\text {unif }}^{2}} & \leq \frac{C}{R}\left(e^{-C^{\prime} R}\|\rho-\nu\|_{L_{\text {unif }}^{2}}+\left\|\mathbb{1}_{B_{3 R} \backslash B_{R / 2}}(\rho-\nu)\right\|_{L_{\text {unif }}^{2}}\right) \\
& \leq \frac{C}{R}\left(e^{-C^{\prime} R}\|\nu\|_{L_{\text {unif }}^{2}}+\left\|\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} \rho\right\|_{L_{\text {unif }}^{2}}\right), \tag{70}
\end{align*}
$$

where we have used that $\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} \nu=0$ for $R \geq 2$, that $\rho$ is controlled by $\nu$ in the $L_{\text {unif }}^{2}$ norm and that $1 /(1+\mathcal{L})$ is bounded on $L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$. As to the second term of the RHS of (69), since $\mathbb{1}_{\mathbb{R}^{d} \backslash B_{R}} \eta_{R}=\eta_{R}$, we have

$$
\begin{align*}
\eta_{R} \widetilde{Q}_{2, \rho-\nu}= & \frac{1}{2 i \pi} \oint_{\mathcal{C}} \frac{1}{z-H_{0}} \mathbb{1}_{\mathbb{R}^{d} \backslash B_{R}} V \frac{1}{z-H_{0}} \eta_{R} V \frac{1}{z-H} d z \\
& +\frac{1}{2 i \pi} \oint_{\mathcal{C}} \frac{1}{z-H_{0}} \mathbb{1}_{\mathbb{R}^{d} \backslash B_{R}} V\left[\eta_{R}, \frac{1}{z-H_{0}}\right] V \frac{1}{z-H} d z \\
& +\frac{1}{2 i \pi} \oint_{\mathcal{C}}\left[\eta_{R}, \frac{1}{z-H_{0}}\right] V \frac{1}{z-H_{0}} V \frac{1}{z-H} d z \tag{71}
\end{align*}
$$

where $H=H_{0}+V$ and $\mathcal{C}$ is as in the previous section. We recall that by the assumption $\|\nu\|_{L_{\text {unif }}^{2}} \leq \alpha_{c}$, the operator $H$ has a gap around 0 , thus the operator $(z-H)^{-1}(-\Delta+1)$ and its inverse are uniformly bounded on $\mathcal{C}$ and all the estimates obtained in the previous sections hold when we replace $H_{0}$ by $H$. We denote by $r_{3}, r_{4}$ and $r_{5}$ the densities associated with the three operators of the RHS of (71)
respectively. Using an inequality similar to (23), involving $H$ instead of $H_{0}$ in the resolvent in the right, we have

$$
\left\|r_{3}\right\|_{L_{\mathrm{unif}}^{2}} \leq C \int_{\mathcal{C}}\left\|\mathbb{1}_{\mathbb{R}^{d} \backslash B_{R}} V \frac{1}{z-H_{0}} V \eta_{R}\right\|_{\mathcal{B}} d z \leq C\left\|V \mathbb{1}_{\mathbb{R}^{d} \backslash B_{R}}\right\|_{L^{\infty}}\left\|V \eta_{R}\right\|_{L^{\infty}}
$$

By (28) in Lemma 3.4, and using that $\left\|Y_{m} * f\right\|_{H_{\text {unif }}^{2}}=\|f\|_{L_{\text {unif }}^{2}}$, we have that for $R \geq 2$

$$
\begin{equation*}
\left\|\eta_{R} V\right\|_{H_{\mathrm{unif}}^{2}} \leq\left\|\eta_{R} \rho\right\|_{L_{\mathrm{unif}}^{2}}+\frac{C}{R}\left(e^{-C^{\prime} R}\|\nu\|_{L_{\mathrm{unif}}^{2}}+\left\|\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} \rho\right\|_{L_{\mathrm{unif}}^{2}}\right) \tag{72}
\end{equation*}
$$

Therefore
$\left\|r_{3}\right\|_{L_{\text {unif }}^{2}} \leq C\left\|\mathbb{1}_{\mathbb{R}^{d} \backslash B_{R}} V\right\|_{L^{\infty}}\left(C\left\|\eta_{R} \rho\right\|_{L_{\text {unif }}^{2}}+\frac{C}{R} e^{-C^{\prime} R}\|\nu\|_{L_{\text {unif }}^{2}}+\frac{C}{R}\left\|\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} \rho\right\|_{L_{\text {unif }}^{2}}\right)$.
To bound $r_{4}$ and $r_{5}$, we recall that we have shown in the proof of (28) (see (59) and (60)) that for any $f \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$

$$
\begin{aligned}
& \left\|(-\Delta+1)^{-\frac{1}{2}}\left[\eta_{R}, \Delta\right] \frac{1}{z-H_{0}} Y_{m} *\left(\mathbb{1}_{\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{2 R}} f\right)\right\|_{\mathfrak{S}_{2}} \\
& \quad+\left\|\left[\eta_{R}, \Delta\right] \frac{1}{z-H_{0}} Y_{m} *\left(\mathbb{1}_{B_{3 R} \backslash B_{2 R}} f\right)\right\|_{\mathcal{B}} \leq \frac{C}{R}\left(e^{-C^{\prime} R}\|f\|_{L_{\text {unif }}^{2}}+\left\|\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} f\right\|_{L_{\text {unif }}^{2}}\right)
\end{aligned}
$$

Therefore, using again the equality $\left[\eta_{R},\left(z-H_{0}\right)^{-1}\right]=-\left(z-H_{0}\right)^{-1}\left[\eta_{R}, \Delta\right](z-$ $\left.H_{0}\right)^{-1}$, and an inequality similar to (23), we obtain that for any $R \geq 2$,

$$
\begin{align*}
\left\|r_{4}\right\|_{L_{\text {unif }}^{2}} & \leq C \oint_{\mathcal{C}}\left\|\mathbb{1}_{\mathbb{R}^{d} \backslash B_{R}} V\right\|_{L^{\infty}}\left\|\frac{1}{z-H_{0}}\left[\eta_{R}, \Delta\right] \frac{1}{z-H_{0}} V\right\|_{\mathcal{B}} d z \\
& \leq \frac{C}{R}\left\|\mathbb{1}_{\mathbb{R}^{d} \backslash B_{R}} V\right\|_{L^{\infty}}\left(e^{-C^{\prime} R}\|\nu\|_{L_{\text {unif }}^{2}}+\left\|\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} \rho\right\|_{L_{\text {unif }}^{2}}\right) \tag{73}
\end{align*}
$$

The last term of the RHS of (71) can be written $Q_{\text {in }}+Q_{\text {out }}$, where

$$
Q_{\mathrm{in}}=\frac{1}{2 i \pi} \oint_{\mathcal{C}}\left[\eta_{R}, \frac{1}{z-H_{0}}\right] Y_{m} *\left(\mathbb{1}_{B_{3 R} \backslash B_{2 R}}(\rho-\nu)\right) \frac{1}{z-H_{0}} V \frac{1}{z-H} d z
$$

In the same way we obtained (73), we get

$$
\left\|\rho_{Q_{\mathrm{in}}}\right\|_{L_{\mathrm{unif}}^{2}} \leq \frac{C}{R}\|V\|_{L^{\infty}}\left(e^{-C^{\prime} R}\|\nu\|_{L_{\mathrm{unif}}^{2}}+\left\|\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} \rho\right\|_{L_{\mathrm{unif}}^{2}}\right)
$$

To estimate $\rho_{Q_{\text {out }}}$, we recall that by (48), we have that for any $A \in \mathfrak{S}_{2}\left(L^{2}\left(\mathbb{R}^{d}\right)\right)$

$$
\left\|\rho_{(-\Delta+1)^{-\frac{1}{2}} A(-\Delta+1)^{-\frac{1}{2}}}\right\|_{L^{2}} \leq C\|A\|_{\mathfrak{S}_{2}}
$$

Therefore

$$
\begin{aligned}
\left\|\rho_{Q_{\text {out }}}\right\|_{L_{\text {unif }}^{2}} \leq & C \oint_{\mathcal{C}}\left\|(-\Delta+1)^{-\frac{1}{2}}\left[\eta_{R}, \Delta\right] \frac{1}{z-H_{0}} Y_{m} *\left(\mathbb{1}_{\left(\mathbb{R}^{d} \backslash B_{3 R}\right) \cup B_{2 R}}(\rho-\nu)\right)\right\|_{\mathfrak{S}_{2}} \\
& \times\left\|\frac{1}{z-H_{0}} V(1-\Delta)^{-\frac{1}{2}}\right\|_{\mathcal{B}} d z \\
\leq & \frac{C}{R}\|V\|_{L^{\infty}}\left(e^{-C^{\prime} R}\|\nu\|_{L_{\text {unif }}^{2}}+\left\|\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} \rho\right\|_{L_{\text {unif }}^{2}}\right) .
\end{aligned}
$$

Now that we have found estimates on $r_{3}, r_{4}$ and $r_{5}=\rho_{Q_{\text {in }}}+\rho_{Q_{\text {out }}}$, we use that

$$
\left\|\mathbb{1}_{\mathbb{R}^{d} \backslash B_{R}} V\right\|_{L^{\infty}} \leq\|V\|_{L^{\infty}} \leq C\|\rho-\nu\|_{L_{\text {unif }}^{2}} \leq C\|\nu\|_{L_{\text {unif }}^{2}} \leq C \alpha_{c}
$$

to estimate $\eta_{R} \rho_{\widetilde{Q}_{2, \rho-\nu}}$ as follow

$$
\begin{equation*}
\left\|\eta_{R} \rho_{\widetilde{Q}_{2, \rho-\nu}}\right\|_{L_{\text {unif }}^{2}} \leq C \alpha_{c}\left\|\eta_{R} \rho\right\|_{L_{\text {unif }}^{2}}+\frac{C}{R} e^{-C^{\prime} R}\|\nu\|_{L_{\text {unif }}^{2}}+\frac{C}{R}\left\|\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} \rho\right\|_{L_{\text {unif }}^{2}} \tag{74}
\end{equation*}
$$

Using once more that $1 /(1+\mathcal{L})$ is bounded on $L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$, we deduce in view of (69), (70) and (74)

$$
\left\|\eta_{R} \rho\right\|_{L_{\text {unif }}^{2}} \leq C_{0} \alpha_{c}\left\|\eta_{R} \rho\right\|_{L_{\text {unif }}^{2}}+\frac{C}{R} e^{-C^{\prime} R}\|\nu\|_{L_{\text {unif }}^{2}}+\frac{C}{R}\left\|\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} \rho\right\|_{L_{\text {unif }}^{2}}
$$

We choose $\alpha_{c}^{\prime} \leq \min \left\{1 /\left(2 C_{0}\right), \alpha_{c}\right\}$, and assume that $\|\nu\|_{L_{\text {unif }}^{2}} \leq \alpha_{c}^{\prime}$. It follows

$$
\left\|\eta_{R} \rho\right\|_{L_{\text {unif }}^{2}} \leq \frac{C}{R} e^{-C^{\prime} R}\|\nu\|_{L_{\text {unif }}^{2}}+\frac{C}{R}\left\|\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} \rho\right\|_{L_{\text {unif }}^{2}}
$$

We have a similar inequality for $V$. Indeed, by (72), we have

$$
\begin{align*}
\left\|\eta_{R} V\right\|_{H_{\mathrm{unif}}^{2}} & \leq\left\|\eta_{R} \rho\right\|_{L_{\text {unif }}^{2}}+\frac{C}{R} e^{-C^{\prime} R}\|\nu\|_{L_{\text {unif }}^{2}}+\frac{C}{R}\left\|\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} \rho\right\|_{L_{\mathrm{unif}}^{2}} \\
& \leq \frac{C}{R} e^{-C^{\prime} R}\|\nu\|_{L_{\text {unif }}^{2}}+\frac{C}{R}\left\|\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} \rho\right\|_{L_{\text {unif }}^{2}} \tag{75}
\end{align*}
$$

Using Lemma 3.5 with $x_{R}$ to $\left\|\mathbb{1}_{\mathbb{R}^{d} \backslash B_{R}} \rho\right\|_{L_{\text {unif }}^{2}}$, we obtain

$$
\begin{equation*}
\left\|\eta_{R} \rho\right\|_{L_{\text {unif }}^{2}} \leq C e^{-C^{\prime}(\log R)^{2}}\|\nu\|_{L_{\text {unif }}^{2}} \tag{76}
\end{equation*}
$$

Inserting (76) in (75), we get

$$
\left\|\eta_{R} V\right\|_{H_{\mathrm{unif}}^{2}} \leq C e^{-C^{\prime}(\log R)^{2}}\|\nu\|_{L_{\mathrm{unif}}^{2}}
$$

Finally, noticing that $\mathbb{1}_{\mathbb{R}^{d} \backslash C_{R}(\nu)} \leq \eta_{R / 2}$, we conclude the proof of (13).

We now turn to the

### 5.2. Proof of Proposition 2.5.

Proof of Proposition 2.5. Assume that $\|\nu\|_{L_{\text {unif }}^{2}} \leq \alpha_{c}$, where $\alpha_{c}$ is given in Theorem 2.1. As $\rho_{\nu}$ and $\rho_{\nu_{L}}$ are fixed points of the functionals $\mathcal{G}_{\nu}$ and $\mathcal{G}_{\nu_{L}}$ respectively, then

$$
\rho_{\nu}-\rho_{\nu_{L}}=\frac{\mathcal{L}}{1+\mathcal{L}}\left(\nu-\nu_{L}\right)+\frac{1}{1+\mathcal{L}} \rho_{\widetilde{Q_{2}}\left(\rho_{\nu}-\nu\right)-\widetilde{Q_{2}}\left(\rho_{\nu_{L}}-\nu_{L}\right)} .
$$

For $R \geq 1$, let $\chi_{R}=\chi_{\{0\}, R}$ and $B_{R}=B_{\{0\}, R}$ as defined in Lemma 3.4. Since $\mathbb{1}_{B_{R}} \leq \chi_{R}$, then

$$
\begin{aligned}
\left\|\mathbb{1}_{B_{R}}\left(\rho_{\nu}-\rho_{\nu_{L}}\right)\right\|_{L_{\text {unif }}^{2}} & \leq\left\|\chi_{R}\left(\rho_{\nu}-\rho_{\nu_{L}}\right)\right\|_{L_{\text {unif }}^{2}} \\
& \leq\left\|\chi_{R} \frac{1}{1+\mathcal{L}}\left(\mathcal{L}\left(\nu-\nu_{L}\right)+\rho_{\widetilde{Q_{2}}\left(\rho_{\nu}-\nu\right)-\widetilde{Q_{2}}\left(\rho_{\nu_{L}}-\nu_{L}\right)}\right)\right\|_{L_{\text {unif }}^{2}} .
\end{aligned}
$$

Besides, there exists $C \geq 0$ such that for any $f \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$ and any $R \geq 1$,

$$
\begin{equation*}
\left\|\left[\chi_{R}, \frac{1}{1+\mathcal{L}}\right] f\right\|_{L_{\mathrm{unif}}^{2}} \leq \frac{C}{R}\left(e^{-C^{\prime} R}\|f\|_{L_{\text {unif }}^{2}}+\left\|\mathbb{1}_{B_{3 R}} \frac{1}{1+\mathcal{L}} f\right\|_{L_{\mathrm{unif}}^{2}}\right) \tag{77}
\end{equation*}
$$

Indeed, using that $1 /(1+\mathcal{L})$ is bounded on $L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$ and estimate (28) in Lemma 3.4 (notice that $\mathcal{L} \chi_{R}-\chi_{R} \mathcal{L}=\eta_{R} \mathcal{L}-\mathcal{L} \eta_{R}$ ), we obtain

$$
\begin{aligned}
\left\|\left[\chi_{R}, \frac{1}{1+\mathcal{L}}\right] f\right\|_{L_{\text {unif }}^{2}} & =\left\|\frac{1}{1+\mathcal{L}}\left[\mathcal{L}, \chi_{R}\right] \frac{1}{1+\mathcal{L}} f\right\|_{L_{\text {unif }}^{2}} \\
& \leq C\left\|\left[\mathcal{L}, \chi_{R}\right] \frac{1}{1+\mathcal{L}} f\right\|_{L_{\text {unif }}^{2}} \\
& \leq \frac{C}{R}\left(e^{-C^{\prime} R}\left\|\frac{1}{1+\mathcal{L}} f\right\|_{L_{\text {unif }}^{2}}+\left\|\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} \frac{1}{1+\mathcal{L}} f\right\|_{L_{\text {unif }}^{2}}\right) \\
& \leq \frac{C}{R}\left(e^{-C^{\prime} R}\|f\|_{L_{\text {unif }}^{2}}+\left\|\mathbb{1}_{B_{3 R} \backslash B_{R / 2}} \frac{1}{1+\mathcal{L}} f\right\|_{L_{\text {unif }}^{2}}\right)
\end{aligned}
$$

Using (77) for $f=\mathcal{L}\left(\nu-\nu_{L}\right)+\rho_{\widetilde{Q_{2}}\left(\rho_{\nu}-\nu\right)-\widetilde{Q_{2}}\left(\rho_{\nu_{L}}-\nu_{L}\right)}$, we have

$$
\begin{align*}
\left\|\chi_{R}\left(\rho_{\nu}-\rho_{\nu_{L}}\right)\right\|_{L_{\text {unif }}^{2}} \leq & \left\|\frac{1}{1+\mathcal{L}^{2}} \chi_{R} \mathcal{L}\left(\nu-\nu_{L}\right)\right\|_{L_{\text {unif }}^{2}}+\left\|\frac{1}{1+\mathcal{L}^{2}} \chi_{R} \rho_{\widetilde{Q_{2}}\left(\rho_{\nu}-\nu\right)-\widetilde{Q}_{2}\left(\rho_{\nu_{L}}-\nu_{L}\right)}\right\|_{L_{\text {unif }}^{2}} \\
& +\frac{C}{R} e^{-C^{\prime} R}\|\nu\|_{L_{\text {unif }}^{2}}+\frac{C}{R}\left\|\mathbb{1}_{B_{3 R}}\left(\rho_{\nu}-\rho_{\nu_{L}}\right)\right\|_{L_{\text {unif }}^{2}} . \tag{78}
\end{align*}
$$

We first bound the first term of the RHS of (78). Using (28) in Lemma 3.4 and that for $R \leq L / 4$ it holds that $\chi_{R}\left(\nu-\nu_{L}\right)=0$, we have for $R \leq L / 4$

$$
\begin{align*}
& \left\|\frac{1}{1+\mathcal{L}^{2}} \chi_{R} \mathcal{L}\left(\nu-\nu_{L}\right)\right\|_{L_{\text {unif }}^{2}} \leq C\left\|\chi_{R} \mathcal{L}\left(\nu-\nu_{L}\right)\right\|_{L_{\text {unif }}^{2}} \\
& \quad \leq C\left\|\chi_{R}\left(\nu-\nu_{L}\right)\right\|_{L_{\text {unif }}^{2}}+\frac{C}{R} e^{-C^{\prime} R}\|\nu\|_{L_{\text {unif }}^{2}}+\frac{C}{R}\left\|\mathbb{1}_{B_{3 R}}\left(\nu-\nu_{L}\right)\right\|_{L_{\text {unif }}^{2}} \\
& \quad \leq \frac{C}{R} e^{-C^{\prime} R}\|\nu\|_{L_{\text {unif }}^{2}}+\frac{C}{R} \| \mathbb{1}_{B_{3 R}\left(\nu-\nu_{L}\right) \|_{L_{\text {unif }}^{2}}} \tag{79}
\end{align*}
$$

We turn to the second term of the RHS of (78). Using (28), a decomposition similar to (68) and reasoning as in the proof of (74), we find for $R \leq L / 4$

$$
\begin{aligned}
\left\|\frac{1}{1+\mathcal{L}^{2}} \chi_{R} \rho_{\widetilde{Q_{2}}\left(\rho_{\nu}-\nu\right)-\widetilde{Q_{2}}\left(\rho_{\nu_{L}}-\nu_{L}\right)}\right\|_{L_{\text {unif }}^{2}} & \leq C_{0}\left(\|\nu\|_{L_{\text {unif }}^{2}}+\|\nu\|_{L_{\text {unif }}^{2}}^{2}\right) \\
& \times\left(\left\|\chi_{R}\left(\rho_{\nu}-\rho_{\nu_{L}}\right)\right\|_{L_{\text {unif }}^{2}}+\frac{C}{R} e^{-C^{\prime} R}\|\nu\|_{L_{\text {unif }}^{2}}+\frac{C}{R}\left\|\mathbb{1}_{B_{3 R}} f_{L}\right\|_{L_{\text {unif }}^{2}}\right) .
\end{aligned}
$$

We choose $\alpha_{c}^{\prime} \leq \alpha_{c}$ such that $C_{0}\left(\alpha_{c}^{\prime}+{\alpha_{c}^{\prime}}^{2}\right) \leq 1 / 2$. Thus, if $\|\nu\|_{L_{\text {unif }}^{2}} \leq \alpha_{c}^{\prime}$ then

$$
\begin{align*}
\left\|\frac{1}{1+\mathcal{L}^{2}} \chi_{R} \rho_{\widetilde{Q_{2}}\left(\rho_{\nu}-\nu\right)-\widetilde{Q_{2}}\left(\rho_{\nu_{L}}-\nu_{L}\right)}\right\|_{L_{\text {unif }}^{2}} & \leq \frac{1}{2}\left\|\chi_{R}\left(\rho_{\nu}-\rho_{\nu_{L}}\right)\right\|_{L_{\text {unif }}^{2}} \\
& +\frac{C}{R}\left(e^{-C^{\prime} R}\|\nu\|_{L_{\text {unif }}^{2}}+\left\|\mathbb{1}_{B_{3 R}} f_{L}\right\|_{L_{\text {unif }}^{2}}\right) . \tag{80}
\end{align*}
$$

In this case, combining (78), (79) and (80), we obtain for $R \leq L / 4$

$$
\begin{aligned}
& \left\|\mathbb{1}_{B_{R}}\left(\rho_{\nu}-\rho_{\nu_{L}}\right)\right\|_{L_{\text {unif }}^{2}} \leq\left\|\chi_{R}\left(\rho_{\nu}-\rho_{\nu_{L}}\right)\right\|_{L_{\text {unif }}^{2}} \\
& \quad \leq \frac{C}{R}\left(e^{-C^{\prime} R}\|\nu\|_{L_{\text {unif }}^{2}}+\left\|\mathbb{1}_{B_{3 R}}\left(\rho_{\nu}-\rho_{\nu_{L}}\right)\right\|_{L_{\text {unif }}^{2}}+\left\|\mathbb{1}_{B_{3 R}}\left(\nu-\nu_{L}\right)\right\|_{L_{\text {unif }}^{2}}\right) .
\end{aligned}
$$

Using a recursion argument, we easily see that for any $\beta \geq 1$, there exists $C \geq 0$ such that

$$
\begin{aligned}
\left\|\rho_{\nu}-\rho_{\nu_{L}}\right\|_{L_{\text {unif }}^{2}\left(B_{L / 4} \beta\right.} \leq & \frac{C}{L^{\beta}} e^{-C^{\prime} L}\|\nu\|_{L_{\text {unif }}^{2}}+\frac{C}{L^{\beta}}\left\|\mathbb{1}_{B_{L}}\left(\rho_{\nu}-\rho_{\nu_{L}}\right)\right\|_{L_{\text {unif }}^{2}} \\
& +\frac{C}{L^{\beta}}\left\|\mathbb{1}_{B_{L}}\left(\nu-\nu_{L}\right)\right\|_{L_{\text {unif }}^{2}} \leq \frac{C}{L^{\beta}}\|\nu\|_{L_{\text {unif }}^{2}} .
\end{aligned}
$$

To conclude the proof of the proposition, it remains to prove the bound on the potential. Using (28) and denoting by $f_{L}=\rho_{\nu}-\rho_{\nu_{L}}-\nu+\nu_{L}$, we have

$$
\begin{aligned}
&\left\|V_{\nu}-V_{\nu_{L}}\right\|_{H_{\text {unif }}^{2}\left(B_{L / 4^{\beta}}\right)} \leq\left\|\chi_{L / 4^{\beta}} Y_{m} * f_{L}\right\|_{H_{\text {unif }}^{2}} \\
& \leq C\left\|\chi_{L / 4^{\beta}}\left(\rho_{\nu}-\rho_{\nu_{L}}\right)\right\|_{L_{\text {unif }}^{2}}+\frac{C}{L}\left(e^{-C^{\prime} L}\|\nu\|_{L_{\text {unif }}^{2}}+\left\|\mathbb{1}_{B_{3 L / 4} \beta} f_{L}\right\|_{L_{\text {unif }}^{2}}\right) \\
& \leq \frac{C}{L^{\beta}}\|\nu\|_{L_{\text {unif }}^{2}}+\frac{C}{L}\left(e^{-C^{\prime} L}\|\nu\|_{L_{\text {unif }}^{2}}+\frac{C}{L^{\beta-1}}\|\nu\|_{L_{\text {unif }}^{2}}\right) \leq \frac{C}{L^{\beta}}\|\nu\|_{L_{\text {unif }}^{2}} .
\end{aligned}
$$

## 6. Proof of Theorem 2.2 (Thermodynamic limit)

Proof of Theorem 2.2. Assume that $\|\nu\|_{L_{\text {unif }}^{2}} \leq \alpha_{c}$, where $\alpha_{c}$ is given by Proposition 2.5. By Cauchy's formula, we have

$$
\gamma_{\nu}-\gamma_{\nu_{L}}=\frac{1}{2 i \pi} \int_{\mathcal{C}} \frac{1}{z-H_{0}-V_{\nu}}-\frac{1}{z-H_{0}-V_{\nu_{L}}} d z
$$

where the curve $\mathcal{C}$ is as in Section 4. We write the resolvent difference as

$$
\frac{1}{z-H_{0}-V_{\nu}}-\frac{1}{z-H_{0}-V_{\nu_{L}}}=\frac{1}{z-H_{0}-V_{\nu}} Y_{m} * f_{L} \frac{1}{z-H_{0}-V_{\nu_{L}}}
$$

where $f_{L}=\rho_{\nu}-\nu-\rho_{\nu_{L}}+\nu_{L}$. For a compact set $B \subset \mathbb{R}^{d}$, we have

$$
\operatorname{Tr}\left|\mathbb{1}_{B} \frac{1}{z-H_{0}-V_{\nu}} Y_{m} * f_{L} \frac{1}{z-H_{0}-V_{\nu_{L}}} \mathbb{1}_{B}\right| \leq C\left\|\mathbb{1}_{B} \frac{1}{z-H_{0}-V_{\nu}} Y_{m} * f_{L}\right\|_{\mathfrak{S}_{2}}
$$

For $L$ large enough, we have $B \subset B(0, L / 8)$ and, by Proposition 2.5,

$$
\begin{aligned}
\left\|\mathbb{1}_{B} \frac{1}{z-H_{0}-V_{\nu}} \mathbb{1}_{B(0, L / 4)} Y_{m} * f_{L}\right\|_{\mathfrak{S}_{2}} & \leq\left\|\mathbb{1}_{B} \frac{1}{z-H_{0}-V_{\nu}}\right\|_{\mathfrak{S}_{2}}\left\|\mathbb{1}_{B(0, L / 4)} Y_{m} * f_{L}\right\|_{L^{\infty}} \\
& \leq \frac{C}{L}\|\nu\|_{L_{\text {unif }}^{2}} .
\end{aligned}
$$

Besides, as $\mathrm{d}\left(B, \mathbb{R}^{d} \backslash B_{L / 4}\right) \geq L / 8$, we have using Lemma 3.6,

$$
\begin{aligned}
\left\|\mathbb{1}_{B} \frac{1}{z-H_{0}-V_{\nu}} \mathbb{1}_{\mathbb{R}^{d} \backslash B(0, L / 4)} Y_{m} * f_{L}\right\|_{\mathfrak{S}_{2}} & \leq C e^{-C^{\prime} L}\left\|\mathbb{1}_{\mathbb{R}^{d} \backslash B(0, L / 4)} Y_{m} * f_{L}\right\|_{L^{\infty}} \\
& \leq \frac{C}{L}\|\nu\|_{L_{\text {unif }}^{2}} .
\end{aligned}
$$

As $\mathcal{C}$ is a compact set and all the estimates are uniform on $\mathcal{C}$, we conclude that

$$
\left\|\mathbb{1}_{B}\left(\gamma_{\nu}-\gamma_{\nu_{L}}\right) \mathbb{1}_{B}\right\|_{\mathfrak{S}_{1}} \leq \frac{C}{L}\|\nu\|_{L_{\text {unif }}^{2}} \underset{L \rightarrow \infty}{\longrightarrow} 0
$$

## 7. Proof of Theorem 2.7 (Expansion of the density of states)

The proof of Theorem 2.7 follows essentially the proof of [19, Theorem 1.1]. The main difference is the proof of Proposition 7.1 below, which deals with self-consistent potentials, while [19, Proposition 2.1] deals with linear potentials. Treating nonlinear potentials is done at the price of assuming that the defect $\chi$ is small in the $L_{\text {unif }}^{2}$-norm, so that the potential decays fast enough. For the sake of selfcontainment, we mention here the main steps of the proof; more details can be found in [21].
Proof of Theorem 2.7. Following [19], we first express the density of states of the random operator $H_{p}(\omega)$ in terms of the resolvent $\left(z-H_{p}\right)^{-1}$ for $z \in \mathbb{C}$. We next find an asymptotic expansion of $\operatorname{Tr}\left(\left(z-H_{p}\right)^{-1}\right)$ using a thermodynamic limit procedure.

We recall the Helffer-Sjostrand formula $[18,11]$. For a self-adjoint operator $A$ and $\varphi \in \mathcal{S}(\mathbb{R})$, we have

$$
\varphi(A)=-\frac{1}{\pi} \int_{\mathbb{C}} \frac{\partial \widetilde{\varphi}}{\partial \bar{z}}(z) \frac{1}{z-A} d x d y
$$

where $\widetilde{\varphi}: \mathbb{C} \rightarrow \mathbb{C}$ is an appropriate complex extension of $\varphi$ such that
(i) $\widetilde{\varphi} \in \mathcal{S}(\{z \in \mathbb{C},|\operatorname{Im}(z)|<1\})$,
(ii) for any $n \in \mathbb{N}$ and $\alpha, \beta \geq 0$, one has

$$
\begin{align*}
& \sup _{|y|<1} \mathcal{N}_{\alpha, \beta}\left(x \mapsto\left(|y|^{-n} \frac{\partial \widetilde{\varphi}}{\partial \bar{z}}(x+i y)\right)\right) \leq C_{n, \alpha, \beta} \sup _{\substack{\beta^{\prime} \leq n+\beta+2 \\
\alpha^{\prime} \leq \alpha}} \mathcal{N}_{\alpha^{\prime}, \beta^{\prime}}(\varphi)  \tag{81}\\
& \quad \text { where } \mathcal{N}_{\alpha, \beta}(\varphi)=\sup _{x \in \mathbb{R}}\left|x^{\alpha} \frac{\partial^{\beta} \varphi}{\partial x^{\beta}}\right|
\end{align*}
$$

Hence, for $\varphi \in \mathcal{S}(\mathbb{R})$,

$$
\begin{aligned}
\left\langle n_{p}-n_{0}, \varphi\right\rangle & =\int_{\mathbb{R}} \varphi(x) n_{p}(d x)-\int_{\mathbb{R}} \varphi(x) n_{0}(d x)=\operatorname{Tr}\left(\varphi\left(H_{p}\right)-\varphi\left(H_{0}\right)\right) \\
& =-\frac{1}{\pi} \underline{\operatorname{Tr}}\left(\int_{\mathbb{C}} \frac{\partial \widetilde{\varphi}}{\partial \bar{z}}(z)\left(\frac{1}{z-H_{p}}-\frac{1}{z-H_{0}}\right) d x d y\right)
\end{aligned}
$$

Besides, denoting by $V_{p}=V_{\nu_{p}}$, we have

$$
\frac{1}{z-H_{p}}-\frac{1}{z-H_{0}}=\frac{1}{z-H_{0}} V_{p} \frac{1}{z-H_{p}}
$$

Therefore, using the Kato-Seiler-Simon inequality (19) and Lemma 3.2, we obtain

$$
\begin{aligned}
\left|\underline{\operatorname{Tr}}\left(\frac{1}{z-H_{p}}-\frac{1}{z-H_{0}}\right)\right| & \leq\left\|\mathbb{1}_{\Gamma}(-\Delta+1)^{-1}\right\|_{\mathfrak{S}_{2}}\left\|(-\Delta+1) \frac{1}{z-H_{0}}\right\|_{\mathcal{B}}\left\|V_{p}\right\|_{L^{\infty}\left(\Omega \times \mathbb{R}^{d}\right)} \\
& \times\left\|\frac{1}{z-H_{p}}(-\Delta+1)\right\|_{\mathcal{B}}\left\|(-\Delta+1)^{-1} \mathbb{1}_{\Gamma}\right\|_{\mathfrak{S}_{2}} \\
& \leq C\left(\frac{1+|z|}{|\operatorname{Im}(z)|}\right)^{2}\left\|V_{p}\right\|_{L^{\infty}\left(\Omega \times \mathbb{R}^{d}\right)} .
\end{aligned}
$$

By Fubini's theorem, we get

$$
\begin{equation*}
\left\langle n_{p}-n_{0}, \varphi\right\rangle=-\frac{1}{\pi} \int_{\mathbb{C}} \frac{\partial \widetilde{\varphi}}{\partial \bar{z}}(z) \underline{\operatorname{Tr}}\left(\frac{1}{z-H_{p}}-\frac{1}{z-H_{0}}\right) d x d y \tag{82}
\end{equation*}
$$

In the following, we find the asymptotic expansion of $\underline{\operatorname{Tr}}\left(\left(z-H_{p}\right)^{-1}-\left(z-H_{0}\right)^{-1}\right)$ as $p \rightarrow 0$ for $z \in\{\mathbb{C} \backslash \mathbb{R},|\operatorname{Im}(z)| \leq 1\}$. To use a thermodynamic limit procedure, we consider, for each realization $\omega \in \Omega$ and each box size $L \in 2 \mathbb{N}+1$, the system with defects only in the box $\Gamma_{L}$, that is, we consider the defect distribution $\nu_{K_{L}(\omega)}(x)$, with $K_{L}(\omega)=\left\{k \in \mathbb{Z}^{d} \cap \Gamma_{L}, q_{k}(\omega)=1\right\}$. For $K \subset \mathbb{Z}^{d}$, we recall the notation $\nu_{K}=\sum_{k \in K} \chi(\cdot-k), V_{K}=V_{\nu_{K}}=Y_{m} *\left(\rho_{\nu_{K}}-\nu_{K}\right)$ and $H_{K}=H_{0}+V_{K}$. By the proof of Theorem 2.2, we have, almost surely,

$$
\operatorname{Tr}\left(\mathbb{1}_{\Gamma}\left(\frac{1}{z-H_{p}(\omega)}-\frac{1}{z-H_{K_{L}(\omega)}}\right) \mathbb{1}_{\Gamma}\right) \underset{L \rightarrow \infty}{\longrightarrow} 0
$$

Besides, from (12) and (25), it follows

$$
\begin{aligned}
\left|\operatorname{Tr}\left(\mathbb{1}_{\Gamma}\left(\frac{1}{z-H_{p}(\omega)}-\frac{1}{z-H_{K_{L}(\omega)}}\right) \mathbb{1}_{\Gamma}\right)\right| & \leq C\left(\frac{1+|z|}{|\operatorname{Im}|(z)}\right)^{2}\left\|V_{p}(\omega, \cdot)-V_{K_{L}}(\omega, \cdot)\right\|_{L^{\infty}} \\
& \leq C\left(\frac{1+|z|}{|\operatorname{Im}(z)|}\right)^{2}\|\chi\|_{L^{2}}
\end{aligned}
$$

The dominated converge theorem thus gives

$$
\mathbb{E}\left(\operatorname{Tr}\left(\mathbb{1}_{\Gamma}\left(\frac{1}{z-H_{p}}-\frac{1}{z-H_{K_{L}}}\right) \mathbb{1}_{\Gamma}\right)\right) \underset{L \rightarrow \infty}{\longrightarrow} 0
$$

and

$$
\begin{equation*}
\underline{\operatorname{Tr}}\left(\frac{1}{z-H_{p}}-\frac{1}{z-H_{0}}\right)=\lim _{L \rightarrow \infty} \mathbb{E}\left(\operatorname{Tr}\left(\mathbb{1}_{\Gamma}\left(\frac{1}{z-H_{K_{L}}}-\frac{1}{z-H_{0}}\right) \mathbb{1}_{\Gamma}\right)\right) \tag{83}
\end{equation*}
$$

Let $L \in 2 \mathbb{N}+1$ and $N=L^{d}$. As the random variable $\operatorname{Tr}\left(\mathbb{1}_{\Gamma}\left(\left(z-H_{K_{L}}\right)^{-1}-\right.\right.$ $\left.\left(z-H_{0}\right)^{-1}\right) \mathbb{1}_{\Gamma}$ ) depends only on the $N$ independent Bernoulli random variables $\left(q_{k}\right)_{k \in \mathbb{Z}^{d} \cap \Gamma_{L}}$, we have

$$
\begin{aligned}
& \mathbb{E}\left(\operatorname{Tr}\left(\mathbb{1}_{\Gamma}\left(\frac{1}{z-H_{K_{L}}}-\frac{1}{z-H_{0}}\right) \mathbb{1}_{\Gamma}\right)\right) \\
&=\sum_{K \subset \mathbb{Z}^{d} \cap \Gamma_{L}} \mathbb{P}\left(K_{L}(\omega)=K\right) \operatorname{Tr}\left(\mathbb{1}_{\Gamma}\left(\frac{1}{z-H_{K}}-\frac{1}{z-H_{0}}\right) \mathbb{1}_{\Gamma}\right) \\
&=\sum_{n=0}^{N} p^{n}(1-p)^{N-n} \sum_{\substack{K \subset \mathbb{Z}^{d} \cap \Gamma_{L} \\
|K|=n}} \operatorname{Tr}\left(\mathbb{1}_{\Gamma}\left(\frac{1}{z-H_{K}}-\frac{1}{z-H_{0}}\right) \mathbb{1}_{\Gamma}\right) .
\end{aligned}
$$

Expanding the term $(1-p)^{N-n}$ as powers of $p$ and rearranging the sums, we obtain

$$
\begin{align*}
& \mathbb{E}\left(\operatorname{Tr}\left(\mathbb{1}_{\Gamma}\left(\frac{1}{z-H_{K_{L}}}-\frac{1}{z-H_{0}}\right) \mathbb{1}_{\Gamma}\right)\right) \\
& \quad=\sum_{j=0}^{N} p^{j} \sum_{n=0}^{j}(-1)^{j-n}\binom{N-n}{j-n} \sum_{\substack{K \subset \mathbb{Z}^{d} \cap_{\Gamma_{L}} \\
|K|=n}} \operatorname{Tr}\left(\mathbb{1}_{\Gamma}\left(\frac{1}{z-H_{K}}-\frac{1}{z-H_{0}}\right) \mathbb{1}_{\Gamma}\right) \\
& \quad=\sum_{j=0}^{J} a_{j, L} p^{j}+R_{J, L}(z, p), \tag{84}
\end{align*}
$$

where we have denoted the $j^{\text {th }}$ order term by

$$
\begin{aligned}
a_{j, L}(z) & =\sum_{n=0}^{j}\binom{N-n}{j-n} \sum_{\substack{K \subset \mathbb{Z}^{d} \cap_{\cap} \\
|K|=n}}(-1)^{j-n} \operatorname{Tr}\left(\mathbb{1}_{\Gamma}\left(\frac{1}{z-H_{K}}-\frac{1}{z-H_{0}}\right) \mathbb{1}_{\Gamma}\right) \\
& =\sum_{\substack{K \subset \mathbb{Z}^{d} \cap \Gamma_{L} \\
|K|=j}} \sum_{K^{\prime} \subset K}(-1)^{\left|K \backslash K^{\prime}\right|} \operatorname{Tr}\left(\mathbb{1}_{\Gamma}\left(\frac{1}{z-H_{K^{\prime}}}-\frac{1}{z-H_{0}}\right) \mathbb{1}_{\Gamma}\right)
\end{aligned}
$$

and the remainder of the series by
$R_{J, L}(z, p)=\sum_{n=0}^{N} p^{n}(1-p)^{N-n} \sum_{\substack{K \subset \mathbb{Z}^{d} \cap_{\Gamma} \\|K|=n}} \operatorname{Tr}\left(\mathbb{1}_{\Gamma}\left(\frac{1}{z-H_{K}}-\frac{1}{z-H_{0}}\right) \mathbb{1}_{\Gamma}\right)-\sum_{j=0}^{J} a_{j, L} p^{j}$.
The result will now follow from the next proposition, whose proof is postponed until the end of the proof of the theorem.

Proposition 7.1 (Estimates on $a_{j, L}$ and $\left.R_{J, L}\right)$. There exists $\alpha_{c}>0$ such that

- for $j \leq 2$, there exists $C \geq 0$ such that for any $\chi \in L^{2}\left(\mathbb{R}^{d}\right)$ satisfying $\operatorname{supp}(\chi) \subset \Gamma$ and $\|\chi\|_{L^{2}} \leq \alpha_{c}$ and any $z \in \mathbb{C} \backslash \mathbb{R}$,

$$
\begin{equation*}
\left.\sum_{\substack{K \subset \mathbb{Z}^{d} \\|K|=j}}\left|\sum_{K^{\prime} \subset K}(-1)^{\mid K \backslash K^{\prime}}\right| \operatorname{Tr}\left(\mathbb{1}_{\Gamma}\left(\frac{1}{z-H_{K^{\prime}}}-\frac{1}{z-H_{0}}\right) \mathbb{1}_{\Gamma}\right) \right\rvert\, \leq C\|\chi\|_{L^{2}}\left(\frac{1+|z|}{|\operatorname{Im}(\mathrm{z})|}\right)^{j+1+j d} \tag{85}
\end{equation*}
$$

- for $J \leq 2$, there exists $C \geq 0$ such that for any $\chi \in L^{2}\left(\mathbb{R}^{d}\right)$ satisfying $\operatorname{supp}(\chi) \subset \Gamma$ and $\|\chi\|_{L^{2}} \leq \alpha_{c}, z \in \mathbb{C} \backslash \mathbb{R}, p \in[0,1]$ and $L \in 2 \mathbb{N}+1$

$$
\begin{equation*}
\left|R_{J, L}(z, p)\right| \leq C\|\chi\|_{L^{2}} p^{J+1}\left(\frac{1+|z|}{|\operatorname{Im}(\mathrm{z})|}\right)^{(J+2)(d+1)} \tag{86}
\end{equation*}
$$

We deduce from Proposition 7.1 that for any $j \leq 2$, and $z \in \mathbb{C} \backslash \mathbb{R}, a_{j, L}(z)$ converges as $L \rightarrow \infty$ to

$$
\begin{equation*}
a_{j}(z)=\sum_{\substack{K \subset \mathbb{Z}^{d} \\|K|=j}} \sum_{K^{\prime} \subset K}(-1)^{\left|K \backslash K^{\prime}\right|} \operatorname{Tr}\left(\mathbb{1}_{\Gamma}\left(\frac{1}{z-H_{K^{\prime}}}-\frac{1}{z-H_{0}}\right) \mathbb{1}_{\Gamma}\right), \tag{87}
\end{equation*}
$$

and that for any $J \leq 2$ and $p \in[0,1], R_{J, L}(z, p)$ converges, up to extraction, as $L \rightarrow \infty$ to $R_{J}(z, p)$, which satisfies

$$
\left|R_{J}(z, p)\right| \leq C\|\chi\|_{L^{2}} p^{J+1}\left(\frac{1+|z|}{|\operatorname{Im}(\mathrm{z})|}\right)^{(J+2)(d+1)}
$$

Passing to the limit as $L \rightarrow \infty$ for this subsequence in (84) and in view of (83), we obtain

$$
\underline{\operatorname{Tr}}\left(\frac{1}{z-H_{p}}-\frac{1}{z-H_{0}}\right)=\sum_{j=1}^{J} a_{j}(z) p^{j}+p^{J+1} R_{J}(z, p) .
$$

Going back to (82), we thus have

$$
\left\langle n_{p}-n_{0}, \varphi\right\rangle=\sum_{i=1}^{J}\left(-\frac{1}{\pi} \int_{\mathbb{C}} \frac{\partial \widetilde{\varphi}}{\partial \bar{z}}(z) a_{j}(z) d x d y\right) p^{j}-\left(\frac{1}{\pi} \int_{\mathbb{C}} \frac{\partial \widetilde{\varphi}}{\partial \bar{z}}(z) R_{J}(z, p) d x d y\right) p^{J+1}
$$

A simple calculation shows that

$$
\begin{aligned}
a_{j}(z) & =\frac{1}{j} \sum_{\substack{K K \mathbb{Z}^{d} \\
|K|=K \in K}} \sum_{k \in \mathbb{Z}^{d}} \sum_{K^{\prime} \subset K+k}(-1)^{\left|K \backslash K^{\prime}\right|} \operatorname{Tr}\left(\mathbb{1}_{\Gamma}\left(\frac{1}{z-H_{K^{\prime}}}-\frac{1}{z-H_{0}}\right) \mathbb{1}_{\Gamma}\right) \\
& =\frac{1}{j} \sum_{\substack{K \subset \mathbb{Z}^{d} \\
|K|=j, 0 \in K}} \sum_{K^{\prime} \subset K}(-1)^{\left|K \backslash K^{\prime}\right|} \operatorname{Tr}\left(\frac{1}{z-H_{K^{\prime}}}-\frac{1}{z-H_{0}}\right) .
\end{aligned}
$$

Therefore, by the dominated convergence theorem for series, we obtain

$$
\begin{aligned}
-\frac{1}{\pi} \int_{\mathbb{C}} \frac{\partial \widetilde{\varphi}}{\partial \bar{z}}(z) a_{j}(z) d x d y & =\frac{1}{j} \sum_{\substack{K \subset \mathbb{Z}^{d} \\
|K|=j, 0 \in K}} \sum_{K^{\prime} \subset K}(-1)^{\left|K \backslash K^{\prime}\right|} \operatorname{Tr}\left(\varphi\left(H_{K^{\prime}}\right)-\varphi\left(H_{0}\right)\right) \\
& =\left\langle\mu_{j}, \varphi\right\rangle .
\end{aligned}
$$

Moreover, using (81), (85) and (87), we see that $\mu_{j}$ is a distribution of order at most $j+3+j d$. Finally, $\varphi \mapsto-\frac{1}{\pi} \int_{\mathbb{C}} \frac{\partial \widetilde{\varphi}}{\partial \bar{z}}(z) R_{J}(z, p) d x d y$ defines a distribution of order at most $J+4+(J+2) d$ and satisfies

$$
\left|\frac{1}{\pi} \int_{\mathbb{C}} \frac{\partial \widetilde{\varphi}}{\partial \bar{z}}(z) R_{J}(z, p) d x d y\right| \leq C_{J} \sup _{\substack{\beta \leq J+4+(J+2) d \\ \alpha \leq(J+3)(d+1)}} \mathcal{N}_{\alpha, \beta}(\varphi)
$$

This concludes the proof of Theorem 2.7.
To complete the proof of Theorem 2.7, we need to prove Proposition 7.1. We first state and prove Lemma 7.2 which will be useful in the proof of Proposition 7.1.
Lemma 7.2. Let $H=-\Delta+W$, with $W \in L_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right)$. Then, for any $\beta \in \mathbb{N}$ and any Borel set $B \subset \mathbb{R}^{d}$, there exists $C \geq 0$ and $C^{\prime}>0$ such that for any $z \in \mathbb{C} \backslash \mathbb{R}$ and any $\nu, \nu^{\prime} \in L_{c}^{2}\left(\mathbb{R}^{d}\right)$ satisfying $\|\nu\|_{L_{\text {unif }}^{2}},\left\|\nu^{\prime}\right\|_{L_{\text {unif }}^{2}} \leq \alpha_{c}, R=\mathrm{d}(\operatorname{supp}(\nu), 0) \geq 1$, $R^{\prime}=\mathrm{d}\left(\operatorname{supp}\left(\nu^{\prime}\right), 0\right) \geq 1, D=\mathrm{d}\left(\operatorname{supp}(\nu), \operatorname{supp}\left(\nu^{\prime}\right)\right) \geq 1$, we have

$$
\begin{gather*}
\left\|\mathbb{1}_{\Gamma} \frac{1}{z-H} V_{\nu}\right\|_{\mathfrak{S}_{2}} \leq C \frac{1+|z|}{|\operatorname{Im}(z)|}\left(e^{-C^{\prime}(\log R)^{2}}+e^{-C^{\prime} c_{2}(z) R}\right)\|\nu\|_{L_{\text {unif }}^{2}}  \tag{88}\\
\left\|V_{\nu \mathbb{1}_{B}} \frac{1}{z-H}\left(V_{\nu+\nu^{\prime}}-V_{\nu}\right)\right\|_{\mathcal{B}} \leq \frac{C}{|\operatorname{Im}(z)|}\left(\frac{1}{D^{\beta}}+e^{-C^{\prime} c_{2}(z) D}\right)\|\nu\|_{L_{\text {unif }}^{2}}\left(\|\nu\|_{L_{\text {unif }}^{2}}+\left\|\nu^{\prime}\right\|_{L_{\text {unif }}^{2}}\right), \tag{89}
\end{gather*}
$$

$$
\begin{align*}
\left\|1_{\Gamma} \frac{1}{z-H}\left(V_{\nu+\nu^{\prime}}-V_{\nu}\right)\right\|_{\mathfrak{S}_{2}} & \leq C \frac{1+|z|}{|\operatorname{Im}(z)|}\left[\frac{1}{D^{\beta}}+e^{-C^{\prime} c_{2}(z) D}+e^{-C^{\prime}\left(\log R^{\prime}\right)^{2}}+e^{-C^{\prime} c_{2}(z) R^{\prime}}\right] \\
& \times\left(\|\nu\|_{L_{\text {unif }}^{2}}+\left\|\nu^{\prime}\right\|_{L_{\text {unif }}^{2}}\right) \tag{90}
\end{align*}
$$

and

$$
\begin{align*}
\left\|\mathbb{1}_{\Gamma} \frac{1}{z-H}\left(V_{\nu+\nu^{\prime}}-V_{\nu}-V_{\nu^{\prime}}\right)\right\|_{\mathfrak{S}_{2}} & \leq C \frac{1+|z|}{|\operatorname{Im}(z)|}\left(\frac{1}{D^{\beta}}\left(e^{-C^{\prime}(\log \widetilde{R})^{2}}+e^{-C^{\prime} c_{2}(z) \widetilde{R}}\right)\right) \\
& \times\left(\|\nu\|_{L_{\text {unif }}^{2}}+\left\|\nu^{\prime}\right\|_{L_{\text {unif }}^{2}}\right), \tag{91}
\end{align*}
$$

where $\widetilde{R}=\min \left\{R, R^{\prime}\right\}, c_{2}(z)=\mathrm{d}(z, \sigma(H)) /(1+|z|)$ and where the constants $C$ and $C^{\prime}$ depend on $W$ only through its $L_{\text {unif }}^{2}$-norm.

Proof. Inequalities (88) - (91) follow from Lemmas 3.2 and 3.6, Theorem 2.3 and Proposition 2.6. For instance, for (88), we first look at $V_{\nu}$ far from $\Gamma$. Using Lemma 3.6, we have

$$
\begin{aligned}
\left\|\mathbb{1}_{\Gamma} \frac{1}{z-H} \mathbb{1}_{\mathbb{R}^{d} \backslash B\left(0, \frac{R}{4}\right)} V_{\nu}\right\|_{\mathfrak{S}_{2}} & \leq \frac{C}{|\operatorname{Im}(z)|} e^{-C^{\prime} c_{2}(z) R}\left\|V_{\nu}\right\|_{L^{\infty}} \\
& \leq \frac{C}{|\operatorname{Im}(z)|} e^{-C^{\prime} c_{2}(z) R}\|\nu\|_{L_{\text {unif }}^{2}}
\end{aligned}
$$

Near $\Gamma, V_{\nu}$ decays as $R$ gets large by Theorem 2.3. As $\mathrm{d}\left(B\left(0, \frac{R}{4}\right), \operatorname{supp}(\nu)\right) \geq R / 2$, then, by (13), we have

$$
\left\|\mathbb{1}_{B\left(0, \frac{R}{4}\right)} V_{\nu}\right\|_{L^{\infty}} \leq C\left\|\mathbb{1}_{B\left(0, \frac{R}{4}\right)} V_{\nu}\right\|_{H_{\text {unif }}^{2}} \leq C e^{-C^{\prime}(\log R)^{2}}\|\nu\|_{L_{\text {unif }}^{2}}
$$

where we have used that in dimension $d \leq 3, H_{\text {unif }}^{2}\left(\mathbb{R}^{d}\right) \hookrightarrow L^{\infty}\left(\mathbb{R}^{d}\right)$. We next use Lemma 3.2 and the Kato-Seiler-Simon inequality (19) to obtain

$$
\begin{aligned}
\left\|\mathbb{1}_{\Gamma} \frac{1}{z-H} \mathbb{1}_{B\left(0, \frac{R}{4}\right)} V_{\nu}\right\|_{\mathfrak{S}_{2}} & \leq\left\|\mathbb{1}_{\Gamma} \frac{1}{-\Delta+1}\right\|_{\mathfrak{S}_{2}}\left\|(-\Delta+1) \frac{1}{z-H}\right\|_{\mathcal{B}}\left\|\mathbb{1}_{B\left(0, \frac{R}{4}\right)} V_{\nu}\right\|_{L^{\infty}} \\
& \leq C \frac{1+|z|}{|\operatorname{Im}(z)|} e^{-C^{\prime}(\log R)^{2}}\|\nu\|_{L_{\text {unif }}^{2}},
\end{aligned}
$$

which concludes the proof of (88). The proofs of (89), (90) and (91) use the same techniques; they can be found in [21].

We now prove Proposition 7.1.
Proof of Proposition 7.1. Let $\alpha_{c}$ be the minimum of the constants $\alpha_{c}$ defined in Theorems 2.1 and 2.3 and Propositions 2.5 and 2.6. We assume that $\|\chi\|_{L^{2}} \leq \alpha_{c}$. Throughout the proof, $\beta$ will denote an integer greater than $d+1$ whose value might change from one line to another and $C \geq 0$ and $C^{\prime}>0$ constants that depend, in general, on $\beta$. For $z \in \mathbb{C} \backslash \mathbb{R}$, we denote by $R_{0}(z)=\left(z-H_{0}\right)^{-1}$ and for any $K \subset \mathbb{Z}^{d}$, we set $R_{K}(z)=\left(z-H_{K}\right)^{-1}$. We omit the dependence on $z$ when there is no ambiguity. We also omit the $\|\chi\|_{L^{2}}$ in our estimates. Let $L \in 2 \mathbb{N}+1$ and denote by $N=L^{d}$.

For $j=1$ and $K=\{k\}$, with $k \in \mathbb{Z}^{d}$, we have

$$
\left|\operatorname{Tr}\left(\mathbb{1}_{\Gamma}\left(R_{\{k\}}-R_{0}\right) \mathbb{1}_{\Gamma}\right)\right|=\left|\operatorname{Tr}\left(\mathbb{1}_{\Gamma} R_{0} V_{\{k\}} R_{\{k\}} \mathbb{1}_{\Gamma}\right)\right| \leq\left\|\mathbb{1}_{\Gamma} R_{0} V_{\{k\}}\right\|_{\mathfrak{S}_{2}}\left\|R_{\{k\}} \mathbb{1}_{\Gamma}\right\|_{\mathfrak{S}_{2}}
$$

Therefore, using (88) in Lemma 7.2, we get

$$
\left|\operatorname{Tr}\left(\mathbb{1}_{\Gamma} R_{\{k\}} V_{\{k\}} R_{0} \mathbb{1}_{\Gamma}\right)\right| \leq C\left(\frac{1+|z|}{|\operatorname{Im}(z)|}\right)^{2}\left(e^{-\frac{C^{\prime}}{2}(\log |k|)^{2}}+e^{-\frac{C^{\prime}}{2} c_{2}(z)|k|}\right)
$$

Since the series $\sum_{k \in \mathbb{Z}^{d}} e^{-\lambda|k|}$, with $\lambda>0$, is equivalent to $\int_{\mathbb{R}^{d}} e^{-\lambda|x|} d x=1 / \lambda^{d}$, and for $z \in\{z \in \mathbb{C},|\operatorname{Im}(z)| \leq 1\}$, it holds $1 / c_{2}(z) \leq(1+|z|) /|\operatorname{Im}(z)|$ and $1 \leq(1+$ $|z|) /|\operatorname{Im}(z)|$, we deduce that the series $\sum_{k \in \mathbb{Z}^{d}}\left|\operatorname{Tr}\left(\mathbb{1}_{\Gamma} R_{\{k\}} V_{\{k\}} R_{0} \mathbb{1}_{\Gamma}\right)\right|$ is convergent and its sum satisfies

$$
\sum_{k \in \mathbb{Z}^{d}}\left|\operatorname{Tr}\left(\mathbb{1}_{\Gamma} R_{\{k\}} V_{\{k\}} R_{0} \mathbb{1}_{\Gamma}\right)\right| \leq C\left(\frac{1+|z|}{|\operatorname{Im}(z)|}\right)^{2+d}
$$

For $j=2$ and $K=\left\{k, k^{\prime}\right\}$, with $k, k^{\prime} \in \mathbb{Z}^{d}$, a straightforward calculation gives

$$
\begin{align*}
\sum_{K^{\prime} \subset K}(-1)^{\mid K \backslash K^{\prime}} \mid & \operatorname{Tr}
\end{aligned} \begin{aligned}
& \left(\mathbb{1}_{\Gamma}\left(R_{K^{\prime}}-R_{0}\right) \mathbb{1}_{\Gamma}\right) \\
& =\operatorname{Tr}\left(\mathbb{1}_{\Gamma} R_{0}\left(V_{\left\{k, k^{\prime}\right\}}-V_{\{k\}}-V_{\left\{k^{\prime}\right\}}\right) R_{\left\{k, k^{\prime}\right\}} \mathbb{1}_{\Gamma}\right) \\
& +\operatorname{Tr}\left(\mathbb{1}_{\Gamma} R_{0} V_{\{k\}} R_{\{k\}}\left(V_{\left\{k, k^{\prime}\right\}}-V_{\{k\}}\right) R_{\left\{k, k^{\prime}\right\}} \mathbb{1}_{\Gamma}\right) \\
& +\operatorname{Tr}\left(\mathbb{1}_{\Gamma} R_{0} V_{\left\{k^{\prime}\right\}} R_{\left\{k^{\prime}\right\}}\left(V_{\left\{k, k^{\prime}\right\}}-V_{\left\{k^{\prime}\right\}}\right) R_{\left\{k, k^{\prime}\right\}} \mathbb{1}_{\Gamma}\right) . \tag{92}
\end{align*}
$$

Using the inequality (91), the first term of the RHS of (92) can be estimated by

$$
\begin{aligned}
& \left\|\mathbb{1}_{\Gamma} R_{0}\left(V_{\left\{k, k^{\prime}\right\}}-V_{\{k\}}-V_{\left\{k^{\prime}\right\}}\right)\right\|_{\mathfrak{S}_{2}}\left\|R_{\left\{k, k^{\prime}\right\}} \mathbb{1}_{\Gamma}\right\|_{\mathfrak{S}_{2}} \\
& \quad \leq\left(\frac{1+|z|}{|\operatorname{Im}(z)|}\right)^{2}\left(\frac{C}{\left|k-k^{\prime}\right|^{\beta}}\left(e^{-C^{\prime}\left(\log \min \left\{|k|,\left|k^{\prime}\right|\right\}\right)^{2}}+e^{-C^{\prime} c_{2}(z) \min \left\{|k|,\left|k^{\prime}\right|\right\}}\right)\right)
\end{aligned}
$$

As to bound the second term of the RHS of (92), it is bounded by

$$
\begin{aligned}
&\left\|\mathbb{1}_{\Gamma} R_{0} V_{\{k\}}\right\|_{\mathfrak{S}_{2}} \| R_{\{k\}}\left(V_{\left\{k, k^{\prime}\right\}}-V_{\{k\}}\right)\left\|_{\mathcal{B}}\right\| R_{\left\{k, k^{\prime}\right\}} \mathbb{1}_{\Gamma} \|_{\mathfrak{S}_{2}} \\
& \leq C\left(\frac{1+|z|}{|\operatorname{Im}(z)|}\right)^{3}\left(e^{-C^{\prime}(\log |k|)^{2}}+e^{-C^{\prime} c_{2}(z)|k|}\right)
\end{aligned}
$$

using (88), and by

$$
\begin{aligned}
\left\|\mathbb{1}_{\Gamma} R_{0}\right\|_{\mathfrak{S}_{2}}\left\|V_{\{k\}} R_{\{k\}}\left(V_{\left\{k, k^{\prime}\right\}}-V_{\{k\}}\right)\right\|_{\mathcal{B}}\left\|R_{\left\{k, k^{\prime}\right\}} \mathbb{1}_{\Gamma}\right\|_{\mathfrak{S}_{2}} \\
\leq C\left(\frac{1+|z|}{|\operatorname{Im}(z)|}\right)^{3}\left(\frac{1}{\left|k-k^{\prime}\right|^{\beta}}+e^{-C^{\prime} c_{2}(z)\left|k-k^{\prime}\right|}\right)
\end{aligned}
$$

using (89). Therefore

$$
\begin{aligned}
& \left|\operatorname{Tr}\left(\mathbb{1}_{\Gamma} R_{0} V_{\{k\}} R_{\{k\}}\left(V_{\left\{k, k^{\prime}\right\}}-V_{\{k\}}\right) R_{\left\{k, k^{\prime}\right\}} \mathbb{1}_{\Gamma}\right)\right| \leq C\left(\frac{1+|z|}{|\operatorname{Im}(z)|}\right)^{3} \\
& \quad \times\left(e^{-C^{\prime}(\log |k|)^{2}}+e^{-C^{\prime} c_{2}(z)|k|}\right)^{\frac{1}{2}}\left(\frac{1}{\left|k-k^{\prime}\right|^{\beta}}+e^{-C^{\prime} c_{2}(z)\left|k-k^{\prime}\right|}\right)^{\frac{1}{2}}
\end{aligned}
$$

We have the same bound for the third term of the RHS of (92). Therefore, the series $\sum_{\substack{K \subset \mathbb{Z}^{d} \\|K|=2}}\left|\sum_{K^{\prime} \subset K}(-1)^{\left|K \backslash K^{\prime}\right|} \operatorname{Tr}\left(\mathbb{1}_{\Gamma}\left(R_{K^{\prime}}-R_{0}\right) \mathbb{1}_{\Gamma}\right)\right|$ is convergent and its sum satisfies

$$
\sum_{\substack{K \subset Z^{d} \\|K|=2}}\left|\sum_{K^{\prime} \subset K}(-1)^{\left|K \backslash K^{\prime}\right|} \operatorname{Tr}\left(\mathbb{1}_{\Gamma}\left(R_{K^{\prime}}-R_{0}\right) 1_{\Gamma}\right)\right| \leq C\left(\frac{|z|+1}{|\operatorname{Im}(z)|}\right)^{3+2 d}
$$

We turn to the proof of the estimate on the remainder (86). Let $J \leq 2$ and $p \in[0,1]$. We first write $R_{J, L}(z, p)$ in the form of the expectancy of a binomial variable. Indeed, we have

$$
R_{J, L}(z, p)=\sum_{n=0}^{N} p^{n}(1-p)^{N-n} \sum_{\substack{K \subset Z^{d} \cap \Gamma \\|K|=n}} f_{L, K}-\sum_{j=1}^{J} a_{j, L}(z) p^{j}
$$

where $f_{L, K}=\operatorname{Tr}\left(1_{\Gamma}\left(R_{K}-R_{0}\right) 1_{\Gamma}\right)$. Rearranging all the terms (see [21] for details), we obtain

$$
R_{J, L}(z, p)=p^{J+1} \mathbb{E}\left(g_{J, L}\left(Y_{L}+J+1, z\right)\right)
$$

where $Y_{L}$ is a random variable of binomial distribution of parameters $p$ and $N-J-1$ and $g_{J, L}(\cdot, z):\{J+1, \cdots, N\} \rightarrow \mathbb{R}$ is defined by

$$
\begin{aligned}
& g_{J, L}(n, z)=\binom{N-J-1}{n-J-1}^{-1} \sum_{\substack{K \subset Z^{d} \cap_{\Gamma} \\
|K|=n}} \operatorname{Tr}\left(1_{\Gamma}\left(R_{K}(z)-R_{0}(z)\right) 1_{\Gamma}\right) \\
& -\binom{N-J-1}{n-J-1}^{-1} \sum_{\substack{K \subset \mathbb{Z}^{d} n_{\Gamma} \\
|K|=n}} \sum_{\substack{K^{\prime} \subset K \\
\left|K^{\prime}\right| \leq J}} \sum_{K^{\prime \prime} \subset K^{\prime}}(-1)^{K^{\prime} \backslash K^{\prime \prime}} \operatorname{Tr}\left(1_{\Gamma}\left(R_{K^{\prime \prime}}(z)-R_{0}\right) 1_{\Gamma}\right) .
\end{aligned}
$$

In order to prove (86), it is therefore sufficient to show that there exists $C \geq 0$ such that for any $L \in 2 \mathbb{N}+1$ and $J+1 \leq n \leq N$,

$$
\left|g_{J, L}(n, z)\right| \leq C\left(\frac{1+|z|}{|\operatorname{Im}(z)|}\right)^{J+2+(J+1) d}
$$

It is sufficient to prove the above inequality for $J=2$. Let $J+1 \leq n \leq N$ and consider a configuration $K \subset \mathbb{Z}^{d} \cap \Gamma_{L}$ such that $|K|=n$. A straightforward calculation shows that

$$
g_{J, L}(n, z)=\binom{N-J-1}{n-J-1}^{-1} \sum_{\substack{K \subset \mathbb{Z}^{d} \Gamma_{L} \\|K|=n+J+1}} \operatorname{Tr}\left(1_{\Gamma} R_{0}\left(P_{1, K}-P_{2, K}\right) R_{K} 1_{\Gamma}\right)
$$

where

$$
P_{1, K}=V_{K}-\sum_{k \in K} V_{\{k\}}-\sum_{\substack{k, k^{\prime} \in K \\ k \neq k^{\prime}}}\left(V_{\left\{k, k^{\prime}\right\}}-V_{\{k\}}-V_{\left\{k^{\prime}\right\}}\right)
$$

and

$$
\begin{aligned}
P_{2, K}=\sum_{k \in K} V_{\{k\}} R_{k} & \left(V_{K}-V_{\{k\}}\right)+\sum_{\left\{k, k^{\prime}\right\} \subset K}\left(V_{\left\{k, k^{\prime}\right\}} R_{\left\{k, k^{\prime}\right\}}\left(V_{K}-V_{\left\{k, k^{\prime}\right\}}\right)\right. \\
& \left.-V_{\{k\}} R_{\{k\}}\left(V_{K}-V_{\{k\}}\right)-V_{\left\{k^{\prime}\right\}} R_{\left\{k^{\prime}\right\}}\left(V_{K}-V_{\left\{k^{\prime}\right\}}\right)\right)
\end{aligned}
$$

Besides

$$
P_{1, K}=\sum_{r \in \mathbb{Z}^{d}} \mathbb{1}_{\Gamma+r} P_{1, K}
$$

For each $r \in \mathbb{Z}^{d}$, we split $\mathbb{1}_{\Gamma+r} P_{1, K}$ into two $r$-dependent quantities: a part involving the defect in $k_{0}=\arg \inf _{k \in K}|k-r|$ and the rest. We denote by

$$
A_{K, k_{0}}=V_{K}-V_{\left\{k_{0}\right\}}-\sum_{k \in K \backslash\left\{k_{0}\right\}}\left(V_{\left\{k, k_{0}\right\}}-V_{\left\{k_{0}\right\}}\right)
$$

and

$$
B_{K, k_{0}}=\sum_{\left\{k, k^{\prime}\right\} \subset K \backslash\left\{k_{0}\right\}}\left(V_{\left\{k, k^{\prime}\right\}}-V_{\{k\}}-V_{\left\{k^{\prime}\right\}}\right) .
$$

Then

$$
P_{1, K}=\sum_{r \in \mathbb{Z}^{d}} \mathbb{1}_{\Gamma+r} A_{K, k_{0}}-\sum_{r \in \mathbb{Z}^{d}} \mathbb{1}_{\Gamma+r} B_{K, k_{0}}
$$

We have thus split $g_{J, L}(n, z)$ into three parts

$$
\begin{align*}
g_{J, L}(n, z)= & \binom{N-J-1}{n-J-1}^{-1} \sum_{\substack{K \subset \mathbb{Z}^{d} \cap_{L} \\
|K|=n}} \operatorname{Tr}\left(1_{\Gamma} R_{0} \sum_{r \in \mathbb{Z}^{d}} \mathbb{1}_{\Gamma+r} A_{K, k_{0}} R_{K} 1_{\Gamma}\right) \\
& -\binom{N-J-1}{n-J-1}^{-1} \sum_{\substack{K \subset \mathbb{Z}^{d} \Gamma^{\prime} \\
|K|=n}} \operatorname{Tr}\left(\sum_{r \in \mathbb{Z}^{d}} \mathbb{1}_{\Gamma+r} B_{K, k_{0}} R_{K} 1_{\Gamma}\right) \\
& +\binom{N-J-1}{n-J-1}^{-1} \sum_{\substack{K \subset \mathbb{Z}^{d} \cap_{\cap} \\
|K|=n}} \operatorname{Tr}\left(P_{2, K} R_{K} 1_{\Gamma}\right) \tag{93}
\end{align*}
$$

that we will bound successively. We start by the first term. Let $r \in \mathbb{Z}^{d}$ and denote by $k_{1}=\arg \inf _{k \in K \backslash\left\{k_{0}\right\}} \mathrm{d}\left(k,\left\{r, k_{0}\right\}\right)$. We introduce

$$
\ell_{0}(K, r)=\left|r-k_{0}\right|, \quad \ell_{1}(K, r)=\mathrm{d}\left(K \backslash\left\{k_{0}\right\},\left\{r, k_{0}\right\}\right)
$$

and

$$
\ell_{2}(K, r)=\mathrm{d}\left(K \backslash\left\{k_{0}, k_{1}\right\},\left\{r, k_{0}, k_{1}\right\}\right) .
$$

When there is no ambiguity, we omit to note the dependence of these quantities on $K$ and $r$. By Theorem 2.3, we first have

$$
\begin{equation*}
\left\|1_{\Gamma+r}\left(V_{K}-V_{\left\{k_{0}\right\}}\right)\right\|_{L^{\infty}} \leq\left\|1_{\Gamma+r} V_{K}\right\|_{L^{\infty}}+\left\|1_{\Gamma+r} V_{\left\{k_{0}\right\}}\right\|_{L^{\infty}} \leq \frac{C}{\left(\ell_{0}+1\right)^{\beta}} \tag{94}
\end{equation*}
$$

We now want to control $\left\|1_{\Gamma+r}\left(V_{K}-V_{\left\{k_{0}\right\}}\right)\right\|_{L^{\infty}}$ by $1 /\left(\ell_{1}+1\right)^{\beta}$. If $\ell_{0}<\ell_{1} / 4^{\beta}$ (see Figure 4), then by Proposition 2.6, we have

$$
\begin{equation*}
\left\|1_{\Gamma+r}\left(V_{K}-V_{\left\{k_{0}\right\}}\right)\right\|_{L^{\infty}} \leq \frac{C}{\left(\ell_{1}+1\right)^{\beta}} \tag{95}
\end{equation*}
$$

If $\ell_{0} \geq \ell_{1} / 4^{\beta}$, then (94) gives


Figure 4. A configuration of $r, k_{0}$ and $k_{1}$ where $\ell_{0} \leq \ell_{1} / 4^{\beta}$ used in the proof of Lemma 7.2.

$$
\begin{equation*}
\left\|1_{\Gamma+r}\left(V_{K}-V_{\left\{k_{0}\right\}}\right)\right\|_{L^{\infty}} \leq \frac{C}{\left(\ell_{0}+1\right)^{\beta}} \leq \frac{C}{\left(\ell_{1}+1\right)^{\beta}} \tag{96}
\end{equation*}
$$

Therefore, by (94), (95) and (96),

$$
\begin{align*}
\left\|1_{\Gamma+r}\left(V_{K}-V_{\left\{k_{0}\right\}}\right)\right\|_{L^{\infty}} & =\left\|1_{\Gamma+r}\left(V_{K}-V_{\left\{k_{0}\right\}}\right)\right\|_{L^{\infty}}^{\frac{1}{2}} \times\left\|1_{\Gamma+r}\left(V_{K}-V_{\left\{k_{0}\right\}}\right)\right\|_{L^{\infty}}^{\frac{1}{2}} \\
& \leq \frac{C}{\left(\ell_{0}+1\right)^{\frac{\beta}{2}}\left(\ell_{1}+1\right)^{\frac{\beta}{2}}} \tag{97}
\end{align*}
$$

We proceed similarly for the remaining term of $A_{K, k_{0}}$. First, as (97) holds for any $\beta \geq 0$ and any $K \ni k_{0}$, then we have for any $k \in K \backslash\left\{k_{0}\right\}$

$$
\begin{equation*}
\left\|1_{\Gamma+r}\left(V_{\left\{k_{0}, k\right\}}-V_{\left\{k_{0}\right\}}\right)\right\|_{L^{\infty}} \leq \frac{C}{\left(\ell_{1}+1\right)^{\beta}\left(\ell_{0}+1\right)^{\beta}} \tag{98}
\end{equation*}
$$

Next, if $\ell_{0}<\left|k-k_{0}\right| / 4^{\beta}$, then by Proposition 2.6, we have

$$
\left\|1_{\Gamma+r}\left(V_{\left\{k_{0}, k\right\}}-V_{\left\{k_{0}\right\}}\right)\right\|_{L^{\infty}} \leq \frac{C}{\left|k_{0}-k\right|^{\beta}}
$$

Otherwise, by (98)

$$
\left\|1_{\Gamma+r}\left(V_{\left\{k_{0}, k\right\}}-V_{\left\{k_{0}\right\}}\right)\right\|_{L^{\infty}} \leq \frac{C}{\left(\ell_{0}+1\right)^{\beta}} \leq \frac{C}{\left(\left|k-k_{0}\right|+1\right)^{\beta}}
$$

Therefore, reasoning as in (97), we have for $\beta$ large enough

$$
\begin{align*}
\left\|\sum_{k \in K \backslash\left\{k_{0}\right\}} 1_{\Gamma+r}\left(V_{\left\{k_{0}, k\right\}}-V_{\left\{k_{0}\right\}}\right)\right\|_{L^{\infty}} & \leq \sum_{k \in K \backslash\left\{k_{0}\right\}}\left(\left\|1_{\Gamma+r}\left(V_{\left\{k_{0}, k\right\}}-V_{\left\{k_{0}\right\}}\right)\right\|_{L^{\infty}}^{\frac{1}{2}}\right)^{2} \\
& \leq \frac{C}{\left(\ell_{1}+1\right)^{\frac{\beta}{2}}\left(\ell_{0}+1\right)^{\frac{\beta}{2}}} \sum_{k \in K \backslash\left\{k_{0}\right\}} \frac{1}{\left|k_{0}-k\right|^{\frac{\beta}{2}}} \\
& \leq \frac{C}{\left(\ell_{1}+1\right)^{\frac{\beta}{2}}\left(\ell_{0}+1\right)^{\frac{\beta}{2}}} . \tag{99}
\end{align*}
$$

As (99) and (97) holds for any $\beta \geq 0$, then by the definition of $A_{K, k_{0}}$, we obtain

$$
\begin{equation*}
\left|\mathbb{1}_{\Gamma+r} A_{K, k_{0}}\right| \leq \frac{C}{\left(\ell_{1}+1\right)^{\beta}\left(\ell_{0}+1\right)^{\beta}} \tag{100}
\end{equation*}
$$

To control $A_{K, k_{0}}$ by $1 / \ell_{2}^{\beta}$, we rearrange the terms of $A_{K, k_{0}}$ as follows

$$
A_{K, k_{0}}=V_{K}-V_{\left\{k_{0}, k_{1}\right\}}-\sum_{K \backslash\left\{k_{0}, k_{1}\right\}}\left(V_{\left\{k, k_{0}\right\}}-V_{\left\{k_{0}\right\}}\right) .
$$

By Proposition 2.6, we thus have

$$
\begin{equation*}
\left|\mathbb{1}_{\Gamma+r} A_{K, k_{0}}\right| \leq \frac{C}{\ell_{2}^{\beta}}+\sum_{k \in K \backslash\left\{k_{0}, k_{1}\right\}} \frac{C}{\left|k-k_{0}\right|^{\beta}} \leq \frac{C}{\ell_{2}^{\beta}} \tag{101}
\end{equation*}
$$

As (100) and (101) hold for any $\beta$, then reasoning as in the proof of (97) we have

$$
\begin{aligned}
\operatorname{Tr}\left(\left|1_{\Gamma} R_{0} \mathbb{1}_{\Gamma+r} A_{K, k_{0}} R_{K} 1_{\Gamma}\right|\right) & \leq\left\|1_{\Gamma} R_{0} \mathbb{1}_{\Gamma+r}\right\|_{\mathfrak{S}_{2}}\left\|\mathbb{1}_{\Gamma+r} A_{K, k_{0}}\right\|_{L^{\infty}}\left\|R_{K} 1_{\Gamma}\right\|_{\mathfrak{S}_{2}} \\
& \leq C \frac{e^{-C^{\prime} c_{2}(z)|r|}}{|\operatorname{Im}(z)|} \frac{1}{\left(\ell_{0}+1\right)^{\beta}\left(\ell_{1}+1\right)^{\beta} \ell_{2}^{\beta}} \frac{1+|z|}{|\operatorname{Im}(z)|}
\end{aligned}
$$

Therefore $\sum_{r \in \mathbb{Z}^{d}} \operatorname{Tr}\left(\left|1_{\Gamma} R_{0} \mathbb{1}_{\Gamma+r} A_{K, k_{0}} R_{K} 1_{\Gamma}\right|\right)$ is a convergent series. By Fubini's Theorem, we thus have

$$
\sum_{\substack{K \subset \mathbb{Z}^{d} \cap \Gamma_{L} \\|K|=n}} \operatorname{Tr}\left(1_{\Gamma} R_{0}\left(\sum_{r \in \mathbb{Z}^{d}} \mathbb{1}_{\Gamma+r} A_{K, k_{0}}\right) R_{K} 1_{\Gamma}\right)=\sum_{r \in \mathbb{Z}^{d}} \sum_{\substack{K \subset \mathbb{Z}^{d} \cap \Gamma_{L} \\|K|=n}} \operatorname{Tr}\left(1_{\Gamma} R_{0} \mathbb{1}_{\Gamma+r} A_{K, k_{0}} R_{K} 1_{\Gamma}\right)
$$

To perform the sum over the configurations $K \in\left\{K \subset \mathbb{Z}^{d} \cap \Gamma_{L},|K|=n\right\}$, we classify these configurations depending on the value of $\ell_{i}(r, K), i \in\{0,1,2\}$ :

$$
\begin{aligned}
& \quad \sum_{\substack{K \subset \mathbb{Z}^{d} \cap \Gamma_{L} \\
|K|=n}} \operatorname{Tr}\left(1_{\Gamma} R_{0}\left(\sum_{r \in \mathbb{Z}^{d}} \mathbb{1}_{\Gamma+r} A_{K, k_{0}}\right) R_{K} 1_{\Gamma}\right) \mid \\
& \quad \leq \sum_{r \in \mathbb{Z}^{d}} \sum_{L_{0}, L_{1}, L_{2}=0}^{\sqrt{d} L} \sum_{\substack{K \subset \mathbb{Z}^{d} \cap \Gamma_{L},|K|=n \\
L_{i} \leq \ell_{i}(K, r)<L_{i}+1}} C e^{-C^{\prime} c_{2}(z)|r|}\left(\frac{1+|z|}{|\operatorname{Im}(z)|}\right)^{2} \frac{1}{\Pi_{i=0}^{2}\left(L_{i}+1\right)^{\beta}} . \\
& \quad \leq \sum_{r \in \mathbb{Z}^{d}} \sum_{L_{0}, L_{1}, L_{2}=0}^{\sqrt{d} L} C e^{-C^{\prime} c_{2}(z)|r|}\left(\frac{1+|z|}{|\operatorname{Im}(z)|}\right)^{2} \frac{N_{L, n, r}\left(L_{0}, L_{1}, L_{2}\right)}{\Pi_{i=0}^{2}\left(L_{i}+1\right)^{\beta}}
\end{aligned}
$$

where $N_{L, n, r}\left(L_{0}, L_{1}, L_{2}\right)$ is the number of configurations $K \subset \mathbb{Z}^{d} \cap \Gamma_{L}$ such that $|K|=n$ and $L_{i} \leq \ell_{i}(K, r)<L_{i}+1$ for $i \in\{0,1,2\}$. This number can be estimated by the asymptotic value $C\binom{N-3}{n-3} \prod_{i=0}^{2} L_{i}^{d-1}$ when $N \rightarrow \infty$. Therefore, taking $\beta$ large enough, we obtain that the first term of the RHS of (93) is bounded by

$$
\sum_{r \in \mathbb{Z}^{d}} \sum_{L_{0}, L_{1}, L_{2}=1}^{L} C e^{-C^{\prime} c_{2}(z)|r|}\left(\frac{1+|z|}{|\operatorname{Im}(z)|}\right)^{2} \frac{1}{\Pi_{i=0}^{2}\left(L_{i}+1\right)^{\beta}} \leq C\left(\frac{1+|z|}{|\operatorname{Im}(z)|}\right)^{2+d}
$$

With the same techniques, we find that the second and third terms of the RHS of (93) are respectively bounded by

$$
C\left(\frac{1+|z|}{|\operatorname{Im}(z)|}\right)^{2+d} \quad \text { and } \quad C\left(\frac{1+|z|}{|\operatorname{Im}(z)|}\right)^{4+4 d}
$$

which concludes the proof of the proposition.
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[^1]:    ${ }^{1}$ In the whole paper, we use the convention $f * g h=h f * g=h(f * g)$.

