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Topology-preserving rigid transformation of 2D digital images
Phuc Ngo, Nicolas Passat, Yukiko Kenmochi, Hugues Talbot

Abstract—We provide conditions under which 2D digital images preserve their topological properties under rigid transformations. We consider the two most common digital topology models, namely dual adjacency and well-composedness. This study leads to the proposal of optimal preprocessing strategies that ensure the topological invariance of images under arbitrary rigid transformations. These results and methods are proved to be valid for various kinds of images (binary, grey-level, label), thus providing generic and efficient tools, that can be used in particular in the context of image registration and warping.

Index Terms—Digital images, rigid transformation, digital topology, image preprocessing, registration, warping.

I. INTRODUCTION

In image computing, the preservation of topological properties is a crucial issue. Indeed, topological properties provide useful information and descriptors when performing image processing and analysis tasks such as segmentation [1], classification [2], registration [3] or tracking [4]. This concerns not only 3D (e.g., in medical imaging [5]) but also 2D data (e.g., in remote sensing [6] or computer vision [7]). In particular, topology preservation – pioneered nearly fifty years ago [8], [9] – has been investigated in the context of image transformation, both from the viewpoints of registration [10] and warping [11]. To this end, efforts have been mainly devoted to handling complex transformations, while simpler ones have remained largely under-considered.

The handling of such transformations (e.g., translations, rotations) is often assumed to be almost trivial. Indeed, in $\mathbb{R}^n$, most are topology-preserving, while this is not necessarily the case for complex ones (induced, e.g., by nonrigid registration [12]). Based on this assertion, it is often assumed that simple transformations also lead to trouble-free handling of topological properties in $\mathbb{Z}^n$. This is a wrong belief.

In the case of rigid transformations in $\mathbb{Z}^2$ [13], which include the family of rotations [14], [15], [16], [17], [18], some topological issues have been identified [19], [20]. They are induced by the sampling operation, which is mandatory to guarantee the stability of the transformations inside $\mathbb{Z}^2$.

In this article, that is an extended and improved version of the conference paper [21], we deal with these topological issues (Sec. III), and we provide some methods for topological analysis and preprocessing of images before rigid transformations. We first give some conditions under which a 2D digital image preserves its topological properties under arbitrary rigid transformations (Sec. IV). Then, we propose methods for analysing and preprocessing digital images before rigid transformation, in order to preserve their topological properties (Sec. V). This study is generic on two sides: (i) the main two digital topology models are considered, namely the dual adjacency, and the well-composedness ones; and (ii) the cases of binary, grey-level and label images are dealt with. Experiments are finally proposed (Sec. VI). The article is concluded by perspective works (Sec. VII). For the sake of readability, technical proofs are reported in Appendix A.

II. BACKGROUND NOTIONS

A. Notations

The sets are noted $\mathbb{A}$, $\mathbb{B}$, $\mathbb{C}$, etc., and their subsets are noted $\mathbb{A}$, $\mathbb{B}$, $\mathbb{C}$, etc. The power set of a set $\mathbb{A}$ is noted $2^\mathbb{A}$. The elements of sets are noted $a$, $b$, $c$, etc. If the set is a Cartesian product. By abuse of notation, an element that should be noted as a column vector $\begin{pmatrix} a \\ b \end{pmatrix}$ is noted as a line vector $(a, b)$.

The functions defined on continuous sets are noted $A$, $B$, $C$, etc., and the ones defined on discrete sets are noted $A$, $B$, $C$, etc. A function $F$ from $\mathbb{A}$ to $\mathbb{B}$ is noted $F : \mathbb{A} \to \mathbb{B}$. If $\mathbb{A} \subseteq \mathbb{B}$ and $\mathbb{B} \subseteq \mathbb{C}$, we note $F(A) = \{ F(x) \mid x \in \mathbb{A} \}$ and $F^{-1}(\mathbb{B}) = \{ x \mid F(x) \in \mathbb{B} \}$. If $F$ is a bijection, its inverse function is also noted $F^{-1} : \mathbb{B} \to \mathbb{A}$. The restriction of $F : \mathbb{A} \to \mathbb{B}$ to the subset $\mathbb{A} \subseteq \mathbb{A}$ is noted $F_{|\mathbb{A}} : \mathbb{A} \to \mathbb{B}$. The composition of $F : \mathbb{A} \to \mathbb{B}$ and $G : \mathbb{B} \to \mathbb{C}$ is noted $G \circ F : \mathbb{A} \to \mathbb{C}$. The spaces of functions are noted $\mathbb{A}$, $\mathbb{B}$, $\mathbb{C}$, etc.

Adjacency (i.e., binary, irreflexive and symmetric) relations are noted $\sim$. Equivalence (i.e., binary, reflexive, transitive and symmetric) relations are noted $\sim$. We recall that a relation $\sim$ (resp. $\sim$) defined on a set $\mathbb{A}$ is actually a subset of $\mathbb{A} \times \mathbb{A}$, and that $a \sim b$ (resp. $a \sim b$) means that $(a, b) \in \sim$ (resp. $\sim$). Given a set $\mathbb{A}$, equipped with an equivalence relation $\sim$, the equivalence class of $a \in \mathbb{A}$ with respect to $\sim$ is noted $[a]_{\sim}$, and the quotient set of $\mathbb{A}$ with respect to $\sim$ is noted $\mathbb{A} / \sim$.

The most important notations further introduced are recalled in Table I.

B. Rigid transformations

1) Continuous case: In $\mathbb{R}^2$, a rigid transformation is a function

$$
\mathcal{U} : \mathbb{R}^2 \to \mathbb{R}^2 \quad x \mapsto Rx + t \quad (1)
$$

where $R$ is a rotation matrix, and $t \in \mathbb{R}^2$ is a translation vector. The function $\mathcal{U}$ is a bijection, and we note $\mathcal{T} = \mathcal{U}^{-1}$.
Table I

| $C^i(I)$ | connected components of $I$ |
| $\mathcal{T}(I)$ | rigid transformations |
| $R_{G2}^z$, $R_{G2}^z$ | finite images |
| $W_{G2}^z$, $W_{G2}^z$, $W_{G2}^z$ | well-composed images |
| $N_{G2}^z$, $N_{G2}^z$, $N_{G2}^z$ | well-composed, non-singular images |
| $REG^G$, $REG^G$, $REG^G$ | regular images |
| $INV^G$, $INV^G$, $INV^G$ | topologically invariant images |

its inverse function, which is also a rigid transformation. We note $R_{G2}^z$ the set of all the rigid transformations.

2) Discrete case: These definitions cannot be directly applied when considering $\mathbb{Z}^2$ instead of $\mathbb{R}^2$. Indeed, there is no guarantee that $U(\mathbb{Z}^2) \subseteq \mathbb{Z}^2$. The handling of discrete rigid transformations then requires to consider a discretisation operator $D : \mathbb{R}^2 \rightarrow \mathbb{Z}^2$. Generally, $D$ is a standard rounding function, e.g., the floor or ceiling functions. We can then define the discrete analogues $U : \mathbb{Z}^2 \rightarrow \mathbb{Z}^2$ and $T : \mathbb{Z}^2 \rightarrow \mathbb{Z}^2$, of $U$ and $T$, as

$$U = D \circ U_{|\mathbb{Z}^2}$$

$$T = D \circ T_{|\mathbb{Z}^2} = D \circ (U^{-1})_{|\mathbb{Z}^2}$$

We note $R_{G2}^z$ the set of all the discrete rigid transformations.

3) Transformation models: Two transformation models can be considered for discrete (rigid) transformations.

The Lagrangian model consists of computing $U(\mathbb{Z}^2)$. From the viewpoint of image computing, this is not suitable, since $U$ is often neither injective nor surjective. In other words, if $U$ is applied on a digital image (Sec. II-C), it may lead to a transformed image that will present both undefined and conflicting values.

The Eulerian model, considered in this work, consists of computing $T(\mathbb{Z}^2)$. From an imaging viewpoint, this is more satisfactory, since $T$ is defined on the whole transformed space $\mathbb{Z}^2$, thus guaranteeing that any point of a transformed digital image will be unambiguously defined. Nevertheless, since $T$ presents the same properties as $U$ in terms of non-injectivity and non-surjectivity, this model is not exempt from topological difficulties.

C. Digital images

We consider finite digital images $I : \mathbb{Z}^2 \rightarrow \mathcal{V}$. This means that there exists a background value $b \in \mathcal{V}$ such that $I^{-1}(\mathcal{V} \setminus \{b\})$ is of finite extent.

We consider three frequently used value sets $\mathcal{V}$:

- $\mathcal{B} = \{0, 1\}$;
- $\mathcal{G} \subseteq \mathbb{Z}$ or $\mathbb{R}$ (equipped with the canonical order $\leq$);
- $\mathcal{L}$, being any arbitrary set (not equipped with any order).

The first case ($\mathcal{V} = \mathcal{B}$) deals with binary images. The set of all finite binary images is noted $\mathcal{IM}_B$. The second case ($\mathcal{V} = \mathcal{G}$) deals with grey-level images. Without loss of generality, we assume that $b = \bot \mathbb{G}$. The set of all finite grey-level images is noted $\mathcal{IM}_G$. The third case ($\mathcal{V} = \mathcal{L}$) deals with label images. The set of all finite label images is noted $\mathcal{IM}_L$.

![Fig. 1](image_url)

(a) $I_1 \in \mathcal{IM}_B$; (b) $\mathcal{C}^{(8,4)}[I_1]$; (c) $\mathcal{C}^{(4,8)}[I_1]$; (d) $I_1 \in \mathcal{WC}_B$;
(e) $I_2 \in \mathcal{IM}_G$; (f) $\mathcal{C}^{(8,4)}[I_2]$; (g) $\mathcal{C}^{(4,8)}[I_2]$; (h) $I_2 \notin \mathcal{WC}_G$.

Remark 1: For the sake of readability, a point $p = (x, y) \in \mathbb{Z}^2$ will be associated to the pixel $[x - \frac{1}{2}, x + \frac{1}{2}] \times [y - \frac{1}{2}, y + \frac{1}{2}] \subset \mathbb{R}^2$. All the figures rely on this digital interpretation.

D. Digital topology

1) Basic notions: Digital topology [22] provides a simple framework for handling the topology of binary images in $\mathbb{Z}^n$. It is also compliant [23] with other discrete models (e.g., Khalimsky grids [24] and cubical complexes [25]) but also with continuous notions of topology [26].

Practically, digital topology relies on two adjacency relations, noted $\sim_{2n}$ and $\sim_{3n-1}$, defined, for any $p, q \in \mathbb{Z}^n$, by

$$\{p \sim_{2n} q\} \iff (|p - q|_1 = 1) \quad (4)$$

$$\{p \sim_{3n-1} q\} \iff (|p - q|_\infty = 1) \quad (5)$$

In the case of $\mathbb{Z}^2$, we retrieve the well-known 4- and 8-adjacency relations.

Let $\Omega \subseteq \mathbb{Z}^2$. We say that $p, q \in \mathbb{Z}^2$ are 4- (resp. 8-) adjacent, if $p \sim_{4} q$ (resp. $p \sim_{8} q$). From the reflexive-transitive closure of $\sim_4$ (resp. $\sim_8$) on $\Omega$, we derive the 4- (resp. 8-) connectedness relation $\sim_4$ (resp. $\sim_8$) on $\Omega$; we say that $p, q \in \mathcal{IM}_B$ are 4- (resp. 8-) connected in $\Omega$, if $p \sim_{4} q$ (resp. $p \sim_{8} q$). It is plain that $\sim_4$ (resp. $\sim_8$) is an equivalence relation on $\Omega$; the equivalence classes $\Omega/\sim_4$ (resp. $\Omega/\sim_8$) are called the 4- (resp. 8-) connected components of $\Omega$. 
2) Dual adjacency and well-composedness models: A finite set \( \Omega \subset \mathbb{Z}^2 \) can be modeled as a binary image \( I \in \mathcal{IM}_B \), defined by \( I^{-1}(\{1\}) = \Omega \) and \( I^{-1}(\{0\}) = \bar{\Omega} = \mathbb{Z}^2 \setminus \Omega \), or vice versa. The topological handling of \( I \) cannot easily rely on a single adjacency relation for both \( \Omega \) and \( \bar{\Omega} \), due to paradoxes related to the discrete version of the Jordan theorem [27]. Such paradoxes are avoided by considering distinct adjacencies for \( \Omega \) and \( \bar{\Omega} \), leading to the dual adjacency model [28] (Fig. 1(e–g)).

**Definition 2 (Dual adjacency [28]):** Let \( I \in \mathcal{IM}_B \). Let \( \Omega = I^{-1}(\{1\}) \) and \( \bar{\Omega} = I^{-1}(\{0\}) \). We say that \( I \) is a \((8,4)\)- (resp. \((4,8)\)-) image if \( \Omega \) is equipped with \( \sim_8 \) (resp. \( \sim_4 \)), while \( \bar{\Omega} \) is equipped with \( \sim_4 \) (resp. \( \sim_8 \)). We define the set of the connected components of the \((8,4)\)- (resp. \((4,8)\)-) image \( I \) as

\[
C^{(8,4)}[I] = I^{-1}(\{1\})/\sim_8 \cup I^{-1}(\{0\})/\sim_4 \quad (6)
\]

(resp. \( C^{(4,8)}[I] = I^{-1}(\{1\})/\sim_4 \cup I^{-1}(\{0\})/\sim_8 \))

For the sake of concision, we will often write \((k,\bar{k})\) as a unified notation for \((8,4)\) and \((4,8)\).

Alternatively, both \( \Omega \) and \( \bar{\Omega} \) may be equipped with \( \sim_4 \), provided one considers only images that avoid the issues related to the Jordan theorem, *i.e.*, those for which \( \sim_4 \) and \( \sim_8 \) are equivalent for both \( \Omega \) and \( \bar{\Omega} \), thus leading to the well-composedness model [29] (Fig. 1(a–c)).

**Definition 3 (Well-composedness [29]):** Let \( I \in \mathcal{IM}_B \). We say that \( I \) is a well-composed (or a wc-) image if

\[
\forall v \in B, I^{-1}(\{v\})/\sim_8 = I^{-1}(\{v\})/\sim_4 \quad (7)
\]

We define the set of the connected components of the wc-image \( I \) as

\[
C^{wc}[I] = I^{-1}(\{1\})/\sim_4 \cup I^{-1}(\{0\})/\sim_4 \quad (8)
\]

The set of the finite well-composed binary images is noted \( \mathcal{WC}_B \).

**Remark 4:** When interpreting digital topology in a continuous framework [23], an image is well-composed iff the boundaries shared by the foreground and background regions are manifolds [29] (Fig. 1(d,h)).

**Remark 5:** The well-composedness model is more restrictive than dual adjacency. Indeed, any \( I \in \mathcal{IM}_B \) can be considered in the dual adjacency model, but not necessarily in the well-composedness one, *i.e.*

\[
\mathcal{WC}_B \subset \mathcal{IM}_B \quad (9)
\]

### III. Purpose

Given an image \( I \in \mathcal{IM}_B \), a transformation \( T : \mathbb{Z}^2 \rightarrow \mathbb{Z}^2 \), and the transformed image \( I_T \in \mathcal{IM}_B \) obtained from \( I \) and \( T \), a frequent question in image analysis is: “Does \( T \) preserve the topology between \( I \) and \( I_T \)?”. It is generally answered by observing the topological invariants of these images.

Among the simplest are the Euler-Poincaré characteristic and the Betti numbers. However, these are too weak to accurately model “topology preservation” between images [27]. It is necessary to consider stronger topological invariants, *e.g.*, the (digital) fundamental group [30], the homotopy-type (considered via notions of simple points/sets [31], [32], [33], [34]), or the adjacency tree [35].

Our first goal is to provide conditions under which 2D digital images preserve their topological properties under arbitrary rigid transformations. A crucial issue is the choice of the topological invariant used to formalise this problem. Any of those evoked above describe topology preservation in a *global* fashion, and do not model accurately the possible *local* modifications of the image topological structure. Indeed, \( I \) and \( I_T \) may have identical fundamental group, homotopy-type and/or adjacency tree while still retaining some topological differences between regions of \( I \) and \( I_T \) that are in correspondence with respect to \( T \). (A classical example that illustrates this assertion is the “scorpion” configuration illustrated, *e.g.*, in [36], where the removal of a point from a 3D object removes a tunnel while simultaneously creating another, thus producing a new object with the same global topological invariants. However this procedure changes the local topological structure in the neighbourhood of these two tunnels.)

In the sequel, we propose some conditions to achieve this first goal. Our conjecture is that these conditions are *necessary and sufficient to locally* preserve image topological properties under arbitrary rigid transformation. However, in this article, we only establish that they are *sufficient to globally* preserve image topological properties under any rigid transformation.

Indeed, on the other hand, the proof of the whole conjecture would require the development of a heavy theoretical framework, that falls out of the scope of this journal (Sec. VII). On the other hand, the fact that our proposed conditions are sufficient is the result that is actually useful for image preprocessing. This is the second goal of this article, and probably the most interesting for many readers.

We consider the adjacency tree [35] as a (global) topological invariant. The motivation of this choice is twofold: (*i*) understanding this topological invariant is probably easier for most readers; and (*ii*) in the 2D case, its preservation is equivalent [37] to the preservation of the homotopy-type, that is the most commonly used topological invariant in image processing. We now recall the definition of the adjacency tree.

Let \( I \in \mathcal{IM}_B \) (resp. \( \mathcal{WC}_B \)). Let \( \Omega_1, \Omega_2 \in C^{(k,\bar{k})}[I] \) (resp. \( C^{wc}[I] \)), with \( \Omega_1 \neq \Omega_2 \). We note \( \Omega_1 \sim_I^{(k,\bar{k})} \Omega_2 \) (resp. \( \Omega_1 \sim_T^{wc} \Omega_2 \)) if there exist \( p \in \Omega_1 \) and \( q \in \Omega_2 \) such that \( p \sim_4 q \). It is plain that \( \sim^{(k,\bar{k})}_I \) (resp. \( \sim^{wc}_T \)) is an adjacency relation, and that \( \Omega_1 \sim^{(k,\bar{k})}_I \Omega_2 \) implies that \( \Omega_1 \in I^{-1}(\{1\})/\sim_4 \) and

![Fig. 2. (a) The binary image of Fig. 1(a). (b) The connected components of the background (in yellow and green) and foreground (in red, blue and purple) of (a). (c) The adjacency tree associated to (a) in which each coloured node corresponds to a connected component of (a,b), while each edge corresponds to an adjacency link between two components. The root of the tree is the yellow node, that corresponds to the infinite background component in (a,b).](image-url)
\( \Omega \in I^{-1}(\{0\}) \sim T \) or vice versa. We define the \((k, \bar{E})\)- (resp. \(wc\)) adjacency graph of \( I \) as \( \Omega^{(k, \bar{E})}(I) = (C(k, \bar{E})[I], \sim^{k, \bar{E}}) \) (resp. \( \Omega^{wc}(I) = (C^{wc}[I], \sim^{wc}) \)). This graph is connected and acyclic, and is indeed a tree. It can be equipped with a root that is the (only) infinite connected component of \( C(k, \bar{E})[I] \) (resp. \( C^{wc}[I] \)), thus leading to the following definition.

**Definition 6 (Adjacency tree [35]):** Let \( I \in \mathcal{M}_B \) (resp. \( \mathcal{W}_B \)). The \((k, \bar{E})\)- (resp. \(wc\))- adjacency tree of \( I \) is the triplet

\[
\mathcal{T}^{(k, \bar{E})}(I) = (C^{(k, \bar{E})}[I], \sim^{k, \bar{E}}, B^{(k, \bar{E})})
\]

\[
\mathcal{T}^{wc}(I) = (C^{wc}[I], \sim^{wc}, B^{wc})
\]

where \( B^{(k, \bar{E})} \in C^{(k, \bar{E})}[I] \) (resp. \( B^{wc} \in C^{wc}[I] \)) is the unique infinite connected component of \( I \).

An adjacency tree example is given in Fig. 2.

We are now ready to present our definition of topology preservation under rigid transformation.

**Definition 7 (Topological invariance):** Let \( I \in \mathcal{M}_B \) (resp. \( \mathcal{W}_B \)). We say that \( I \) is \((k, \bar{E})\)- (resp. \( wc\))- topologically invariant if \( I \circ T \in \mathcal{M}_B \) (resp. \( \mathcal{W}_B \)) and if any \( T \in \mathcal{R} \mathcal{G}_{BZ} \) induces an isomorphism between \( \mathcal{T}^{(k, \bar{E})}(I) \) (resp. \( \mathcal{T}^{wc}(I) \)) and \( \mathcal{T}^{(k, \bar{E})}(I \circ T) \) (resp. \( \mathcal{T}^{wc}(I \circ T) \)). We note \( \mathcal{N}^{(k, \bar{E})}_B \) (resp. \( \mathcal{N}^{wc}_B \)) the set of all the \((k, \bar{E})\)- (resp. \( wc\))- topologically invariant binary images.

IV. THEORETICAL RESULTS

In this section, we define a notion of regularity (Sec. IV-C) that provides conditions under which binary images are topologically invariant (Sec. IV-D). We then derive analogous conditions for grey-level (Sec. IV-E) and label images (Sec. IV-F).

A. Preliminary remarks

We consider the Eulerian transformation model (Sec. II-B), and we first focus on binary images. In other words, given an image \( I \in \mathcal{M}_B \) and a discrete rigid transformation \( T \in \mathcal{R} \mathcal{G}_{BZ} \) (intrinsically associated to a rigid transformation \( T \in \mathcal{R} \mathcal{G}_{BZ} \)), we consider the transformed image \( I_T \in \mathcal{M}_B \) defined as

\[
I_T = I \circ T = I \circ T \circ T^{-1}
\]

By setting \( \Omega = I^{-1}(\{1\}) \), \( \overline{\Omega} = I^{-1}(\{0\}) \), \( \Omega_T = I_T^{-1}(\{1\}) \), and \( \Omega_T = I_T^{-1}(\{0\}) \), Eq. (11) rewrites as

\[
\Omega_T = Z^2 \cap T^{-1}(\Omega\oplus\square)
\]

\[
\overline{\Omega}_T = Z^2 \cap T^{-1}(\overline{\Omega}\oplus\square)
\]

where \( \oplus \) is the dilation operator defined in mathematical morphology [38, Ch. 1], and \( \square \subset \mathbb{R}^2 \) is the unit square, namely a pixel. These equations can lead to different results depending on the definition of this pixel, i.e., whether \( \square = [-\frac{1}{2}, \frac{1}{2}]^2 \) or \( [-\frac{1}{2}, \frac{1}{2}]^2 \). This motivates the next remark.

**Remark 8:** We assume that \( T \) and \( T \) are such that \( Z^2 \) does not intersect any transformed pixel border. In other words, we consider that Eqs. (11)–(13) lead to identical results for both (open or closed) definitions of \( \square \). From a theoretical viewpoint, this allows us to develop a general discussion without confusing variants related to \( D \). From a practical viewpoint, this assumption is compliant with computer-based applications, that generally rely on floating point arithmetic.

B. Image space restrictions

We first state that the binary images considered for the study of topological invariance can be chosen in a subspace of \( \mathcal{M}_B \).

**Remark 9:** We restrict our study of \((k, \bar{E})\)-topological invariance within the binary images, to the subspace \( \mathcal{W}_B \subset \mathcal{M}_B \). This restriction is motivated\(^1\) by the fact that any \( I \in \mathcal{M}_B \setminus \mathcal{W}_B \) presents configurations (Th. 23, in Sec.V-A) that may be non-compliant with the definition of \((k, \bar{E})\)-topological invariance.

We now introduce a notion of singularity, and we establish that singular images cannot be topologically invariant, thus reducing the image subspace to consider.

**Definition 10 ((Non-)singular image):** Let \( I \in \mathcal{M}_B \). We say that \( I \) is a singular image if

\[
\exists p \in Z^2, \forall q \in Z^2, \quad (q \leadsto p) \implies (I(p) \neq I(q))
\]

otherwise \( I \) is non-singular. We note \( \mathcal{N}_B \) the set of the well-composed images that are non-singular.

Examples of (non-)singular images are given in Fig. 3. The non-topological invariance of singular images is derived from the non-surjectivity of some rigid transformations of \( \mathcal{R} \mathcal{G}_{BZ} \) [19], [20]. Indeed some such transforms may remove connected components composed of exactly one pixel. More precisely, we have the following proposition.

**Proposition 11:**

\[
\mathcal{N}^{wc}_B \subseteq \left( \mathcal{N}^{(k, \bar{E})}_B \cap \mathcal{W}_B \right) \subseteq \mathcal{N}_B
\]

The study of topological invariance is then carried out within the set of well-composed non-singular images, independently from the considered (dual adjacency or well-composedness) model.

C. Regularity

Let us now introduce a new notion that strengthens the notion of well-composedness.

**Definition 12 (Regularity):** Let \( I \in \mathcal{N}_B \). Let \( u \in \{0, 1\} \). We say that \( I \) is \( v \)-regular if for any \( p, q \in I^{-1}(\{v\}) \), we have

\[
(p \leadsto q) \implies (\square \subseteq I^{-1}(\{v\}), p, q \in \square)
\]

where \( \square = \{x, x+1\} \times \{y, y+1\} \), for \( (x, y) \in Z^2 \). We say that \( I \) is regular if it is both \( 0 \)- and \( 1 \)-regular. We note \( \mathcal{R} \mathcal{G}_B \)

\(^1\)This restriction, presented here as an arbitrary choice when considering a global topological invariant, could be thoroughly justified in the case of a local invariant. However, as discussed in Sec. III, such a proof is beyond the scope of this article.
Moreover, we can define the analogues of the binary notions of topological invariance (Def. 7) and regularity (Def. 12).

**Definition 15** (Grey-level topological invariance): Let $I \in \mathcal{NS}_G$. We say that $I$ is $(k, \bar{k})$- (resp. $wc$-) topologically invariant if for any $v \in \mathbb{G}$, $\lambda_v(I) \in \mathcal{NN}^{(k, \bar{k})}_G$ (resp. $\mathcal{NN}^{wc}_G$). We note $\mathcal{NN}^{(k, \bar{k})}_G$ (resp. $\mathcal{NN}^{wc}_G$) the set of all the $(k, \bar{k})$- (resp. $wc$-) topologically invariant grey-level images.

**Definition 16** (Grey-level regularity): Let $I \in \mathcal{NS}_G$. We say that $I$ is $1$-regular (resp. $0$-regular, resp. regular) if for any $v \in \mathbb{G}$, $\lambda_v(I) \in \mathcal{REG}^0_{G}$ (resp. $\mathcal{REG}^0_{G}$, resp. $\mathcal{REG}_{G}$). We note $\mathcal{REG}^1_{G}$ (resp. $\mathcal{REG}^0_{G}$, $\mathcal{REG}_{G}$) the set of all the $1$-regular (resp. $0$-regular, resp. regular) grey-level images.

The following theorem, that is the grey-level analogue of Th. 14, straightforwardly derives from this last theorem, and Defs. 15, 16.

**Theorem 17:**

\[
\begin{align*}
\mathcal{REG}^0_G & \subseteq \mathcal{NN}^{(8,4)}_G \\
\mathcal{REG}^1_G & \subseteq \mathcal{NN}^{(8,4)}_G \\
\mathcal{REG}_{G} & \subseteq \mathcal{NN}^{wc}_G
\end{align*}
\]

**Remark 18:** The topological invariance (and thus, the regularity) of $I \in \mathcal{JM}_G$ also leads to the preservation of the hierarchy of its connected components between successive levels. More precisely, the $(k, \bar{k})$- (resp. $wc$-) topological invariance implies that for any $T \in \mathcal{RG}_{2G}$, the images $I$ and $I \circ T$ have isomorphic component-trees [40], [41], [38], Ch. 7]. This assertion is easy to prove, based on the fact that (i) $T$ establishes a bijection between the connected components of the initial and transformed level set images (Lem. 36, in App. A), and (ii) $T$ preserves, by construction (Eqs. (3), (21), (22)), the inclusion relation between these components at successive levels.

**F. Topological invariance: the label case**

A finite label image $I : \mathbb{Z}^2 \to \mathbb{L}$ is such that $\mathbb{L}$ is finite and $b \in \mathbb{L}$. Several topological frameworks have been proposed for label images [42], [43], [10], [44]. We follow a recent and general proposal [45], [46], that consists of considering the values of $\mathbb{L}$ as proto-labels, and any subsets of such values as the labels of the image. This leads to the following notions.

A label image $I \in \mathcal{JM}_L$ is modeled by the finite set of its binary characteristic images $\chi_{\Lambda}(I) \in \mathcal{JM}_B$ defined, for any $\Lambda \in 2^\mathbb{L}$ as

\[
\chi_{\Lambda}(I) : \mathbb{Z}^2 \to B\quad \text{if } I(\mathbf{p}) \in \Lambda\quad \text{and } 0 \quad \text{otherwise}
\]

In particular, by identifying (i) the sets $\{l\}_{l \in \mathbb{L}}$ and $\{\{l\}\}_{l \in \mathbb{L}}$, and (ii) the monoids $\{\{0\}, \ldots \}$ and $\{\{0\}, \cup\}$, the image $I$ can be reconstructed as the infimum of these characteristic images, with respect to the pointwise order $\leq$ on functions induced by the inclusion order $\subseteq$ on $2^\mathbb{L}$, i.e.

\[
I = \bigwedge_{\Lambda \in 2^\mathbb{L}} \Lambda \cdot \chi_{\Lambda}(I)
\]
Based on this modelling of $I \in \mathcal{M}_L$ by $\{\chi_A(I)\}_{A \in \mathbb{Z}^2}$, the notions previously introduced for binary images can be extended to label images as follows

$$\mathcal{W}_{W_L} = \{ I \in \mathcal{M}_L \mid \forall A \in \mathbb{Z}^2, \chi_A(I) \in \mathcal{W}_{E_b} \} \quad (30)$$

$$\mathcal{N}_{W_L} = \{ I \in \mathcal{W}_{W_L} \mid \forall A \in \mathbb{Z}^2, \chi_A(I) \in \mathcal{N}_{E_b} \} \quad (31)$$

Moreover, we can define the analogues of the binary notions of topological invariance (Def. 7) and regularity (Def. 12).

**Definition 19 (Label topological invariance):** Let $I \in \mathcal{N}_{W_L}$. We say that $I$ is $(k, \bar{k})$- (resp. $wc$-) topologically invariant if for any $A \in \mathbb{Z}^2$, $\chi_A(I) \in \mathcal{N}_{W_{E_b}}$ (resp. $\mathcal{W}_{E_{b_c}}$). We note $\mathcal{W}_{W_{L}}^{(k, \bar{k})}$ (resp. $\mathcal{N}_{W_{Lc}}$) the set of all the $(k, \bar{k})$- (resp. $wc$-) topologically invariant label images.

**Remark 20:** In the sequel, we restrict our study to the case of $wc$-topological invariance for label images.

**Definition 21 (Label regularity):** Let $I \in \mathcal{N}_{W_L}$. We say that $I$ is regular if for any $A \in \mathbb{Z}^2$, $\chi_A(I) \in \mathcal{R}_{E_{B}}$. We note $\mathcal{R}_{W_L}$ the set of all the regular label images.

The following theorem, that is the label analogue of Th. 14, straightforwardly derives from this last theorem, and Defs. 19, 21.

**Theorem 22:**

$$\mathcal{R}_{W_L} \subseteq \mathcal{N}_{W_{Lc}} \quad (32)$$

V. METHODOLOGY

We have established how to guarantee topological invariance, from regularity. We now propose some algorithms to characterise regularity (Sec. V-A). Then, we describe some preprocessing strategies to turn a non-regular image into a regular, and thus a topologically invariant one (Sec. V-B).

A. Pattern-based characterisation of regular images

Regularity can be determined by considering a small set of specific patterns. This result leads to an algorithm with optimal time and space complexity.

1) Well-composedness characterisation: Regular images are necessarily well-composed. A prerequisite is then to characterise $\mathcal{W}_{E_{b}}$. This is tractable by considering a specific $2 \times 2$ pattern [29].

**Theorem 23 ([29]):** Let $I \in \mathcal{M}_G$. We have $I \notin \mathcal{W}_{E_b}$ iff there exist distinct points $p, q, r, s \in \mathbb{Z}^2$, with $p \rightsquigarrow q \rightsquigarrow r \rightsquigarrow s \rightsquigarrow p$, that verify

$$I(p) \neq I(q) \neq I(r) \neq I(s) \quad (33)$$

Based on Th. 23 and Defs. 15, 19, we straightforwardly derive characterisations of grey-level and label well-composedness.

**Corollary 24:** Let $I \in \mathcal{M}_G$. We have $I \notin \mathcal{W}_{E_b}$ iff there exist distinct points $p, q, r, s \in \mathbb{Z}^2$, with $p \rightsquigarrow q \rightsquigarrow r \rightsquigarrow s \rightsquigarrow p$, that verify

$$I(p) > I(q) > I(r) > I(s) > I(p) \quad (34)$$

The characterisation of binary, grey-level and label images as well-composed can then be carried out by simply checking that they do not contain the forbidden patterns induced by Fig. 5(a).

**Corollary 25:** Let $I \in \mathcal{M}_L$. We have $I \notin \mathcal{W}_{E_b}$ iff there exist distinct points $p, q, r, s \in \mathbb{Z}^2$, with $p \rightsquigarrow q \rightsquigarrow r \rightsquigarrow s \rightsquigarrow p$, that verify

$$I(p) \neq I(q) \neq I(r) \neq I(s) \neq I(p) \quad (35)$$

The characterisation of binary, grey-level and label images as well-composed can then be carried out by simply checking that they do not contain the forbidden patterns induced by Fig. 5(a).

**2) Regularity characterisation:** We now propose a pattern-based characterisation of regular binary images.

**Proposition 26:** Let $I \in \mathcal{W}_{E_b}$. We have $I \notin \mathcal{R}_{E_{B}}$ (resp. $\mathcal{R}_{E_{Bc}}$) and a fortiori $\mathcal{R}_{E_{B}}$ - iff there exists $p \in I^{-1}(\{1\})$ (resp. $I^{-1}(\{0\})$) that satisfies at least one of the following two conditions (up to $\pi/2$ rotations and symmetries)

$$I(p - (1, 0)) \neq I(p) \neq I(p + (1, 0)) \quad (36)$$

$$I(p + (0, 1)) = I(p) \neq I(p - (1, 0)) = I(p + (1, 1)) \quad (37)$$

Indeed, Eq. (36) is a rewriting of $I \notin \mathcal{N}_{E_b}$, while Eq. (37) is a rewriting of the negation of Eq. (16).

Based on Prop. 26 and Defs. 15, 19, we straightforwardly derive characterisations of grey-level and label regularity.

**Corollary 27:** Let $I \in \mathcal{W}_{E_b}$. We have $I \notin \mathcal{R}_{E_{Bc}}$ (resp. $\mathcal{R}_{E_{Bc}}$) and a fortiori $\mathcal{R}_{E_{B}}$ - iff there exists $p \in \mathbb{Z}^2$ that satisfies at least one of the following two conditions (up to $\pi/2$ rotations and symmetries)

$$I(p - (1, 0)) < I(p) < I(p + (1, 0)) \quad (38)$$

$$I(p - (1, 0)) > I(p) > I(p + (1, 0)) \quad (39)$$

$$I(p + (0, 1)) \geq I(p) \geq I(p - (1, 0)) \geq I(p + (1, 1)) \quad (40)$$

$$I(p + (0, 1)) \leq I(p) \leq I(p - (1, 0)) \leq I(p + (1, 1)) \quad (41)$$

The characterisation of regular binary, grey-level and label images can then be carried out by simply checking that they do not contain the forbidden patterns induced by Fig. 5.

3) Complexity: The following result straightforwardly derives from Th. 23, Prop. 26, and their respective corollaries.

**Proposition 29:** Let $I \in \mathcal{W}_{E_{b}}$ (with $\mathbb{V} = \mathbb{B}, \mathbb{G}$ or $\mathbb{L}$). Let $\mathbb{S} \subseteq \mathbb{Z}^2$ such that $I^{-1}(\mathbb{V} \setminus \{b\}) \subseteq \mathbb{S}$. Characterising the regularity of $I$ has a time complexity $O(|\mathbb{S}|)$, and a space complexity $O(1)$.

Fig. 5. Forbidden patterns in $\mathcal{W}_{E_b}$ (a) and in $\mathcal{R}_{E_{Bc}}$ (a–c), up to $\pi/2$ rotations and symmetries. The patterns forbidden in $\mathcal{R}_{E_{Bc}}$ are obtained from (a–c) by value inversion. Black (resp. white) points have value 1 (resp. 0).

---

Footnotes:

3. The proposed definition of well-composedness for label images is more restrictive than the one introduced in [42], that only requires that $\chi_{\{i\}}(I) \in \mathcal{W}_{E_b}$ for any proto-label $I \in \mathcal{L}$.

4. As in Rem. 9 and the associated footnote, this restriction is motivated by the fact that the $(8, 4)$- and $(4, 8)$-topological invariance (that are equal, from these very definitions) may be proved to be equal to the $wc$-topological invariance. The proof of this assertion is beyond the scope of this article.
B. Image regularisation

We now propose two strategies for preprocessing images in order to obtain regular – and thus topologically invariant – versions, before further rigid transformation. Such strategies (i) must preserve the topological properties of the images, and (ii) should preserve as much as possible their geometric properties.

1) Iterative homotopic regularisation: A first strategy consists of locally modifying the image to eliminate the forbidden configurations defined in Eqs. (33)–(41) and Fig. 5.

Let \( I \in \mathcal{M}_V \) (or \( \mathcal{W}_V \)), if we aim to obtain regularity, and not only 1- or 0-regularity. The problem can be expressed as a constrained optimisation one, described by

\[
R(I) = \arg \min_{\mathcal{I} \in \mathcal{S}_2^V(I)} D_I
\]

where \( R(I) \) is the regularised version of \( I \); \( \mathcal{S}_2^V(I) \) is the subset of \( \mathcal{S}_2^V \in \{ \mathcal{S}_2^B, \mathcal{S}_2^G, \mathcal{S}_2^L \} \) composed by the images that have the same topology as \( I \); and \( D_I : \mathcal{M}_V \rightarrow \mathbb{R}_+ \) is a cost function that describes a distance with respect to \( I \), from a geometric viewpoint. (The definition of \( D_I \) actually depends on the targeted application, and can rely, e.g., on Hausdorff distance, or any standard (dis)similarity measure.

In real applications, \( I \) is defined on a finite set \( S \subset \mathbb{Z}^2 \), and so is the space of (potential) solutions of Eq. (42). However, the size \( O(|\mathcal{V}|^3) \) of this space is huge. Then, one has to settle for an approximate solution of Eq. (42). In this context, a tractable strategy is to consider the homotopy-guided approach initially developed for monotonic transformations [47], and then adapted to non-monotonic ones [48], [49], [11], [44].

This strategy starts from the image \( I \), and iteratively eliminates forbidden configurations by modifying the value of one point \( p \in S \) at each iteration, until stability. This value modification can be interpreted either as a background-to-foreground or a foreground-to-background sweep, when interpreting \( G \) or \( L \) in terms of binary slice decomposition. The choice of \( p \) is guided (i) by \( D_I \), e.g., by following a gradient descent approach, and (ii) by choosing \( p \) as a simple point. This is feasible for \( \mathcal{V} = B, G \) or \( L \) since notions of simple points have been proposed in binary [50], grey-level [51], [52] and label cases [45].

The obtained algorithm can be seen as an extension of those presented in [37], [53] for well-composedness recovery, to the case of regularity recovery. In particular, it presents the same strengths and weaknesses. Indeed, in most application cases, it will converge in linear time with respect to the number of forbidden configurations, that are often sparsely distributed within images. Nevertheless, in the worst cases (e.g., in presence of fine textures, Fig. 8), it may not converge, or even fail. To deal with this issue, we propose an alternative up-sampling regularisation strategy.

2) Up-sampling regularisation: Let \( I \in \mathcal{M}_V \) (with \( \mathcal{V} = B \) or \( G \)) be a \((k, \mathcal{E})\)-image. Even before the issue of regularisation, it may happen that \( I \) cannot be modified into a topologically-equivalent well-composed image, when using a strategy such as presented above. It is then possible to oversample \( I \) by explicitly representing its interpixel topological structure. This can be done by embedding \( I \) into the Khalimsky space [24], then leading to a new image \( I^{(k, \mathcal{E})}_K \) defined as

\[
I^{(k, \mathcal{E})}_K : \mathbb{Z}^2 \rightarrow \mathcal{V}
\]

\[
2.p + (0, 1) \rightarrow I(p)
\]

\[
2.p + (1, 0) \rightarrow I(p + \{0\} \times \{0, 1\})
\]

\[
2.p + (1, 1) \rightarrow I(p + \{0, 1\} \times \{0, 1\})
\]

(43)

(The image \( I^{(k, \mathcal{E})}_K \) is defined by substituting \( \mathcal{V} \) to \( \mathcal{V} \) in Eq. (43).) The following result straightforwardly derive from these definitions.

Proposition 30: Let \( I \in \mathcal{M}_V \) (with \( \mathcal{V} = B \) or \( G \)). We have \( I^{(k, \mathcal{E})}_K \in \mathcal{W}_V \). Moreover, \( I^{(k, \mathcal{E})}_K \) and \( I \) have the same homotopy-type, when considered as \((k, \mathcal{E})\)-images.

From now on, we then assume that \( I \in \mathcal{W}_V \) (with \( \mathcal{V} = B, G \) or \( L \)). As stated before, even in this case, image \( I \) may still not be modified into a regular image when using homotopic iterative regularisation. Once again, an oversampling strategy can be alternatively proposed. This strategy no longer relies on Khalimsky space embedding, but on a \( 2 \times 2 \) up-sampling approach. More precisely, from \( I \in \mathcal{W}_V \), we can define a new image

\[
I_{2 \times 2} : \mathbb{Z}^2 \rightarrow \mathcal{V}
\]

\[
p = (x, y) \rightarrow I(\lfloor x/2 \rfloor, \lfloor y/2 \rfloor)
\]

(44)

The following result straightforwardly derives from this definition.

Proposition 31: Let \( I \in \mathcal{W}_V \) (with \( \mathcal{V} = B, G \) or \( L \)). We have \( I_{2 \times 2} \in \mathcal{S}_2^V \). Moreover, \( I_{2 \times 2} \) and \( I \) have the same homotopy-type when considered as \((k, \mathcal{E})\)- (resp. \( wc \)) images.

Finally, Eqs. (43)–(44) provide a global up-sampling strategy that enables to re-cast any \((8, 4)\)-, \((4, 8)\)-, or \( wc \)-image as regular, and thus topologically invariant. This strategy has the advantages of being deterministic and geometrically preserving (up to the thickening of the interpixel space). Its main drawback, in comparison to the first strategy, is its higher spatial cost, as it models an image of size \( |S| \) as a new one of size \( 4.|S| \) (and \( 16.|S| \) in the worst cases). This may remain however acceptable for many applications, considering the memory specifications and progress of current computers.

VI. EXPERIMENTS AND RESULTS

In this section, we first describe experiments carried out on synthetic images (Sec. VI-A), that allow us to evaluate the behaviour of the different analysis and preprocessing strategies proposed in Sec. V. We then provide some results on real grey-level and label images (Sec. VI-B).

A. Synthetic images

1) Regularity characterisation: The regularity characterisation described in Sec. V-A, consists of looking for specific patterns that are likely to forbid the topology preservation of images during a rigid transformation. Let us consider the four binary images depicted in Fig. 6(a), that are well-composed, but neither 1- nor 0-regular. The identified forbidden patterns corresponding to this default of regularity are illustrated in
Fig. 6. (a) Four well-composed, but neither 1- nor 0-regular images. Pixels of value 1 and 0 are depicted in black and white, respectively. (b) Patterns that forbid regularity. In red: patterns of Fig. 5(b); in green: patterns of Fig. 5(c). (c–e) Three examples of rigid transformations where the four images are topologically altered in comparison to (a). In particular, the black part of the images, that are 4-connected in (a), are split into several 4-connected components. Moreover, the 8-connected components forming the holes inside the "a" and "e" letters in (a) are merged to the background.

Fig. 7. (a) Regular images obtained from Fig. 6(a) after iterative homotopic regularisation. (b) Difference between (a) and Fig. 6(a). In blue: pixels switched from white to black; in green: pixels switched from black to white. (c–e) Three examples of rigid transformations where the four images are topologically preserved in comparison to (a). The transformation parameters are the same as in Fig. 6(c–e).

Fig. 8. (a) A well-composed binary image that is not 0-regular. Pixels of value 1 and 0 are depicted in black and white, respectively. (b) A well-composed grey-level image that is neither 1- nor 0-regular. (c) A well-composed label image that is not regular. These three images cannot be regularised without up-sampling, due to fine texture effects. (d–f) Images obtained from (a–c) after rigid transformations. They are topologically altered, in comparison to (a–c).

Fig. 9. (a–c) Regular images obtained from Fig. 8(a–c) after the up-sampling regularisation. (d–f) Images obtained from (a–c) after rigid transformations. They are topologically preserved, by comparison to (a–c). The transformation parameters are the same as in Fig. 8(d–f).

Fig. 6(b). Their presence indicates that the topological structure of these images is likely to be altered when applying a rigid transformation, as exemplified in Fig. 6(c–e).

2) Iterative homotopic regularisation: Let us consider the first regularisation strategy proposed in Sec. V-B, namely the iterative homotopic one. Starting from the four images of Fig. 6(a), this strategy swaps the value of simple points until a regular image with the same homotopy-type, and sufficient geometric similarity is obtained. In the results illustrated in Fig. 7(a,b), the number of modified pixels is 14, 10, 15 and 14, for each image, respectively, and the Hausdorff distance between the initial and regularised images is 1 in each case. It can be observed in Fig. 7(c–e), that for rigid transformations with the same parameters as those of Fig. 6(c–e), the obtained results now have the same topological structure as in Fig. 6(a).

3) Up-sampling regularisation: Let us now consider the three images depicted in Fig. 8(a–c), that are well-composed, but not regular, with topological consequences when applying rigid transformations, as illustrated in Fig. 8(d–f). For such images, the iterative homotopic regularisation may not converge, or even fail, due to fine texture effects. It is then relevant to consider the second, up-sampling regularisation strategy proposed in Sec. V-B.

Since the three considered images are already well-composed, it is not necessary to carry out the first step of the regularisation, namely the Khalimsky grid embedding (Eq. (43)). After the application of the second step, namely
the $2 \times 2$ up-sampling approach (Eq. (44)), we obtain new images, depicted in Fig. 9 (a–c), that are regular, and therefore topologically invariant, as illustrated in Fig. 9(d–f).

B. Real images

We now provide some regularisation results on real images.

1) Grey-level images: The first example consists of regularising the biomedical (retina) grey-level image illustrated in Fig. 10(a). This image is neither regular nor well-composed. As a consequence, a rigid transformation leads to an image that presents topological alterations, as exemplified in Fig. 10(c).

The regularisation of Fig. 10(a) aims at removing not only the configurations depicted in Fig. 5(b,c) that forbid regularity, but also those corresponding to Fig. 5(a) that more generally forbid well-composedness.

When applied on Fig. 10(a), it eliminates any configurations of Fig. 5(a–c), as illustrated in Fig. 10(b). Clearly, the regularised image is slightly modified. Indeed, due to the Khalimsky embedding, which endows a thickness to the interpixel area, the 1-regularisation leads to an image that is dilated in a way that can be compared to the flat operations defined in mathematical morphology [38, Ch. 1]. A dual behaviour would be achieved for 0-regularisation. In particular, Fig. 10(b) is a little bit brighter than Fig. 10(a). Moreover, this image presents dimensions that are 4 times higher than those of Fig. 10(a). When applying a rigid transformation on this image, we obtain results, illustrated in Fig. 10(d), that are not topologically altered, contrarily to the transformed image of Fig. 10(c). This topological behaviour has direct consequences on the overall visual quality of the image such as its ability to be efficiently analysed. This is more easily quantifiable when considering binary images obtained by thresholding, as illustrated in Fig. 10(e–h).

2) Label images: The second example consists of regularising the label image illustrated in Fig. 11(a). This image was obtained by segmentation and clustering of multispectral remote sensing data. It is well-composed but not regular. Consequently, a rigid transformation leads to an image that presents topological alterations, as exemplified in Fig. 11(c).

When applying up-sampling regularisation on Fig. 11(a), it eliminates any configurations of Fig. 5(b–c), as illustrated in Fig. 11(b). As Fig. 11(a) is already well-composed, the first step of the regularisation, i.e., the Khalimsky grid embedding, does not need to be carried out. Then, Fig. 11(b) presents dimensions that are only 2 times higher than Fig. 11(a), in contrast to the grey-level case study of Fig. 10.

When applying a rigid transformation on this regularised image, we obtain a result, illustrated in Fig. 11(d), that is not topologically altered, contrarily to the transformed image of Fig. 11(c). Such a topological behaviour is in particular desirable, e.g., to analyse such images at an object-level, based on spatial reasoning [56], or to perform compositing procedures [57].

VII. CONCLUSION

We have investigated topology preservation of 2D digital images under rigid transformation. Based on theoretical results established in the digital topology framework, we have derived efficient algorithms for analysing and preprocessing such images. The genericity of these results and methods, in terms of topological models (dual adjacency and well-composedness)
and values (binary, grey-level and label images), authorise their actual use in real applications.

As a priority, we will seek to prove that the notion of regularity provides not only sufficient, but also necessary conditions for topological invariance (in other words, that the symbols in Ths. 14, 17 and 22, are indeed = symbols). To this end, it will be necessary to define a relevant local topological invariant, relying, e.g., on the topological structure that can be defined on tilings of $Z^2$ induced by rigid transformations.

We will also investigate the links between our results, established in a discrete framework, and some results obtained in the research field of digitisation, that intrinsically merges both discrete and continuous frameworks. Indeed, as suggested by Eqs. (12)–(13) the rigid transformation of a digital image can be interpreted as the re-digitisation of its associated continuous pixel-based representation. Following this assertion, our notion of regularity may be seen as a discrete analogue of the notion of $r$-regularity developed fifteen years ago [58], [59], for topology-preserving digitisation purpose. These links are fairly intuitive but less trivial to formally establish.

From a methodological viewpoint, the next step will be to tackle $Z^3$. This raises supplementary difficulties, related to the more complex definitions of topological models [60] and topological invariants [36]. To cope with this challenge, various avenues may be considered. A first possibility relies on the possible analogy between regularity and $r$-regularity (see above). A second way relies on a morphological interpretation of regularity. Indeed, as stated in Rem. 13, regular images are open for square structuring elements, but the converse is not true. A specific class of open images, for which the opening relies on homotopic erosions and dilations, may be considered and compared to the family of regular images, in a morpho-topological framework [61], [62], [63].
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APPENDIX

A. Proof of Theorem 14

The following three properties, used in the proof of Th. 14, deal with geometric configurations already discussed in the literature (see, e.g., [19]). Their easy proofs are left to the reader. (We recall that we are under the hypotheses of Rem. 8.)

Property 32: Let $p, q \in Z^2$ such that $p \sim_4 q$. Let $T \in RIG_{Z^2}$. If $p \notin T(Z^2)$, then we have $q \in T(Z^2)$.

Property 33: Let $p \in Z^2$ and $T \in RIG_{Z^2}$ with $p \notin T(Z^2)$. Let $q, r \in Z^2$ such that $p \sim_4 q \sim_8 r \sim_4 p$. There exists $q', r' \in Z^2$ such that $T(q') = q$, $T(r') = r$, and $q' \sim_4 r'$.

Property 34: Let $\mathbb{I} = \{x, x + 1\} \times \{y, y + 1\}$, for $(x, y) \in Z^2$. We have $T^{-1}(\mathbb{I})/\sim_4 = \{T^{-1}(\mathbb{I})\}$.

The following lemma authorises the construction of the function (Eq. (45)) that will induce the isomorphism of Th. 14.

Lemma 35: Let $I \in RIG_0^{Z^2}$ (resp. $RIG_0^{Z_0}$, resp. $RIG_0\hat{a}$). Let $T \in RIG_{Z^2}$. The transformation $T_{((I_0T)^{-1}(1))}$ establishes...
a homomorphism from \((I \circ T)^{-1}(\{1\}), \sim_8\) (resp. \((I \circ T)^{-1}(\{1\}), \sim_4\)) to \((I^{-1}(\{1\}), \sim_s)\), \((I^{-1}(\{1\}), \sim_8)\), while the transformation \(T_{(I \circ T)^{-1}(\{0\})}\) establishes a homomorphism from \((I \circ T)^{-1}(\{0\}), \sim_4\) (resp. \((I \circ T)^{-1}(\{0\}), \sim_8\)), \((I^{-1}(\{0\}), \sim_8)\), \((I^{-1}(\{0\}), \sim_4)\), \(\sim_1\), \(\sim_8\), \(\sim_4\).

\textbf{Proof.} Let \(I \in \mathcal{REB}_G\). Let \(p', q' \in (I \circ T)^{-1}(\{1\})\) s.t. \(p' \sim q'\). Let \(p = T(p')\), \(q = T(q')\). We have (Eq. (11)): (i) \(p = q\), and then \(p \sim q\); or (ii) \(p \sim_8 q\), and then \(p \sim_8 q\) (Def. 3). The same holds for \(\mathcal{REB}_G\) and \((I \circ T)^{-1}(\{0\})\): \(\mathcal{REB}_G^1\) and \((I \circ T)^{-1}(\{1\})\); \(\mathcal{REB}_G^2\) and \((I \circ T)^{-1}(\{0\})\).

Let \(J \in \mathcal{REB}_G^2\). Let \(p', q' \in (I \circ T)^{-1}(\{0\})\) s.t. \(p' \sim_8 q'\). Let \(p = T(p')\), \(q = T(q')\). We have (Eq. (11)): (i) \(p = q\), and then \(p \sim q\); or (ii) \(p \sim_8 q\). (Prop. 26). The same holds for \(\mathcal{REB}_G^2\) and \((I \circ T)^{-1}(\{1\})\).

Let \(I \in \mathcal{WE}_B\) and \(T \in \mathcal{R}_G\). From the above lemma, we can licitly define the function \(T_I^*\) (with \(* = (k, \overline{k})\) or \(w_c\)) as

\[T_I^* : C[I \circ T] \rightarrow C[I]\]
\[C \rightarrow T_I^*(C) \supseteq T(C)\] (45)

We are now ready to establish the first part of the isomorphism of Th. 14, namely the one-to-one mapping between the connected components of the initial and transformed images.

\textbf{Lemma 36:} Let \(I \in \mathcal{REB}_G^1\) (resp. \(\mathcal{REB}_G^2\), resp. \(\mathcal{REB}_G\)). Let \(T \in \mathcal{R}_G\). Then \(T_{I_{(4,8)}}^*\) (resp. \(T_{I_{(8,4)}}^*\), resp. \(T_{I_{(w_c)}}^*\)) is a bijection.

\textbf{Proof.} Let \(C \in C[I]\). Let \(p, q \in C\) s.t. \(p \sim q\) (\(I \in \mathcal{WE}_B\)). There exists \(p' \in \mathbb{Z}^2\) s.t. \(T(p') \in \{p, q\} \subset C\) (Prop. 32). Thus, \(T_I^*\) is a surjection.

Let \(I \in \mathcal{REB}_G\). Let \(C \subset C[I]\) s.t. \(C \subseteq I^{-1}(\{1\})\). For any \(q, r \in C\), we have \((q \sim_4 r) \Rightarrow ((q, r) \subseteq \mathbb{Z} \supseteq C)\) (Def. 12). It follows by induction on \(C\) (Props. 33, 34) that \(T^{-1}(C)/\sim_4 = \{T^{-1}(C)\}\). The same holds for \(\mathcal{REB}_G^1\) and \(I^{-1}(\{1\})\); \(\mathcal{REB}_G^2\) and \(I^{-1}(\{0\})\). Now, let \(I \in \mathcal{REB}_G^2\). Let \(C \in C[I]\) s.t. \(C \subseteq I^{-1}(\{1\})\). For any \(q, r \in C\), we have \((q \sim_8 r) \Rightarrow (q, r) \subseteq \mathbb{Z} \supseteq C\) (Def. 12). It follows by induction on \(C\) that \(T^{-1}(C)/\sim_s = \{T^{-1}(C)\}\). The same holds for \(\mathcal{REB}_G^2\) and \((I \circ T)^{-1}(\{1\})\). Thus, \(T_I^*\) is an injection.

\textbf{Theorem 14:} Let \(I \in \mathcal{REB}_G\) (resp. \(\mathcal{REB}_G^1\), resp. \(\mathcal{REB}_G^2\)). Let \(T \in \mathcal{R}_G\). We have \((C_1 \sim r_{I,T} C_2) \iff (T_I^*(C_1) \sim r_{T_I^*(C_1)} T_I^*(C_2))\) (46)
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