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Abstract

The purpose of this paper is to estimate the self-similarity index of the Rosenblatt process by using the Whittle estimator. Via chaos expansion into multiple stochastic integrals, we establish a non-central limit theorem satisfied by this estimator. We illustrate our results by numerical simulations.
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1 Introduction

The Rosenblatt process appears as limit of normalized sums of long-range dependent series (see [8], [25]). In the last years, this stochastic processes has been the object of several research papers (see [22], [27], [28], [29] among others). Its analysis is motivated by the fact that the Rosenblatt process is self-similar with stationary increments and moreover its exhibits long-range dependence (or long-memory). In this sense, it shares many properties with the more known fractional Brownian motion (fBm in the sequel) except the fact that the Rosenblatt process is not a Gaussian process. Recall that the fBm is the only Gaussian self-similar process with stationary increments.

The practical aspects of Rosenblatt process are striking: it provides a new class of processes from which to model long memory, self-similarity, and Hölder-regularity, allowing significant deviation from fBm and other Gaussian processes. The need of non-Gaussian self-similar processes in practice (for example in hydrology) is mentioned in the paper [26] based on the study of stochastic modeling for river-flow time series in [15].

The Hurst parameter $H$ characterizes all the important properties of a Rosenblatt process, as seen above. Therefore, estimating $H$ properly is an important problem in the analysis of this process. The Hurst parameter estimation from a $N$-length path of a fBm or more generally of self-similar or long-range dependent processes, has a long history. Several statistics have been introduced and studied to this end, such as parametric estimators (maximum likelihood estimator) as well as semi-parametric estimators (spectral, variogram or wavelets based estimators). Informations on these various approaches can be found in the books of Beran [4] or Doukhan et al. [10]. But in the particular case of the fBm, the main results concerning this estimation were certainly obtained by [11] and [7]. Indeed the optimal method for estimating $H$ is obtained from the

*Supported by the CNCS grant PN-II-ID-PCCE-2011-2-0015. Associate member of the team Samm, Université de Panthéon-Sorbonne Paris 1. Partially supported by the ANR grant "Masterie" BLAN 012103.
maximization of the Whittle approximation of the log-likelihood introduced by Whittle in [30] (in the sequel, the Whittle estimator). This estimator shares the same asymptotic behavior than the maximum likelihood estimator (MLE), notably it is asymptotically efficient, but numerically the Whittle estimator is clearly many more interesting than the MLE (no need to inverse the covariance matrix). These properties also hold for long memory stationary Gaussian processes as it was established in [11] and [7] under almost general conditions: the Whittle estimator is asymptotically normal with a $\sqrt{N}$ convergence rate.

In the case of long memory non-Gaussian time series, there exist very few results concerning the limit behavior of the Whittle estimator. In [13], the case of fourth order moment linear processes have been considered and it was proved that the Whittle estimator is still asymptotically normal with a $\sqrt{N}$ convergence rate. But in [14], the cases of functionals of long memory Gaussian processes have been studied and the conclusion is different: in general, the Whittle estimator satisfies a non-central limit theorem with a non-Gaussian limit distribution and a convergence rate smaller than $\sqrt{N}$. This is notably the case when the functional is the Hermite polynomial $H_2(x) = x^2 - 1$.

Estimating the memory parameter of the Rosenblatt process appears to be a challenging problem. This is due to the fact that this process is not a Gaussian process, the explicit expression of its probability density is not know and standard techniques cannot be applied in this case. The development of new criteria, based on the Malliavin calculus and chaos expansion into multiple Wiener-Itô integrals (see the monograph [17]), for the convergence of sequences of random variables recently led to new results. In [28] and [6] the authors studied the asymptotic behavior of the quadratic variations of the Rosenblatt process in order to obtain the asymptotic properties of an estimator for the self-similarity index. An approach based on wavelets has been also proposed in [3]. A common denominator of all these works is that the estimators constructed are consistent but in general their limit behavior is not Gaussian. This not very convenient for practical aspects.

We want to put a new brick to the theory of the long-memory parameter estimation for non-Gaussian stochastic processes. We analyze the limit behavior of the Whittle estimator for the self-similarity index $H$ of the increments of a Rosenblatt process (where $0.5 < H < 1$). We will see that, as in the case of the estimators based on the quadratic variations (see [28]), the Whittle estimator has a non-Gaussian limit behavior and the convergence rate is $N^{1-H}$. This is due to the fact that, if one compares with the fBm case, the chaos expansion of the estimator involves a new term with a strong dependence structure that cannot be compensated by the smoothness of the estimator. This result is not totally surprising. Indeed, from [25], the Rosenblatt can be obtained as the limit of $\frac{1}{n} \sum_{k=1}^{[nt]} H_2(X_k)$ when $n \to \infty$, where $(X_k)$ is a long memory Gaussian process and we know from [14] that the Whittle estimator of $(H_2(X_k))_k$ also satisfies the same kind of non-central limit theorem.

Unfortunately, our new result concerning the Whittle estimator keeps open the following question: is it possible to propose an asymptotically Gaussian estimator of the self-similarity parameter of a Rosenblatt process? However, Monte-Carlo experiments attests that the Whittle estimator numerically provides accurate estimations, clearly better than with other well known estimators and with almost the same quality than the one obtained for the fBm when $H$ is close to 0.5. Hence, even if it asymptotically satisfies a non-central limit theorem, the Whittle estimator is really interesting for estimating the $H$ parameter of a Rosenblatt process.

We organized our paper as follows. Section 2 contains some preliminaries on multiple stochastic integrals, the Rosenblatt process and the Whittle estimator. In Section 3 we analyze the asymptotic behavior of the Whittle estimator for the self-similarity index. Finally, Section 4 contains a numerical study of the estimator and main proofs of this paper are established in Section 5.

2 Preliminaries

In this section we introduce the basic concepts used throughout the paper. We will present the the multiple stochastic integrals, the definition and the immediate properties of the Rosenblatt process and the basic facts concerning the Whittle estimator.

To begin with we call back some elements about multiple stochastic integrals.

2.1 Multiple stochastic integrals

Let $W = (W_t)_{t \in \mathbb{R}}$ be a classical Wiener process on a standard probability space $(\Omega, \mathcal{F}, P)$. If $f \in L^2(\mathbb{R}^n)$ with $n \geq 1$ integer, we introduce the multiple Wiener-Itô integral of $f$ with respect to $W$. The basic reference is the monograph [18]. Let $f \in \mathcal{S}_n$ be an elementary function with $n$ variables that can be written as
\[ f = \sum_{i_1, \ldots, i_n} c_{i_1, \ldots, i_n} 1_{A_{i_1} \times \ldots \times A_{i_n}}, \] where the coefficients satisfy \( c_{i_1, \ldots, i_n} = 0 \) if two indexes \( i_k \) and \( i_l \) are equal and the sets \( A_i \in \mathcal{B}(\mathbb{R}) \) are pairwise disjoint. For such a step function \( f \) we define
\[ I_n(f) = \sum_{i_1, \ldots, i_n} c_{i_1, \ldots, i_n} W(A_{i_1}) \ldots W(A_{i_n}) \]
where we put \( W(A) = \int_A 1_A(s) dW_s \). It can be seen that the application \( I_n \) constructed above from \( S_n \) to \( L^2(\Omega) \) is an isometry on \( S_n \) in the sense
\[ \mathbb{E} [I_n(f)I_m(g)] = n!(f,g)_{L^2(\Omega)} \quad \text{if } m = n \]
and
\[ \mathbb{E} [I_n(f)I_m(g)] = 0 \quad \text{if } m \neq n. \]
Since the set \( S_n \) is dense in \( L^2(\mathbb{R}^n) \) for every \( n \geq 1 \) the mapping \( I_n \) can be extended to an isometry from \( L^2(\mathbb{R}^n) \) to \( L^2(\Omega) \) and the above properties hold true for this extension.

It also holds that \( I_n(f) = I_n(\tilde{f}) \), where \( \tilde{f} \) denotes the symmetrization of \( f \) defined by
\[ \tilde{f}(x_1, \ldots, x_n) = \frac{1}{n!} \sum_{\sigma} f(x_{\sigma(1)}, \ldots, x_{\sigma(n)}), \]
\( \sigma \) running over all permutations of \( \{1, \ldots, n\} \). We will need the general formula for calculating products of Wiener chaos integrals of any orders \( m, n \) for any symmetric integrands \( f \in L^2(\mathbb{R}^m) \) and \( g \in L^2(\mathbb{R}^n) \), which is
\[ I_m(f)I_n(g) = \sum_{\ell=0}^{\min(m,n)} \ell! \binom{m}{\ell} \binom{n}{\ell} I_{m+n-2\ell}(f \otimes \ell g), \]
where the contraction \( f \otimes \ell g \) is defined by
\[ (f \otimes \ell g)(s_1, \ldots, s_{m-\ell}, t_1, \ldots, t_{n-\ell}) = \int_{T^{m+n-2\ell}} f(s_1, \ldots, s_{m-\ell}, u_1, \ldots, u_{\ell}) g(t_1, \ldots, t_{n-\ell}, u_1, \ldots, u_{\ell}) du_1 \ldots du_{\ell} \]
and by extension \( f \otimes 0 g = f \otimes g \). Note that the contraction \( (f \otimes \ell g) \) is an element of \( L^2(\mathbb{R}^{m+n-2\ell}) \) but it is not necessarily symmetric. We will denote its symmetrization by \( (f \otimes \ell g) \).

2.2 The Rosenblatt process

Recall that a fBm \( B = (B_t)_{t \geq 0} \) with Hurst parameter \( H \in (\frac{1}{2}, 1) \) and parameter \( C > 0 \) is a centered Gaussian process with covariance function
\[ \text{Cov}(B_t, B_s) = \mathbb{E}(B_tB_s) = \frac{C^2}{2} (s^{2H} + t^{2H} - |t-s|^{2H}), \quad s, t \in [0, \infty), \]
with \( C = \text{Var}(B_1) \). It is the only normalized Gaussian \( H \)-self-similar process with stationary increments. The fBm admits the following moving average representation: for every \( t \geq 0 \) and for every \( H > \frac{1}{2} \)
\[ B_t = Cc_B(H) \int_{\mathbb{R}} \left( \int_0^t (u-y)^{H-\frac{1}{2}} du \right) dW(y), \]
where \( (W(y), y \in \mathbb{R}) \) is a standard Brownian motion with time interval \( \mathbb{R} \) and \( c_B(H) \) is a strictly positive constant that ensures that \( E(B_t)^2 = C^2 t^{2H} \) for every \( t \geq 0 \).

The Rosenblatt process is related to the fractional Brownian motion. It shares many properties of the fBm. For instance, it has the same covariance function (4) as the fBm, it is \( H \)-self-similar and it has stationary increments. It has the same order of the Hölder regularity of its sample paths as the fBm (that is, the Rosenblatt process, as well as the fBm, are Hölder continuous of order \( \delta \) with \( 0 < \delta < H \)). There are also some differences with respect to the fBm. One of them, is that it is defined only for the self-similarity index \( H > \frac{1}{2} \) and another difference, more important, is that it is not Gaussian. It can be expressed as a double multiple integral with respect to the Wiener process and therefore it is an element of the second Wiener chaos.
More exactly, a Rosenblatt process $Z = (Z_t)_{t \geq 0}$ with self-similarity order $H \in (\frac{1}{2}, 1)$ and parameter $C > 0$ is defined by

$$Z_t = C c_Z(H) \int_{\mathbb{R}} \int_{\mathbb{R}} \left( \int_0^t (u - y_1)^{\frac{2}{H} - 1} (u - y_2)^{\frac{2}{H} - 1} du \right) dW(y_1)dW(y_2)$$

(6)

where $c_Z(H)$ is a strictly positive constant such that $E(Z_1)^2 = C^2$, i.e.

$$c_Z^2(H) = \frac{2H(2H - 1)}{\beta^2(1 - H, \frac{2}{H})}$$

see e.g. [27].

We will call a (standard) Rosenblatt random variable every random variable that has the same law as $Z_1$ with parameter $C = 1$. In the sequel we will use the kernel $L_H$ of the Rosenblatt process defined by

$$L^H_{y_1, y_2} = \int_0^t (u - y_1)^{\frac{2}{H} - 1} (u - y_2)^{\frac{2}{H} - 1} du$$

for $(y_1, y_2) \in \mathbb{R}^2$.

As the second order properties of a Rosenblatt process are the same than the ones of the corresponding fBm, the process $Y = (Y_t)_{t \geq 0}$ of the increments of a Rosenblatt process, defined by

$$Y_t = Z_{t+1} - Z_t \quad \text{for } t \geq 0$$

with $Z_0 = 0$ by definition, is a long memory stationary process with coviogram

$$r_{H,C}(t) := \text{Cov}(Y_0, Y_t) = \frac{C^2}{2} \left( |t + 1|^{2H} + |t - 1|^{2H} - 2|t|^{2H} \right)$$

for $t \in \mathbb{R}$, and a spectral density $f_{H,C}$ defined for $\lambda \in [-\pi, \pi]$ by:

$$f_{H,C}(\lambda) := \frac{1}{2\pi} \sum_{k \in \mathbb{Z}} r(k) e^{ik\lambda} = \frac{C^2 H \Gamma(2H) \sin(\pi H)}{2\pi} \frac{(1 - \cos \lambda)}{\lambda + 2k\pi}^{1-2H}$$

(9)

(10)

and

$$\int_{\mathbb{R}} (1 - \cos x)|x|^{1-2H}dx = 2\pi \left( H \Gamma(2H) \sin(\pi H) \right)^{-1}$$

(see Sinai, 1976, or Fox and Taqqu, 1986).

2.3 The Whittle estimator

Our purpose is to study the asymptotic properties of the Whittle estimator of parameters $H$ and $C$ computed from a sample $(Z_1, \cdots, Z_N)$ of a Rosenblatt process $Z = (Z_t)_{t \geq 0}$ . Let us briefly introduce the Whittle estimator. The first step is to define the periodogram of the process $Y$ of the increments of $Z$:

$$\hat{I}_N(\lambda) = \frac{1}{2\pi N} \left| \sum_{k=0}^{N-1} Y_k e^{-ik\lambda} \right|^2$$

(11)

Now, let $g : \mathbb{R} \to \mathbb{R}$ be a $2\pi$-periodic function such that $g \in L^2([-\pi, \pi])$ and define

$$\hat{J}_N(g) = \int_{-\pi}^{\pi} g(\lambda)\hat{I}_N(\lambda) d\lambda, \quad \text{the integrated periodogram of } Y$$

and

$$J(g) = \int_{-\pi}^{\pi} g(\lambda)f_{H,C}(\lambda) d\lambda,$$

with $f_{H,C}$ denotes the spectral density of $Y$ defined in (10). From (9) and (11), we also have

$$\hat{I}_N(\lambda) = \frac{1}{2\pi} \sum_{|k| < N} \hat{r}_N(k)e^{-ik\lambda} \quad \text{with } \hat{r}_N(k) = \frac{1}{N} \sum_{j=1}^{N-|k|} Y_j Y_{j+|k|},$$

(12)

which is a biased estimate of $r_{H,C}(k)$ (see the next section). Thus, the periodogram $\hat{I}_N(\lambda)$ could be a natural estimator of the spectral density; unfortunately it is not a consistent estimator. However, once integrated with respect to some $L^2$ function, its behavior becomes quite smoother and can allow an estimation of the spectral
density. The Whittle’s contrast is a special case of the integrated periodogram \( \hat{J}_N(g) \). Indeed, this contrast can be written (see [30])

\[
\hat{U}_N(H, C) = \int_{-\pi}^{\pi} \left( \log(f_{H,C}(\lambda)) + \hat{J}_N(1/f_{H,C}(\lambda)) \right) d\lambda.
\]

The Whittle estimator is thus:

\[
(\hat{H}_N, \hat{C}_N) := \text{Argmin}_{(H,C) \in (1/2,1) \times (0,\infty)} \hat{U}_N(H, C).
\]

But using a classical renormalization (see Fox and Taqqu, 1986 for instance), the spectral density \( f_{H,C} \) of \( Y \) can be decomposed as:

\[
f_{H,C}(\lambda) = \sigma^2 g_H(\lambda) \quad \text{with} \quad \left \{ \begin{array}{l}
\sigma^2 = \frac{1}{2\pi} \frac{C^2}{\alpha_H} H\Gamma(2H) \sin(\pi H) \\
g_H(\lambda) = \alpha_H (1 - \cos \lambda) \sum_{k \in \mathbb{Z}} |\lambda + 2k\pi|^{-1-2H} 
\end{array} \right. \quad (13)
\]

for all \( \lambda \in [-\pi, 0) \cup (0, \pi] \) with \( \alpha_H := \exp \left[ -\int_{-\pi}^{\pi} \log \left( (1 - \cos t) \sum_{k \in \mathbb{Z}} |t + 2k\pi|^{-1-2H} \right) dt \right]. \)

Then

\[
\int_{-\pi}^{\pi} \log(g_H(\lambda)) d\lambda = 0 \quad (14)
\]

for \( H \in (1/2,1) \) and the minimization of \( \hat{U}_N(H, C) \) can be written again as a minimization in \((H, \sigma^2)\) and this implies that

\[
\hat{H}_N = \text{Argmin}_{H \in (1/2,1)} \left\{ \hat{J}_N(1/g_H) \right\} = \text{Argmin}_{H \in (1/2,1)} \left\{ \int_{-\pi}^{\pi} \hat{I}_N(\lambda) \, d\lambda \right\} \quad (15)
\]

and

\[
\hat{C}_N = \left( 2\pi \frac{\alpha_{\hat{H}_N} \hat{\sigma}_N^2}{\hat{H}_N \Gamma(2\hat{H}_N) \sin(\pi \hat{H}_N)} \right)^{1/2} \quad \text{with} \quad \hat{\sigma}_N^2 := \frac{1}{2\pi} \hat{J}_N(1/g_{\hat{H}_N}). \quad (16)
\]

**Remark 1** However, for practical use, these definitions \( \hat{H}_N \) and \( \hat{\sigma}_N^2 \) have to be modified. Indeed, the assumption that the process has zero mean is unrealistic. Moreover, the integrals defining the estimators has to be replaced by their approximations by a Riemann sum. Thus, define:

\[
\tilde{H}_N = \text{Argmin}_{H \in (1/2,1)} \left\{ \frac{2\pi}{N} \sum_{k=1}^{N} \hat{I}_N(\pi k/N) \right\} \quad \text{and} \quad \tilde{\sigma}_N^2 = \frac{1}{N} \sum_{k=1}^{N} \hat{I}_N(\pi k/N), \quad (17)
\]

with

\[
\hat{I}_N(\lambda) = \frac{1}{2\pi N} \left| \sum_{k=0}^{N-1} (Y_k - \overline{Y}_N)e^{-ik\lambda} \right|^2 \quad \text{for} \ \lambda \in [-\pi, \pi] \quad \text{and} \quad \overline{Y}_N = \frac{1}{N} \sum_{k=0}^{N-1} Y_k.
\]

### 3 Limit theorems for the Whittle estimator of parameters of a Rosenblatt process

In this section, we prove limit theorems for the integrated periodogram \( \hat{J}_N(g) \) for \( g \in L^2([-\pi, \pi]) \) satisfying certain conditions. Applied to \( g = 1/g_H \), we will prove the almost-sure convergence of \( \hat{H}_N \). Applied to \( g = \frac{\partial}{\partial g}(1/g_H) \) and then with a classical Taylor expansion also using the case \( g = \frac{\partial^4}{\partial g^4}(1/g_H) \) this will provide a non-central limit theorem satisfied by \( \hat{H}_N \).

Therefore, the main point is to obtain limit theorems for \( \hat{J}_N(g) \). For this, we use a (now) standard approach based on the chaotic decomposition of the random variable \( \hat{J}_N \) into a sum of multiple stochastic integrals. Since the Rosenblatt process at fixed time is a multiple integral of order 2, the product \( Y_j Y_{j+k} \) is a product of two double multiple integrals which can be expressed as a the sum of a multiple integral of order 4, a multiple integral of order 2 and a deterministic function, which is the expectation of \( Y_j Y_{j+k} \). This decomposition is
transferred to the integrated periodogram $\hat{J}_N$, which will be written as sum of two multiple integrals (one of order 2, one of order 4) plus its expectation. What we do next, is to analyze these three terms that compose $\hat{J}_N$. We will see that, as in the case of the variation statistic of the Rosenblatt process (see [28]) or of wavelet statistic (see [3]), the dominant term is the one in the second Wiener chaos, which will give the asymptotic behavior of $\hat{J}_N$. A detailed study of this term shows that it converges to a Rosenblatt random variable.

3.1 Chaos decomposition of the integrated periodogram

The purpose of this part is to provide the asymptotic behavior of a sequence $\hat{J}_N(g)$ using its chaos decomposition. We start first with the analysis of $\hat{r}_N(k)$ with fixed $k \in \mathbb{Z}$. We will study the convergence of $\hat{r}_N(k)$ to the covariance function $r_{H,C}(k)$. We first observe that

$$\mathbb{E}\hat{r}_N(k) = \frac{1}{N} \sum_{j=0}^{N-|k|-1} \mathbb{E} Y_j Y_{j+|k|} = \frac{N-|k|}{N} r_{H,C}(k)$$

and this converges to $r_{H,C}(k)$ when $N \to \infty$: $\hat{r}_N(k)$ is an asymptotically unbiased estimator for $r_{H,C}(k)$. On the other hand, for every $j \geq 1$ we can write the increment of the Rosenblatt process as

$$Y_j = Z_{j+1} - Z_j = I_2(\Delta L_j^H)$$

where $L^H$ is the kernel of the Rosenblatt process (8) and we denoted by $\Delta L^H_j$ the two-variables kernel

$$\Delta L^H_j(y_1,y_2) = C c_Z(H) \int_0^{j+1} (u-y_1) \frac{d^2}{u^2} (u-y_2) \frac{d^2}{u^2} du.$$ 

In the sequel we will simply denote $L^H := L$. Then, for every $|k| < N$, by the product formula (2)

$$\hat{r}_N(k) - r_{H,C}(k) = \frac{1}{N} \sum_{j=0}^{N-|k|-1} I_2(\Delta L_j)I_2(\Delta L_{j+|k|})$$

$$= \frac{1}{N} \sum_{j=0}^{N-|k|-1} \left( I_4(\Delta L_j \otimes \Delta L_{j+|k|}) + 4 I_2(\Delta L_j \otimes_1 \Delta L_{j+|k|}) \right)$$

$$+ \mathbb{E}\hat{r}_N(k) - r_{H,C}(k).$$

Therefore, for $g \in L^2([-\pi, \pi])$,

$$\hat{J}_N(g) - \mathbb{E}\hat{J}_N(g) = \frac{1}{2\pi N} \int_\pi^{2\pi} d\lambda g(\lambda) \sum_{|k| < N} \sum_{j=0}^{N-|k|-1} e^{i\lambda k} \left( I_4(\Delta L_j \otimes \Delta L_{j+|k|}) + 4 I_2(\Delta L_j \otimes_1 \Delta L_{j+|k|}) \right)$$

$$= \hat{T}_{2,N}(g) + \hat{T}_{4,N}(g),$$

where

$$\hat{T}_{4,N}(g) := \frac{1}{2\pi N} \int_{-\pi}^{\pi} d\lambda g(\lambda) \sum_{|k| < N} \sum_{j=0}^{N-|k|-1} e^{i\lambda k} I_4 \left( \Delta L_j(y_1,y_2) \Delta L_{j+|k|}(y_1,y_2) \right)$$

and

$$\hat{T}_{2,N}(g) := \frac{2}{\pi N} \int_{-\pi}^{\pi} d\lambda g(\lambda) \sum_{|k| < N} \sum_{j=0}^{N-|k|-1} e^{i\lambda k} I_2 \left( \int_{\mathbb{R}} dx \Delta L_j(y_1,x) \Delta L_{j+|k|}(y_2,x) \right).$$

The notation $\hat{T}_{2,N}(g)$ suggests that the sequence $\hat{T}_{4,N}(g)$ belongs to the fourth Wiener chaos while $\hat{T}_{2,N}(g)$ belongs to the second Wiener chaos.

3.2 Asymptotic behavior of the integrated periodogram

In order to study the asymptotic behavior of $\hat{J}_N(g)$ let us first specify our assumptions on the function $g$. For $H \in (1/2, 1)$ and for $g : [-\pi, \pi] \to \mathbb{R}$, we introduce
\textbf{Assumption A}(H): \( g \in \mathbb{L}^2\left([-\pi, \pi]\right) \) and for any \( \delta > 0 \), there exists \( C \) such that
\[ |g(\lambda)| \leq C |\lambda|^{2H-1-\delta} \quad \text{for all } \lambda \in [-\pi, 0) \cup (0, \pi]. \]

A very useful point for us is the following (already proved in [12], p. 531):

\textbf{Lemma 1} Let \( H \in (1/2,1) \) and let \( g_H \) be given by (10). Then, \( 1/g_H, \frac{\partial}{\partial H}(1/g_H) \) and \( \frac{\partial^2}{\partial H^2}(1/g_H) \) satisfy Assumption A(H).

The limit in distribution of the sequence \( \tilde{T}_N(g) - \mathbb{E} \tilde{T}_N(g) \) as \( N \to \infty \) depends on the asymptotic behavior of the two terms \( \tilde{T}_{2,N}(g) \) and \( \tilde{T}_{4,N}(g) \) above. First, let us analyze the term in the second Wiener chaos, denoted by \( \tilde{T}_{2,N}(g) \), of the decomposition \( \tilde{T}_N(g) \) when the function \( g \) satisfies Assumption A(H). Its asymptotic behavior is described by the following result.

\textbf{Proposition 1} For every \( H \in \left(\frac{1}{2}, 1\right) \) and all function \( g \) satisfying Assumption A(H),
\[ N^{1-H} \tilde{T}_{2,N}(g) \xrightarrow{D} \frac{2(2H-1)}{H(1-H)} \sqrt{\frac{2}{\pi}} g(\lambda) f_{(H+1)/2,C}(\lambda) d\lambda R, \]
with \( R \) a standard Rosenblatt random variable (\( \mathbb{E} R^2 = 1 \)).

Under the normalization of \( \tilde{T}_{2,N}(g) \) the summand \( \tilde{T}_{4,N}(g) \) goes to zero:

\textbf{Proposition 2} For every \( H \in \left(\frac{1}{2}, 1\right) \) and all function \( g \) satisfying Assumption A(H),
\[ N^{1-H} \tilde{T}_{4,N}(g) \xrightarrow{\mathcal{L}^2(0)} 0. \]

A non-central limit theorem satisfied by \( \tilde{T}_N(g) \) is thus the consequence of both the previous Propositions 1 and 2:

\textbf{Proposition 3} For every \( H \in \left(\frac{1}{2}, 1\right) \) and all function \( g \) satisfying Assumption A(H),
\[ N^{1-H} \left( \tilde{T}_N(g) - \mathbb{E} \tilde{T}_N(g) \right) \xrightarrow{D} \frac{2(2H-1)}{H(1-H)} \sqrt{\frac{2}{\pi}} g(\lambda) f_{(H+1)/2,C}(\lambda) d\lambda R, \]
with \( R \) a standard Rosenblatt random variable (\( \mathbb{E} R^2 = 1 \)).

The above Proposition 3 holds for any function \( g \) that satisfies Assumption A(H). The next result shows that, when \( g = \frac{1}{g_H} \left( \frac{1}{g_H} \right) \) (with \( g_H \) defined in (13)) under the normalization of \( \tilde{T}_{2,N}(g) \) the deterministic term in the chaos expansion of \( \tilde{T}_N(g) \) converges to zero.

\textbf{Proposition 4} With \( g_H \) given by (10), we have
\[ N^{1-H} \mathbb{E} \tilde{T}_N \left( \frac{\partial}{\partial H} \left( \frac{1}{g_H} \right) \right) \xrightarrow{N \to \infty} 0. \]

It is also possible to show the following almost sure limit theorem for the sequence \( \tilde{T}_N(g) \) when \( g \) satisfies Assumption A(H).

\textbf{Proposition 5} For every \( H \in \left(\frac{1}{2}, 1\right) \) and all function \( g \) satisfying Assumption A(H), we have
\[ \tilde{T}_N(g) \xrightarrow{a.s. \ N \to \infty} \sigma^2 \int_{-\pi}^{\pi} g(\lambda) g_H(\lambda) d\lambda. \]

Now, we can state our main result.
Figure 1: FFT estimation (Silverman’s method) of the density of the limit of \( \hat{H}_N \) for \( H = 0.65, N = 5000 \) from 1000 independent replications of Rosenblatt process paths.

**Theorem 1** Let \( \hat{H}_N \) be defined by (15). Then

\[
\hat{H}_N \overset{a.s.}{\longrightarrow} H \quad \text{and} \quad N^{1-H} (\hat{H}_N - H) \overset{D}{\longrightarrow} \gamma(H) R
\]

where \( R \) is a standard Rosenblatt random variable (with \( \mathbb{E} R^2 = 1 \)) and \( \gamma(H) \) is defined by:

\[
\gamma(H) := 16\pi \sqrt{\frac{2(2H-1)}{H(1+H)^2}} \left( \int_{-\pi}^{\pi} \frac{f_{H+1/2,1}(\lambda)}{g_H(\lambda)} d\lambda \right) \left( \int_{-\pi}^{\pi} f_{H,1}(\lambda) \frac{\partial^2}{\partial H^2} \left( \frac{1}{g_H(\lambda)} \right) d\lambda \right)^{-1}
\]

(20)

It is also possible to provide the strong convergence of \( \hat{C}_N \) (defined in 16) to \( C \):

**Corollary 1** Under the assumptions of Theorem 1,

\[
\hat{C}_N \overset{a.s.}{\longrightarrow} C \quad \text{and} \quad N^{1-H} (\hat{C}_N - C) \overset{D}{\longrightarrow} C \rho(H) R,
\]

where \( R \) is a standard Rosenblatt random variable (with \( \mathbb{E} R^2 = 1 \)) and \( \rho(H) \) is defined in (42).

## 4 Monte-Carlo experiments

We generated 200 paths of Rosenblatt processes for several values of \( H \) (= 0.55, 0.65, \ldots, 0.95) and \( N \) (= 1000, 5000, and 20000). These paths are obtained from the algorithm already used in [3] and deduced from the asymptotic behavior of \( n^{-H} \sum_{i=1}^{[nt]} (Y_i^2 - 1) \) when \( n \to \infty \) where \( (Y_i) \) is a sequence of centered and normalized LRD processes with memory parameter \( d = H/2 \) (typically FARIMA(0, H/2, 0) processes). Note that the generator of Rosenblatt process paths as well as the computations of the estimators used in this section are available on the website [http://samm.univ-paris1.fr/~Jean-Marc-Bardet](http://samm.univ-paris1.fr/~Jean-Marc-Bardet) with a free access on (in Matlab language).

We computed the Whittle estimator \( \hat{H}_N \) of \( H \). An example of the estimation of the probability density function of \( \hat{H}_N \) provided by the Silverman’s nonparametric procedure is given in Figure 1. This estimated probability density function appears could first appear as Gaussian density function but it is slightly asymmetric as the Rosenblatt density function should be when \( H = 0.65 \) (see for instance Figure 1 in [29]).

The Whittle estimator \( \hat{H}_N \) of \( H \) applied to paths of Rosenblatt processes is also compared to both other estimators:

- The extended local Whittle estimator \( \hat{H}_{ADG} \) defined in [1] from the seminal paper [23]. The trimming parameter is chosen as \( m = N^{0.65} \) (this is not an adaptive estimator) following the numerical recommendations of [1].
Table 1: Comparison between the Whittle estimator $\hat{H}_N$ and other famous semiparametric estimators of $H$ (extended local Whittle estimator $\hat{H}_{ADG}$ and wavelet estimator $\hat{H}_{Wa}$) applied to 100 paths of Rosenblatt processes with several $H$ and $N$ values.

- The wavelet estimator $\hat{H}_{Wa}$ as it was already defined in [3].

Note that both these estimators are semi-parametric estimators (while $\hat{H}_N$ is a parametric estimator) and thus can be applied to other processes than Rosenblatt processes. However the asymptotic study of $\hat{H}_{ADG}$ for Rosenblatt was not already done. The results are detailed in Table 1.

**Conclusions of the simulations:** The results obtained with the Whittle estimator $\hat{H}_N$ are very convincing and fit the limit theorem we established. Indeed the estimator $\hat{H}_N$ seems to be asymptotically unbiased and its standard deviation is depending on $H$ (the larger $H$ the larger the standard deviation).

For giving a comparison, it could be interesting to compare these results with those obtained for fractional Brownian motions (fBms) instead of Rosenblatt processes (the computation of the Whittle estimator is exactly the same for both those processes). In additional simulations, we obtained the following results: the standard deviation $\overline{\delta}_N$ of $\hat{H}_N$ applied to fBms almost not depends on $H$. Hence for almost all $H \in [0.5, 1]$ and $N = 1000$, $\overline{\delta}_N \simeq 0.02$, for $N = 5000$, $\overline{\delta}_N \simeq 0.01$ and for $N = 20000$, $\overline{\delta}_N \simeq 0.005$. As a consequence, from Table 1,

- when $H = 0.55$, the standard deviation of $\hat{H}_N$ for Rosenblatt process is close to the one obtained for fBm. In terms of theoretical convergence rate this is not surprising since the convergence rate of $\hat{H}_N$ is $N^{0.45}$ in case of Rosenblatt process while it is $N^{0.5}$ in case of fBm.

- when $H = 0.95$, the standard deviation of $\hat{H}_N$ for Rosenblatt process is dramatically larger than the one obtained for fBm. Once again, this is not surprising since the convergence rate of $\hat{H}_N$ is $N^{0.05}$ in case of Rosenblatt process while it is still $N^{0.5}$ in case of fBm.

Also from Table 1, we can compare the convergence rates of $\hat{H}_N$ and both the semiparametric estimators $\hat{H}_{ADG}$ and $\hat{H}_{Wa}$. The standard deviation of $\hat{H}_N$ is almost the half of those of $\hat{H}_{ADG}$ and $\hat{H}_{Wa}$. The results are really convincing and show the good accuracy of the Whittle estimator for estimating $H$. However, to be fair, we have to underline that $\hat{H}_N$ is a parametric estimator typically appropriated to Rosenblatt (or fBm) increment processes while $\hat{H}_{ADG}$ and $\hat{H}_{Wa}$ are semiparametric estimators which can be applied to general classes of long-memory processes.

**Remark 2** As we improved the generator of Rosenblatt processes, the results obtained with $\hat{H}_{Wa}$ are a little better than those obtained in [3], especially when $H$ is close to 1.
5 Proofs

The following technical lemma will be needed several times in the sequel.

**Lemma 2** Let $g$ satisfy Assumption $A(H)$ with $H \in (1/2, 1)$. Then, for any $\delta > 0$ and $k \in \mathbb{Z}$,
\[
\int_{-\pi}^{\pi} g(\lambda) e^{ik\lambda} d\lambda = O((1 + |k|)^{-2H+\delta}).
\]

**Proof:** This has been stated and proved in [12], Lemma 5.

**Proof of Proposition 1:** First, using the definition of the contraction $\otimes_1$ (see (3)),
\[
(\Delta L_j \otimes_1 \Delta L_{j+k})(y_1, y_2) = \int_\mathbb{R} dx \Delta L_j(y_1, x) \Delta L_{j+k}(y_2, x)
\]
\[
= C^2 c_2^2(H) \int_\mathbb{R} \int_\mathbb{R} du \int_j^{j+1} \int_j^{j+1} \frac{du}{u} \frac{dv}{v} |u-v|^{H-1}
\]
\[
= C^2 c_2^2(H) \beta(1 - H, \frac{H}{2}) \int_\mathbb{R} \int_\mathbb{R} du \int_j^{j+1} \int_j^{j+1} \frac{du}{u} \frac{dv}{v} |u-v|^{H-1}
\]
where we changed the order of integration and we used the identity: for $(a, b) \in (-1, 0)^2$ and $a + b < -1$, for $(u, v) \in \mathbb{R}^2$ with $u \neq v$,
\[
\int_{-\infty}^{u \wedge v} (u - y)^a (v - y)^b dy = \beta(-1 - a - b, a + 1) |u - v|^{a+b+1}.
\]

Then
\[
\hat{T}_{2,N}(g) = C^2 \frac{AH(2H-1)}{\beta(1 - H, \frac{H}{2})} \int_{-\pi}^{\pi} d\lambda g(\lambda) \sum_{|k| < N} e^{ik\lambda} I_2 \left( \int_j^{j+1} \int_{j+k}^{j+k+1} \frac{dv}{v} |v-u|^{H-1} \right).
\]

By Lemma 3, the sequence $(N^{1-H}\hat{T}_{2,N}(g))_N$ has the same limit in $L^2(\Omega)$ as the sequence $(N^{1-H}\hat{T}_{2,N}^\delta(g))_N$ where
\[
\hat{T}_{2,N}^\delta(g) = C^2 \frac{AH(2H-1)}{\beta(1 - H, \frac{H}{2})} \frac{1}{\pi N} \int_{-\pi}^{\pi} d\lambda g(\lambda) \sum_{|k| < N} e^{ik\lambda} \sum_{k=0}^{N-|k|-1} e^{ik\lambda} I_2 \left( \int_j^{j+1} \int_{j+k}^{j+k+1} \frac{dv}{v} |v-u|^{H-1} \right).
\]

But from the definition of a Rosenblatt process and the computation of $\int_j^{j+1} du \int_{j+k}^{j+k+1} \frac{dv}{v} |v-u|^{H-1}$,
\[
\hat{T}_{2,N}(g) = C^2 \sqrt{\frac{2(H-1)}{H(1+H)^2}} \frac{1}{\pi} \sum_{|k| < N} \left( \int_{-\pi}^{\pi} g(\lambda) e^{ik\lambda} d\lambda \right) [k + 1]^{H+1} + |k - 1|^{H+1} - 2|k|^{H+1} R_{N-|k|},
\]
where $(R_t)_t$ is a standard Rosenblatt process with parameter $H$. But from Lemma 2, with $\delta > 0$ that can be chosen arbitrary small, we have $\int_{-\pi}^{\pi} g(\lambda) e^{ik\lambda} d\lambda = O((1 + |k|)^{-2H+\delta})$ and since $(|k + 1|^{H+1} + |k - 1|^{H+1} - 2|k|^{H+1}) \sim \frac{1}{2}(H+1) H k^{H+1}$ when $k$ is large enough, we deduce that
\[
\sum_{k \in \mathbb{Z}} \left( \int_{-\pi}^{\pi} g(\lambda) e^{ik\lambda} d\lambda \right) [k + 1]^{H+1} + |k - 1|^{H+1} - 2|k|^{H+1} N^{-|k|} < \infty.
\]

Moreover, since a Rosenblatt process is a $H$-self-similar process, $(N^{-H} R_{N-|k|})_{|k| < N} \sim (R_{N^{-H}})_{|k| < N}$. This is also a continuous process and therefore
\[
N^{1-H} \hat{T}_{2,N}(g) \overset{D}{\sim} 4C^2 \sqrt{\frac{2(2H-1)}{H(1+H)^2}} \frac{1}{2\pi} \sum_{|k| < N} \left( \int_{-\pi}^{\pi} g(\lambda) e^{ik\lambda} d\lambda \right) [k + 1]^{H+1} + |k - 1|^{H+1} - 2|k|^{H+1} R_{N^{-H}}
\]
\[
\overset{D}{\sim} 4C^2 \sqrt{\frac{2(2H-1)}{H(1+H)^2}} \int_{-\pi}^{\pi} d\lambda g(\lambda) \frac{1}{2\pi} \sum_{k \in \mathbb{Z}} e^{ik\lambda} ([k + 1]^{H+1} + |k - 1|^{H+1} - 2|k|^{H+1}) R_1.
\]
But \( \{k + 1\}^{H+1} + |k - 1|^{H+1} - 2|k|^{H+1} \) (see (9)) and therefore from the definition of a spectral density,

\[
N^{1-H} \hat{T}_{2,N}(g) \xrightarrow{D_2} \frac{N}{N \to \infty} 8 \sqrt{\frac{2(2H - 1)}{H(1 + H)^2}} \left( \int_{-\pi}^{\pi} g(\lambda) f_{(H+1/2,C)}(\lambda) d\lambda \right) R_L.
\]

**Lemma 3** Define the sequence of functions \((G_N)\) by

\[
G_N(y_1, y_2) := N^{-H} \int_{-\pi}^{\pi} g(\lambda) d\lambda \sum_{|k| < N} e^{-i\lambda k} \sum_{j = 0}^{N-|k|-1} \int_{j}^{j+1} du \int_{j+|k|}^{j+|k|+1} dv |u - v|^{H-1} \left[ (u - y_1)^{H-1} (v - y_2)^{H-1} - \int_{j}^{j+1} (u' - y_1)^{H-1} (v' - y_2)^{H-1} du' \right].
\]

Then,

\[
G_N(y_1, y_2) \xrightarrow{L^2(\mathbb{R})^2} 0,
\]

**Proof:** 1. On the one hand, define the sequence of functions \((G_{N,1})\) by

\[
G_{N,1}(y_1, y_2) := N^{-H} \int_{-\pi}^{\pi} g(\lambda) d\lambda \sum_{|k| < N} e^{-i\lambda k} \sum_{j = 0}^{N-|k|-1} \int_{j}^{j+1} du \int_{j+|k|}^{j+|k|+1} dv |u - v|^{H-1} \left[ (u - y_1)^{H-1} (v - y_2)^{H-1} - (u - y_2)^{H-1} \right].
\]

Then we have

\[
\|G_{N,1}(y_1, y_2)\|_{L^2(\mathbb{R})^2} = N^{-2H} \int_{\mathbb{R}^2} dy_1 dy_2 \sum_{|k_1| < N} \sum_{|k_2| < N} \int_{-\pi}^{\pi} g(\lambda_1) e^{-i\lambda_1 k_1} d\lambda_1 \int_{-\pi}^{\pi} g(\lambda_2) e^{-i\lambda_2 k_2} d\lambda_2 \times \sum_{j_1 = 0}^{N-|k_1|-1} \sum_{j_2 = 0}^{N-|k_2|-1} \left( \int_{j_1}^{j_1+|k_1|+1} du_1 \int_{j_1+|k_1|}^{j_1+|k_1|+1} dv_1 |u_1 - v_1|^{H-1} (u_1 - y_1)^{H-1} - (u_1 - y_2)^{H-1} \right) \times \left( \int_{j_2}^{j_2+|k_2|+1} du_2 \int_{j_2+|k_2|}^{j_2+|k_2|+1} dv_2 |u_2 - v_2|^{H-1} (u_2 - y_1)^{H-1} - (u_2 - y_2)^{H-1} \right).
\]

Then, using (21), there exist \(D_1 > 0\) and \(D_2 > 0\) such as,

\[
\|G_{N,1}\|_{L^2(\mathbb{R})^2} = D_1 N^{-2H} \sum_{|k_1| < N} \sum_{|k_2| < N} \int_{-\pi}^{\pi} g(\lambda_1) e^{-i\lambda_1 k_1} d\lambda_1 \int_{-\pi}^{\pi} g(\lambda_2) e^{-i\lambda_2 k_2} d\lambda_2 \times \sum_{j_1 = 0}^{N-|k_1|-1} \sum_{j_2 = 0}^{N-|k_2|-1} \left( \int_{j_1}^{j_1+|k_1|+1} du_1 \int_{j_1+|k_1|}^{j_1+|k_1|+1} dv_1 |u_1 - v_1|^{H-1} (u_1 - y_1)^{H-1} - (u_1 - y_2)^{H-1} \right) \times \left( \int_{j_2}^{j_2+|k_2|+1} du_2 \int_{j_2+|k_2|}^{j_2+|k_2|+1} dv_2 |u_2 - v_2|^{H-1} (u_2 - y_1)^{H-1} - (u_2 - y_2)^{H-1} \right) \leq \frac{D_2}{N^{2H-1}} \sum_{|k_1| < N} \sum_{|k_2| < N} I(k_1, k_2, j)
\]

(22)
with

\[
I(k_1, k_2, j) := \frac{1}{[(1 + |k_1|)(1 + |k_2|)]^{2H-2}} \int_{[0,1]^2} \left( |u_1 - v_1 - |k_1||u_2 - v_2 - |k_2||u_1 - u_2 + j| \right)^{H-1} \times \left( |u_1 - u_2 + j|^{H-1} - |u_1 - v_2 + j - |k_2||^{H-1} + |u_1 - v_1 - j - |k_1||^{H-1} + |v_1 - v_2 + j + |k_1| - |k_2||^{H-1} \right) \, du_1 \, dv_1 \, du_2 \, dv_2
\]

and where both the last inequalities are obtained from changes of variables, Lemma 2 (with \(\delta > 0\) which can be chosen arbitrary small) and symmetry properties. For \(|x| \geq 2\) and \((u, v) \in [0,1]^2\), \(|x + u - v|^{H-1} \leq 2^{1-H} |x|^{H-1}\) and for \(|x| < 2\) and \((u, v) \in [0,1]^2\), \(u \neq v\), \(|x + u - v|^{H-1} \leq |u - v|^{H-1}\). Moreover from a usual Taylor expansion of the function \(x \mapsto |1 + x|^{H-1}\), there exists \(C > 0\) such as

\[
\left| |y + j|^{H-1} - |j|^{H-1} (1 + (H-1) \frac{y}{|j|}) \right| \leq C \frac{|y|}{|j|^{2-H}} \quad \text{when } 2|y| \leq j.
\]

Therefore, there exists \(C > 0\) such as

\[
\left| |u_1 - u_2 + j|^{H-1} - |u_1 - v_2 + j - |k_2||^{H-1} - |u_1 - v_1 - j - |k_1||^{H-1} + |v_1 - v_2 + j + |k_1| - |k_2||^{H-1} \right|
\]

\[
\leq C (1 + |k_1| + |k_2|) |j|^{H-2}
\]

\[
\leq C (1 + |k_1|)^{2H-1+\delta} (1 + |k_2|)^{2H-1+\delta} |j|^{-H-\delta}
\]

when \(|j| > 2 \max(|k_1|, |k_2|)\). Then for \(|j| > 2 \max(|k_1|, |k_2|)\) and for \(|k_1|\) and \(|k_2|\) large enough,

\[
I(k_1, k_2, j) \leq \frac{C}{[(1 + |k_1|)(1 + |k_2|)]^{1+H-\delta}} \left( (1 + |k_1|)^{2H-1+\delta} + (1 + |k_2|)^{2H-1+\delta} \right) \frac{1}{|j|^{1+\delta}}.
\]

Therefore,

\[
\frac{D_2}{N^{2H-1}} \sum_{|k_1| < N} \sum_{|k_2| < N} \sum_{|j| > 2 \max(|k_1|, |k_2|)} I(k_1, k_2, j) \underset{N \to \infty}{\longrightarrow} 0.
\]

Now, for \(2 \leq |j| \leq 2 \max(|k_1|, |k_2|)\) and for \(|k_1|\) and \(|k_2|\) large enough,

\[
I(k_1, k_2, j) \leq \frac{C}{[(1 + |k_1|)(1 + |k_2|)]^{1+H-\delta}} |j|^{H-1}
\]

\[
\times \left( |j|^{H-1} + |u_1 - u_2 + j - |k_2||^{H-1} + |u_1 - v_1 - j - |k_1||^{H-1} + |v_1 - v_2 + j + |k_1| - |k_2||^{H-1} \right)
\]

But for \(\beta \in \mathbb{R}^*\), since \(1/2 < H < 1\), there exists \(C > 0\) such as for \(|\beta| \leq M\),

\[
\sum_{j=2}^{M} \frac{1}{(j + \beta)^{1-H}} \leq C M^{2H-1}.
\]

Thus, for \(2 \leq |j| \leq 2 \max(|k_1|, |k_2|)\) and for \(|k_1|\) and \(|k_2|\) large enough,

\[
I(k_1, k_2, j) \leq \frac{C}{[(1 + |k_1|)(1 + |k_2|)]^{1+H-\delta}} \left( \max(|k_1|, |k_2|) \right)^{2H-1}.
\]

Therefore,

\[
\frac{D_2}{N^{2H-1}} \sum_{|k_1| < N} \sum_{|k_2| < N} \sum_{2 \leq |j| \leq 2 \max(|k_1|, |k_2|)} I(k_1, k_2, j) \underset{N \to \infty}{\longrightarrow} 0.
\]

We can easily add to this asymptotic behavior the cases \(j = 0, j = 1\) or \(j = -1\) thanks to the convergence of the integral defined in \([0,1]^4\). Finally, we obtain:

\[
\|G_{N,1}(y_1, y_2)\|_{L^2(\mathbb{R}^2)} \underset{N \to \infty}{\longrightarrow} 0.
\]
2. On the other hand, define the sequence of functions \((G_{N,2})_N\) by

\[
G_{N,2}(y_1, y_2) := N^{-H} \int_{-\pi}^\pi g(\lambda) d\lambda \sum_{|k_1| < N} e^{-ik_1} \sum_{j=0}^{N-|k_1|-1} \int_{j+1}^{j+|k_1|+1} du \int_{j+1}^{j+|k_1|+1} dv \left| u-v \right|^{H-1} \left[ (u-y_1)\bar{\phi}_r^{-1} (u-y_2)\bar{\phi}_r^{-1} - (u' - y_1)\bar{\phi}_r^{-1} (u' - y_2)\bar{\phi}_r^{-1} \right].
\]

Then following the same kind of computations and expansions than for \(\|G_{N,1}(y_1, y_2)\|_{L^2}^2\), we have

\[
\|G_{N,2}(y_1, y_2)\|_{L^2}^2 = N^{-2H} \sum_{|k_1| < N} e^{-ik_1} \sum_{j=0}^{N-|k_1|-1} \int_{-\pi}^\pi g(\lambda_1) e^{-i\lambda_1 k_1} d\lambda_1 \int_{-\pi}^\pi g(\lambda_2) e^{-i\lambda_2 k_2} d\lambda_2 \times \sum_{|j_1| < N} \left| \int_{-\pi}^\pi d\lambda \left( \int_{j_1+1}^{j_1+|k_1|+1} du \left| u \right|^{H-2} \left[ (u-y_1)\bar{\phi}_r^{-1} (u-y_2)\bar{\phi}_r^{-1} - (u' - y_1)\bar{\phi}_r^{-1} (u' - y_2)\bar{\phi}_r^{-1} \right] \right) \right|^{2H-2}.
\]

As a consequence, if all the previous sums are finite, we deduce that

\[
\|G_{N,2}(y_1, y_2)\|_{L^2}^2 \rightarrow 0. \quad (27)
\]

Then (26) and (27) imply Lemma 3 holds.

**Proof of Proposition 2:** In a first step we use the isometry of multiple integrals (1) and the fact that the \(L^2\) norm of the symmetrized function is less than the \(L^2\) norm of the function itself. In a second step we change the order of integration and we use (21). Then, for the last bound below, we use the same lines as in the proof of Lemma 3. We have

\[
\mathbb{E} \left( (N^{1-H} \hat{T}_{4,N}(g))^2 \right) \leq N^{-2H} \int_{\mathbb{R}^4} dy_1 dy_2 dy_3 dy_4 \int_{-\pi}^\pi d\lambda_1 d\lambda_2 g(\lambda_1) g(\lambda_2) \sum_{|k_1| < N} \sum_{|k_2| < N} e^{-ik_1 \lambda_1} e^{-ik_2 \lambda_2} \times \sum_{j=0}^{N-|k_1|-1} \sum_{|j_1| < N} \int_{j_1+1}^{j_1+|k_1|+1} du \int_{j_1+1}^{j_1+|k_1|+1} dv \left| u-v \right|^{H-2} \left[ (u-y_1)\bar{\phi}_r^{-1} (u-y_2)\bar{\phi}_r^{-1} - (u' - y_1)\bar{\phi}_r^{-1} (u' - y_2)\bar{\phi}_r^{-1} \right] \times \sum_{j_2} \left| \int_{j_2+1}^{j_2+|k_2|+1} du' \int_{j_2+1}^{j_2+|k_2|+1} dv' \left| u'-v' \right|^{H-2} \left[ (u'-y_1)\bar{\phi}_r^{-1} (u'-y_2)\bar{\phi}_r^{-1} - (u' - y_1)\bar{\phi}_r^{-1} (u' - y_2)\bar{\phi}_r^{-1} \right] \right|^{2H-2}.
\]

As in the proof of Lemma 3, we decompose the previous right hand term in two parts: firstly, when \(|j| > 2 \max(|k_1|, |k_2|)\), we have \(r_{H,1}(j) \leq c (1+|j|)^{2H-2}\) and \(r_{H,1}(j+|k_1|-|k_2|) \leq c (1+|j|)^{2H-2}\). Then, with
Therefore, from (3.3) in [12], we know that
\[ \sum_{i=1}^{N} \frac{1}{(1 + |k_1|)(1 + |k_2|)} 2^{H-\delta} \sum_{j=1}^{N} \max(|k_1|, |k_2|) \]
\[ \leq c N^{1-2H} \sum_{|k_1| < N} \sum_{|k_2| < N} \frac{1}{(1 + |k_1|)(1 + |k_2|)} 2^{H-\delta} \max(|k_1|, |k_2|) N^{4H-3} \]
\[ \leq c N^{2H-2}, \]

(28)
since \(2H - \delta > 0\) because \(H > 1/2\) and \(\delta > 0\) can be chosen arbitrary small. Secondly, when \(|j| \leq \max(|k_1|, |k_2|)\), using \(|r_{H,1}(j + |k_1| - |k_2|)| \leq 1\), we obtain
\[ N^{1-2H} \sum_{|k_1| < N} \sum_{|k_2| < N} \frac{1}{(1 + |k_1|)(1 + |k_2|)} 2^{H-\delta} \sum_{j=1}^{N} \max(|k_1|, |k_2|) 2^{H-1} \]
\[ \leq c N^{1-2H} \sum_{|k_1| < N} \sum_{|k_2| < N} \frac{1}{(1 + |k_1|)(1 + |k_2|)} 2^{H-\delta} \max(|k_1|, |k_2|) \]
\[ \leq c N^{1-2H+\delta}. \]  

(29)

As a consequence, from (28) and (29),
\[ \mathbb{E} \left( N^{1-H} \hat{J}_{4,N}(g) \right)^2 \xrightarrow{N \to \infty} 0, \]

and the conclusion of Proposition 2 follows. 

\[ \square \]

**Proof of Proposition 4:** The proof follows the lines of end of the proof of Theorem 2 in [12], p. 528-529. Notice that
\[ \mathbb{E} \hat{J}_N \left( \frac{\partial}{\partial H} \left( \frac{1}{g_H} \right) \right) = \sum_{|k| < N} \int_{-\pi}^{\pi} d\lambda \frac{\partial}{\partial H} \left( \frac{1}{g_H(\lambda)} \right) N - k N^{-H} r_{H,C}(k) e^{-ik\lambda}. \]

Denote
\[ e_k = \int_{-\pi}^{\pi} e^{ik\lambda} \frac{\partial}{\partial H} \left( \frac{1}{g_H(\lambda)} \right) d\lambda. \]

Then
\[ \mathbb{E} \hat{J}_N \left( \frac{\partial}{\partial H} \left( \frac{1}{g_H} \right) \right) = \frac{1}{(2\pi)^2 N} \sum_{j=1}^{N} \sum_{k=1}^{N} r_{H,C}(j-k) e_{j-k}. \]

From (3.3) in [12], we know that
\[ \sum_{k \in \mathbb{Z}} r_{H,C}(k) e_k = 0. \] (30)

Therefore,
\[ N^{1-H} \mathbb{E} \hat{J}_N \left( \frac{\partial}{\partial H} \left( \frac{1}{g_H} \right) \right) = N^{1-H} \sum_{|k| < N} (1 - \frac{k}{N}) r_{H,C}(k) e_k \]
\[ = N^{1-H} \sum_{|k| < N} r_{H,C}(k) e_k - N^{-H} \sum_{|k| < N} k r_{H,C}(k) e_k. \] (31)

From Lemma 2 and since \(r_{H,C}(k) = O(|k|^{2H-2})\), \(|k| \to \infty\), we have for all \(\delta > 0\)
\[ r_{H,C}(k) e_k = O(|k|^{-2+\delta}). \] (32)

Then, from a usual comparison with a Riemann integral, \(\sum_{|k| < N} k r_{H,C}(k) e_k = O(N^\delta)\). Moreover, from (30), \(\sum_{|k| < N} r_{H,C}(k) e_k = -\sum_{|k| \geq N} r_{H,C}(k) e_k\) and also from a usual comparison with a Riemann integral and (32), we know that \(\sum_{|k| \geq N} r_{H,C}(k) e_k = O(N^{-1+\delta})\). As a consequence, from (31),
\[ N^{1-H} \mathbb{E} \hat{J}_N \left( \frac{\partial}{\partial H} \left( \frac{1}{g_H} \right) \right) = O(N^{\delta-H}). \]
As \( \delta \) can be chosen arbitrary small, we deduce that Proposition 4 holds.

**Proof of Proposition 5:** Note that the Fourier coefficients of \( \tilde{I}_N \) are given by
\[
\int_{-\pi}^{\pi} e^{ikx} \tilde{I}_N(x) dx = \tilde{r}_N(k)1_{|k|<N}.
\]
The proofs of Proposition 1 and 2 imply that
\[
\tilde{r}_N(k) \xrightarrow{\mathbb{L}^2} r_{H,C}(k).
\]
(33)
The above convergence holds almost surely by an argument in [9] (Theorem 7.1, p. 493).

**Proof of Theorem 1:** For establishing the strong convergence, define for \( h \in (1/2,1) \),
\[
\hat{V}_N(h) = \frac{1}{2\pi} \hat{J}_N(1/g_h).
\]
(34)
From Proposition 5, \( \hat{V}_N(h) \xrightarrow{a.s.} \hat{V}(h) = \sigma^2 \int_{-\pi}^{\pi} \frac{g_H(\lambda)}{g_h(\lambda)} d\lambda \). As \( H = \text{Argmin}_{h \in (1/2,1)} V(h) \) and \( \hat{H}_N = \text{Argmin}_{h \in (1/2,1)} \hat{V}_N(h) \), from usual arguments (see for instance [12]), then \( \hat{H}_N \xrightarrow{a.s.} H \).

For proving the non-central theorem, apply Proposition 3 to \( g = \frac{\partial}{\partial H} \left( \frac{1}{g_h} \right) \) and from Proposition 4, we obtain:
\[
N^{1-H} \frac{\partial}{\partial h} \hat{V}_N(H) \xrightarrow{d} \frac{1}{2\pi} \sqrt{8(2H-1)} \left( \int_{-\pi}^{\pi} \frac{\partial}{\partial H} \left( \frac{1}{g_h(\lambda)} \right) g_{(H+1)/2}(\lambda) d\lambda \right) R,
\]
with \( R \) a standard Rosenblatt random variable. Now use the following result established in Lemma 2 in [12]. Suppose that \( (b_N) \) is a sequence of real numbers such that \( b_N \xrightarrow{N \to \infty} +\infty \). Assume that
\[
b_N \frac{\partial}{\partial h} \hat{V}_N(H) \xrightarrow{d} Y,
\]
(35)
where \( Y \) is a random variable. Then
\[
b_N(\hat{H}_N - H) \xrightarrow{d} -2\pi \left( \int_{-\pi}^{\pi} f_{H,C}(\lambda) \frac{\partial^2}{\partial H^2} \left( \frac{1}{g_h(\lambda)} \right) d\lambda \right)^{-1} Y.
\]
Using \( b_N = N^{1-H} \), \( Y = 8 \sqrt{\frac{2(2H-1)}{\pi(1-H)^2}} \left( \int_{-\pi}^{\pi} g(\lambda)f_{(H+1)/2,C}(\lambda) d\lambda \right) R \), Proposition 3 applied to \( \frac{\partial}{\partial H} \left( \frac{1}{g_h} \right) \) and Proposition 4, then (35) holds. This implies Theorem 1.

**Proof of Corollary 1:** Using \( \hat{V}_N(h) \) defined in (34), it is sufficient to write
\[
\hat{C}_N = (\mu(\hat{H}_N) \hat{V}_N(\hat{H}_N))^{1/2},
\]
with
\[
\mu(h) = 2\pi \frac{a_h}{h \Gamma(2h) \sin(\pi h)} \quad \text{for} \quad h \in (1/2,1),
\]
(36)
and the strong consistencies established in Proposition 5 and Theorem 1 allow to show the almost sure convergence of \( \hat{C}_N \).

For establishing the non-central limit theorem, the Taylor’s formula implies that
\[
\hat{V}_N(h) = \hat{V}_N(\hat{H}_N) + \frac{1}{2} (H - \hat{H}_N)^2 \left( \frac{\partial^2}{\partial h^2} \hat{V}_N(\hat{H}_N) \right),
\]
with probability 1, and with \( |H_N - H| < \hat{|H}_N - H| \). From previous Theorem 1, it follows
\[
N^{1-H} (\hat{V}_N(H) - \sigma^2) = N^{1-H} (\hat{V}_N(\hat{H}_N) - \sigma^2) + O_p(N^{H-1}).
\]
(37)
Moreover, from Proposition 3,

\[ N^{1-H} \left( \hat{V}_N(H) - \mathbb{E} \left( \hat{V}_N(H) \right) \right) \xrightarrow{D} N \to \infty \frac{4}{\pi} C^2 \beta(H) R. \]  

(38)

with \( \beta(H) = \sqrt{\frac{2(2H-1)}{H(1-H)}} \left( \int_{-\pi}^{\pi} g_H(\lambda) f_{H+1/2}(\lambda) d\lambda \right). \) Since \( \mathbb{E} \left( \hat{V}_N(H) \right) = \sigma^2 + o(N^{-1/2}) \) (see for instance [12]), from (37) and (38), we deduce:

\[ N^{1-H} \left( \hat{V}_N(H) - \sigma^2 \right) \xrightarrow{D} N \to \infty \frac{4}{\pi} \beta(H) R. \]  

(39)

From Theorem 1 and using the Delta-Method, 

\[ N^{1-H} \left( \mu(\hat{H}_N) - \mu(H) \right) \xrightarrow{D} N \to \infty (\mu'(H))^2 \gamma(H) R. \]  

(40)

Thus, using (39) and (40), we have:

\[ N^{1-H} \left( \mu(\hat{H}_N) - \mu(H) \sigma^2 \right) \xrightarrow{D} N \to \infty C^2 \left( (\mu'(H))^2 \gamma(H) \frac{1}{\mu(H)} + \frac{4}{\pi} \beta(H) \mu(H) \right) R. \]  

(41)

As a consequence, using again the Delta-Method, we have:

\[ N^{1-H} \left( \hat{C}_N - C \right) \xrightarrow{D} N \to \infty \frac{1}{4 \mu(H)} \left( (\mu'(H))^2 \gamma(H) + \frac{4}{\pi} \beta(H) \mu^2(H) \right) R, \]  

(42)

achieving the proof of Corollary 1.

\[ \blacksquare \]
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