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CELLULARITY OF THE LOWEST TWO-SIDED IDEAL OF AN

AFFINE HECKE ALGEBRA

JÉRÉMIE GUILHOT

Abstract. In this paper we show that the lowest two-sided ideal of an affine Hecke
algebra is affine cellular for all choices of parameters. We explicitely describe the
cellular basis and we show that the basis elements have a nice decomposition when
expressed in the Kazhdan-Lusztig basis. In type A we provide a combinatorial de-
scription of this decomposition in term of number of paths.

1. Introduction

The notion of cellular algebra was first introduced by Graham and Lehrer in [6] for
finite dimensional algebras. Roughly speaking, a cellular algebra A possesses a distin-
guished basis (possibly more than one), known as a "cellular basis", that is particularly
well-adapted to studying the representation theory of A. Indeed, a cellular basis yields
a filtration of A with composition factors isomorphic to the cell modules. Further, the
structure constants with respect to the cellular basis define bilinear forms on cell modules
and one can show that the quotient of a cell module by the radical of this bilinear form
is either 0 or irreducible. In this way, one obtains a complete set of isomorphism classes
of simple modules for the given cellular algebra. Examples of cellular algebras include
many finite-dimensional Hecke algebras [4].

Recently, Koenig and Xi [10] have generalized this concept to possibly infinite dimen-
sional algebras over a principal ideal domain k by introducing the notion of affine cellular
algebras. In a cellular algebra, cell modules are isomorphic to matrix rings with coeffi-
cients in k and twisted multiplication with respect to the bilinear form. In the affine case,
they still are isomorphic to matrix rings with twisted multiplication but the matrix ring
is now defined over a quotient of a polynomial ring over k. As in the finite dimensional
case, affine cellular structure for an algebra A yields a parametrisation of the irreducible
A-modules. In their paper, Koenig and Xi have shown that extended affine Hecke alge-
bras of type A are affine cellular. In [8], it is shown that affine Hecke algebras of rank 2
are affine cellular for all generic choices of parameters.

In this paper we are concerned with extended affine Weyl groups. Let We be an ex-
tended affine Weyl group and let W0 be the associated finite Weyl group. Then it is a
well-known fact that the set c0 := {w ∈ We | w = xw0y, ℓ(w) = ℓ(x) + ℓ(w0) + ℓ(y)} is
a Kazhdan-Lusztig two-sided cell and that it is the lowest one with respect to a certain
order on cells. We can associate to this cell a two-sided ideal M0 of the corresponding
affine Hecke algebra (with possibly unequal parameters).

The purpose of this paper is twofold:

(1) Show that the lowest two-sided ideal M0 is affine cellular and explicitely construct
a cellular basis; see Section 4.
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(2) Study the decomposition of the previously found cellular basis in the Kazhdan-
Lusztig basis; see Section 5.

It is in type A that point (2) above is the nicest : we will show in section 6 that the
coefficients that appear in the expression of the cellular basis when expressed in the
Kazhdan-Lusztig basis can be interpreted as the number of certain kind of paths in a
Weyl chamber.

2. Affine Weyl groups and Geometric realisation

In this paper, we fix an euclidean R-vector space V of dimension r ≥ 1 and we denote
by Φ an irreducible root system in V of rank r: the scalar product will be denoted by
( , ) : V × V −→ R. The dual of V will be denoted by V ∗ and 〈 , 〉 : V × V ∗ −→ R
will denote the canonical pairing. If α ∈ Φ, we denote by α∨ ∈ V ∗ the associated
coroot (if x ∈ V , then 〈x, α∨〉 = 2(x, α)/(α, α)) and by Φ∨ the dual root system. We
will denote by Q the root lattice. We fix a positive system Φ+ and a simple system
∆ = {α1, . . . , αn} ⊂ Φ+.

2.1. Affine Weyl group. For α ∈ Φ+ and n ∈ Z, we set

Hα,n = {x ∈ V | 〈x, α∨〉 = n} and F = {Hα,n | α ∈ Φ+ and n ∈ Z}.

We will say that H is of direction α if H is of the form Hα,k for some k ∈ Z and, for
α ∈ Φ+, we denote by Fα the set of hyperplanes of direction α. We will say that H and
H ′ are parallel if they have same directions. For H = Hα,k with α ∈ Φ+, we set

H+ := {λ ∈ V | 〈λ, α∨〉 > k} and H− := {λ ∈ V | 〈λ, α∨〉 < k}.

If H ∈ F , we denote by σH the orthogonal reflection with respect to H . Then the
group Wa generated by {σH | H ∈ F} is an affine Weyl group of type Φ∨. Let α0 ∈ Φ+

be such that α∨
0 is the highest coroot in Φ∨. Then Wa is a Coxeter group generated by

Sa := S0 ∪ {σα0,1} where S0 := {σα,0 | α ∈ ∆}. The Weyl group W0 of Φ is generated by
S0. The translation tα of vector α ∈ Q indeed lie in Wa as have σα,1σHα,0 = tα. In fact
it is a well-known fact that Wa ≃W0 ⋉Q.

To simplify the notation we will write σi instead of σαi,0 for all 1 ≤ i ≤ n and σ0
instead of σα0,1. Then W0 is generated by S0 := {σ1, . . . , σn} and Wa is generated by
Sa := {σ0, . . . , σn}.

An alcove is a connected component of the set

V −
⋃

H∈F

H.

Then Wa acts simply transitively on the set of alcoves Alc(F ). Recall also that, if A is
an alcove, then its closure A is a fundamental domain for the action of Wa on V . We
denote by A0 the fundamental alcove associated to Φ

A0 = {x ∈ V | 0 < 〈x, α̌〉 < 1 for all α ∈ Φ+}

and by C+ the fundamental Weyl chamber

C
+ = {λ ∈ V | 〈λ, α∨〉 > 0}.

We also set C− = {λ ∈ V | 〈λ, α∨〉 < 0} = −C+.

The group Wa acts on the set of faces (the codimension 1 facets) of alcoves. We denote
by S the set of Wa-orbits in the set of faces. If A ∈ Alc(F ), then the faces of A is a set
of representatives of S since A is a fundamental domain for the action of Wa. If a face f
is contained in the orbit s ∈ S, we say that f is of type s. To each s ∈ S we can associate
an involution A → sA of Alc(F ): the alcove sA is defined to be AσHs

where Hs is the
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unique hyperplane that contains the face of type s of A. Let W be the group generated
by all such involutions. Then (W,S) is a Coxeter system and it is isomorphic to the affine
Weyl group Wa. We shall regard W as acting on the left of Alc(F ). The action of Wa

on the right and the action of W on the left commute.

Let A ∈ Alc(F ). Then there exists a unique w ∈ W such that wA0 = A. We will
freely identify W with the set of alcoves Alc(F ). We set S = {s0, . . . , sn} in such a way
that siA0 = A0σi for all 0 ≤ i ≤ n. We introduce the following notation:

• for w ∈ W , let σw be the unique element of Wa such that wA0 = A0σw;
• for A ∈ Alc(F ), let σA be the unique element of Wa such that A0σA = A;
• for α ∈ Q let pα be the unique element of W such that pαA0 = A0tα.

Remark 2.1. (1). Let us investigate the relationship between the actions of Wa and W .
Let w ∈ W and let sin . . . si1 be a reduced expression of w. If we denote by Hik the unique
hyperplane separating sik . . . sinA0 and sik−1

. . . si1A0 , we see that the set of hyperplanes
which separates A0 and wA0 is {Hi1 , . . . , Hin} and we get

wA0 = sin . . . si1A0 = A0σHi1
σHi2

. . . σHin
.

But we also have

wA0 = sin . . . si1A0 = A0σinσin−1 . . . σi1

From there, we can show that

{Hi1 , . . . , Hin} = {Hαi1,0 , Hαi2,0σi1 , Hαi3,0σi2σi1 , . . . , Hαin,0σn−1 . . . σ1}.

We refer to [9, Chapter 4.5] for details.

(2). Let A ∈ Alc(F ). For all α ∈ Q, we have

pαA = pαA0σA = A0tασA = A0σAtασA
= AtασA

.

Hence pαA is a translate of A of vector ασA.

Example 2.2. Let us recall the classic realisation of the root system of type A. Let E
be a n + 1-dimensional R-vector space with basis ǫi (1 ≤ i ≤ n + 1) and let V be the
n-dimensional subspace of E define by

V = {v = (v1, . . . , vn+1) ∈ V |
∑

vi = 0}.

Then the root system of type A can be describe as follows

• Roots: ǫi − ǫj, 1 ≤ i, j ≤ n+ 1;
• Simple roots: αi := ǫi − ǫi+1 for all 1 ≤ i ≤ n;
• Positive roots: ǫi − ǫj =

∑

i≤k<j αk.

When n = 2, the affine Weyl group Ã2 has the following Dynkin diagram:

t

s1

t

s2

t
s0

We draw the alcoves in this type in Figure 1. In Figure 1.(A), the dashed arrows represent
the root system, the gray alcove represents the fundamental alcove A0, and the dashed
alcoves represent the set −C+. In Figure 1.(B) we describe the orbits of the faces of A0

under the action of the group Wa. The dashed faces of A0 corresponds to s1, the plain
one to s2 and the dotted one to s0. Then, the unique element of Wa which sends A0 to
A is s1s3s2s1.
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(a) Alcove A0 and C
−

A0

A

(b) Orbits of faces of A0

Figure 1. Roots, hyperplanes and alcoves in type A2

2.2. Weight functions and L-weights. Let L : W −→ N be a weight function on W ,
that is a function which satisfies L(ww′) = L(w)+L(w′) whenever ℓ(ww′) = ℓ(w)+ ℓ(w′)
where ℓ denotes the usual length function and such that L(w) = 0 if and only if w is the
identity of W . Recall that this implies the following property: if s, t are conjugate in W
then L(s) = L(t). (Note that the length function is indeed a positive weight function.)
From now on and until the end of this paper, we will fix a positive weight function L
on W .

Let x, y ∈W . We will write w = x•y if and only if w = xy and ℓ(w) = ℓ(x)+ ℓ(y). By
definition of weight functions, we see that if we have w = x•y then L(w) = L(x) + L(y).
We generalise this notation to more than two words in a straightforward fashion.

Let H ∈ F and assume that H supports a face of type t ∈ S. Then, following [3], we
set LH = L(t). This is well-defined since, according to [3, Lemma 2.1], if H supports a
face of type s and t then s are conjugate in W and L(s) = L(t) = LH . For α ∈ Φ+ we
set Lα := maxH∈Fα

LH . We then say that H is of maximal weight if LH = Lα where
H is of direction α. The only case where two parallel hyperplanes might have different
weights is type C. In all other cases, parallel hyperplanes have same weight and therefore
all hyperplanes are of maximal weight.

Convention 2.3. In the case where W is of type C̃r with Dynkin diagram

u
s0

u
s1

u
sn−1

u
sn

· · ·

by symmetry, we may (and we will) assume that L(s0) ≥ L(sn). (Recall

that C̃1 is also of type Ã1)

Let α ∈ Φ+. We set

bα =

{

1 if LHα,0 = LHα,1

2 otherwise

We see that bα = 2 only in type C when L(s0) > L(sn).

For λ ∈ V we set
Lλ :=

∑

H∈F ,λ∈H

LH .

If we denote by Wλ the subgroup of W which stabilises the set of alcoves which contains
λ in their closure, then Wλ is a parabolic subgroup of W , generated by Sλ := S∩Wλ and
we have Lλ = L(wλ) where wλ is the longest element of Wλ. Note that, by definition, we
have Lλσ = Lλ for all σ ∈ Wa. We set νL := maxλ∈V Lλ. We then say that λ ∈ V is an
L-weight if Lλ = νL. We will denote by P the set of all L-weights. With the convention
above, 0 is always a special point and W0 is isomorphic to the Weyl group associated to
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W and therefore our notation is coherent with the definition of W0 given before.

Let λ be an L-weight. A quarter with vertex λ is a connected component of the set

V −
⋃

λ∈H

H.

Example 2.4. When L = ℓ then LH = 1 for all H ∈ F and νℓ = |Φ+|. Then the
following are equivalent

(1) λ ∈ V is an L-weight;
(2) λ lies in the intersection of |Φ+| hyperplanes;
(3) for all α ∈ Φ+, there exists αλ ∈ Z such that 〈λ, α〉 = αλ (i.e. λ ∈ Hα,αλ

);
(4) λ is a weight according to the definition in Bourbaki [2, Proposition 26 and after].

We will denote by P+ be the set of dominant L-weights, that is the set of L-weights
which lies in the closure of the fundamental Weyl chamber C+. Finally let P+ be the set
of fundamental L-weights, that is the dual basis of

{bαα
∨ | α ∈ ∆} ⊂ Φ∨.

Remark 2.5. Once again, it is clear that the notion of dominant L-weights and funda-
mental L-weights coincide with the ususal one when L = ℓ. In fact (once again!) the only

case when the notion of weights and L-weights do not coincide is when W is of type C̃r

and L(s0) > L(sn).

Example 2.6. The next figure describes the L-weights of C̃2. The thick arrows represent
the positive roots Φ+ and the gray alcoves represents the fundamental alcove. In the case
L(s0) = L(sn), all the circled points are L-weights. In the case L(s0) > L(sn), only the
gray points are L-weights.

Figure 3. L-weights of C̃2.

2.3. Extended affine Weyl groups. The extended affine Weyl group is defined by
We = W0 ⋉ P ; it acts naturally on (the right) of V and on Alc(F ) but the action is no
longer faithful. If we denote by Π the stabiliser of A0 in We then we have We = Π⋉Wa.
Further the group Π is isomorphic to P/Q, hence abelian, and its action on Wa is given by
an automorphism of the Dynkin diagram; see Planches I–IX in [2]. We use the following
notation. Let π ∈ Π. Since π permutes the generators Sa of Wa, it induces a permutation
of {0, . . . , n}. We will still denote by π this permutation so that we have π.σi = σπ(i).
We write σπ for the image of σ under π that is

σπ = σπ(i1) . . . σπ(in) where σ = σi1 . . . σin .
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We have We = Π ⋉ Wa ≃ Π ⋉ W where the action of Π on W is of course given
by π · si = sπ(i). We would like to define two commutative and faithful (left and right)
actions of We on a set of alcoves. To this end, we introduce the set of extended alcoves,
denoted by Alce(F ), which is the cartesian product Π × Alc(F ). Then for π, π′ ∈ Π,
w ∈W and σ ∈Wa we set

π′ · (π,A) = (π′π,A) (π,A) · π′ = (ππ′, A0σ
π′

A )
w · (π,A) = (π,wπA) (π,A) · σ = (π,Aσ)

Proposition 2.7. The two actions are faithful and they commute.

Proof. The fact that these two actions are faithful is straightforward since the right action
of Wa (respectively the left action of W ) on Alc(F ) is faithful. Let us show that they
commute. First let w = s1 . . . sn ∈W and σ = σ1 . . . σn so that wA0 = A0σ. We have

wπA0 = sπ(1) . . . sπ(n)A0 = A0σπ(1) . . . σπ(n) = A0σ
π

Let π, π1, π2 ∈ Π, w ∈W , σ ∈Wa and A = A0σA ∈ Alc(F ). We have

π1w ·
[

(π,A) · π2σ
]

= π1w
[

(ππ2, A0σ
π2

A σ)
]

= (π1ππ2, w
ππ2A0σ

π2

A σ)

and
[

π1w · (π,A)
]

· π2σ = (π1π,w
πA) · π2σ

= (π1π,w
πA0σA) · π2σ

= (π1π,A0σ
π
wσA) · π2σ

= (π1ππ2, A0σ
ππ2
w σπ2

A σ)

= (π1ππ2, w
ππ2A0σ

π2

A σ)

hence the result. �

In order to simplify the notation, we will write πA instead of (π,A). One needs to be
careful though, we do have πA0 = (π,A0) = (1, A0)π = A0π but this only holds for A0.

Remark 2.8. Each alcove in Alc(F ) can be identified with its set of vertices {fA
0 , . . . , f

A
n }

where fA
i ∈ V for all 0 ≤ i ≤ n. Then the action of Wa on Alc(F ) is given by

A · σ = {fA
0 , . . . , f

A
n } · σ = {fA

0 σ, . . . , f
A
n σ}.

The action on the left is simply deduced form the right action by setting si ·A0 = A0σi.
In the extended setting, we identify A0 with the ordered sequence (fA0

0 , . . . , fA0
n ) ∈ V n+1.

Now We naturally acts diagonally on V n+1. Note that since π ∈ Π stabilises A0, it
induces a permutation of the vertices of A0. By labelling the vertices carefully we have
(fA0

0 , . . . , fA0
n ) · π = (fA0

π(0), . . . , f
A0

π(n)). The set of extended alcoves can be identified with

the orbit of (fA0
0 , . . . , fA0

n ) under the action of We by setting

(π,A) = (π,A0σA)←→ A0 · πσA

The left action is then given by πw · (π′A) = πwA0π
′σA = A0πσwπ

′σA.

Example 2.9. Let us consider the example of type Ã2 as in Example 2.2. In Figure 2.
the arrows represent the fundamental weights ω1 and ω2 and the gray alcove represents
the fundamental alcove A0. Consider the element π = tω1σ3σ2. Then one can check that
π stabilises the alcove A0 but only globally, not pointwise. Indeed the faces of A0 are
permuted circularly as shown on figure 2.(B).
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ω1 ω2

(a) Alcove A0 and C
−

A0 −→
π=pw1σ3σ2

A0π

(b) Orbits of faces of A0

Figure 2. Action of Π in type Ã2

The weight function L can be extended to We by setting L(πw) = L(w) for all π ∈ Π
and w ∈ W . The Bruhat order can also be extended by setting πw ≤ π′w if and only if
π = π′ and w ≤ w′ where π, π′ ∈ Π and w,w′ ∈W .

As before, for all α ∈ P , we will denote by pα the unique element of We satisfying
pαA0 = A0tα (where the equality holds in Alce(F )).

2.4. The lowest two-sided cell of an affine Weyl groups. We will write w0 for the
longest element of Weyl group (W0, S0). We define the following subset of We:

c0 = {w ∈We | w = x•w0 •y, x, y ∈We}.

This set is called the lowest two-sided cell of We. The reason for this terminology is that
c0 is a Kazhdan-Lusztig cell (we refer to Section 3 for the definition of cells) and it is
the lowest one for a certain partial order. This cell has been extensively studied, see for
instance [3, 7, 12, 14, 15, 16].

In this section, we give a nice description of the elements lying in c0 as in [1, 15]. Recall
the definition of bα in section 2.2. Let B0 be the subset of Alce(F ) which consist of all
the alcoves πA with A ∈ Alc(F ) satisfying the following property for all α ∈ ∆:

∀λ ∈ A, 0 < 〈λ, α〉 < bα.

The set B0 is very closely related to the set c0 as shown in the following theorem.

Theorem 2.10. Let w ∈ c0. There exist unique τ ∈ P+ and z, z′ ∈ B0 such that
w = z •pλ •w0 •z′−1.

The proof of this theorem can be found in [15, Proposition 4.3]. The result is slightly
different as the author consider the non-extended case when L = ℓ but all the main idea
easily generalize to our case. Another proof of this result in the extended case can be
found in [1, Proposition 3.1].

Theorem 2.10 should be understood as follows. The set c0 can be decomposed into
connected components:

c0 =
⊔

z′∈B0

Nz′ where Nz′ := {w ∈ We | w = x•w0 •z′
−1
, x ∈We}.

In turn each connected component can be decomposed in the following way:

Nz′ = {zpτw0z
′−1
| τ ∈ P+, z ∈ B0}.

This shows that the set Nz′ can be covered by translates of B0; see Example 2.12 below.



(a) The set c0 when a > c

ω1
ω2

(b) Connected component Nz′ of c0

(c) The set c0 when a = c

ω1
ω2

(d) Connected component Nz′ of c0
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Remark 2.11. In the above expression of Nz′ , we do not need to specify that w =
z •pλ •w0 •z′−1 as it is a (non-trivial!) consequence of the definition of B0 and w0.

Example 2.12. LetW be of type C̃2 and let a, b, c ∈ N∗ be such that L(s0) = a, L(s1) = b
and L(s2) = c. By convention, we assume that a ≥ c. In the following figures, we describe
the set B0, the set c0 as well as each of its connected components. We need to distinguish
the case a > c in which Π = {1} and a = c in which Π ≃ Z/2Z.

In Figure 3.(a) and 3.(c), the black alcove is the fundamental alcove, the dark grey
alcoves correspond to the alcoves z−1A0 for z ∈ B0 and the light gray areas to the
set c0. In Figure 3.(b) and 3.(d), we represent the connected component Nz′ for z′ ∈ B0.

The light grey alcoves correspond zw0z
′−1

A0 for all z ∈ B0 and the darker ones to
zpω1w0z

′−1
A0 and zpω2w0z

′−1
A0 where ω1 and ω2 are the fundamental L-weights.

Figure 3. Description of c0
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3. Kazhdan-Lusztig theory

In this section We = Π ⋉W denotes an extended affine Weyl group with generating
set S. The extended Bruhat order and the extended weight function will be denoted by
≤ and L.

3.1. Hecke algebras and Kazhdan-Lusztig basis. Let A = C[q, q−1] where q is an
indeterminate. Let H be the Iwahori-Hecke algebra associated to W , with A -basis
{Tw|w ∈ We} and multiplication rule given by

TsTw =

{

Tsw, if ℓ(sw) > ℓ(w),

Tsw + (qL(s) − q−L(s))Tw, if ℓ(sw) < ℓ(w),

for all s ∈ S and w ∈We.

Remark 3.1. If we denote by H ′ the subalgebra of H generated by Ts with s ∈ S then
H is isomorphic to the twisted tensor product Z[Π] ⊗H ′ by setting Tωw 7→ ω ⊗ Tw.
Here Z[Π] denotes the group algebra of Π over Z and ω ∈ Π.

We will denote by ¯ the ring involution of A which takes q to q−1. This involution can
be extended to a ring involution of H via the formula

∑

w∈We

awTw =
∑

w∈We

āwT
−1
w−1 (aw ∈ A ).

We set
A<0 = q−1Z[q−1] , H<0 =

⊕

w∈We
A<0Tw

A≤0 = Z[q−1] and H≤0 =
⊕

w∈We
A≤0Tw.

For each w ∈ We there exists a unique element Cw ∈ H (see [13, Theorem 5.2]) such
that (1) Cw = Cw and (2) Cw ≡ Tw mod H<0. For any w ∈ We we set

Cw = Tw +
∑

y∈We

Py,wTy where Py,w ∈ A<0.

The coefficients Py,w are called as the Kazhdan-Lusztig polynomials. It is well known
([13, §5.3]) that Py,w = 0 whenever y � w. It follows that {Cw|w ∈ We} forms an
A -basis of H known as the “Kazhdan-Lusztig basis”.

Lemma 3.2. Let h ∈ H be such that h̄ = h and h ≡
∑

azTz mod H<0 where az ∈ Z.
Then h =

∑

azCz.

Proof. We know [13, §5.2.(e)] that if h′ ∈ H<0 satisfies h̄′ = h then h′ = 0. The lemma
is an easy consequence of this result setting h′ = h−

∑

azCz. �

Following Lusztig [13, §3.4], let us now introduce another involution of H which plays
a crucial role in the sequel.

Definition 3.3. There exists a unique involutive antiautomorphism, i.e. an A -involution,
♭ : H −→H which carries Tw to Tw−1.

Using this map, we obtain right handed version of the multiplication of H :

TwTs =

{

Tws, if ℓ(ws) > ℓ(w),

Tws + (qL(s) − q−L(s))Tw, if ℓ(ws) < ℓ(w).

Further, since ♭ sends H<0 to itself it can be shown that [13, §5.6] that C♭
w = Cw−1 , from

where it follows that

Py,w = Py−1,w−1 .
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3.2. Kazhdan-Lusztig cells. For any x, y ∈We, we set

CxCy =
∑

z∈We

hx,y,zCz .

Note that h̄x,y,z = hx,y,z and using the ♭-involution we have that hx,y,z = hy−1,x−1,z−1 .

We write z ←L y if one of the following condition holds:

(1) z = ωy with ω ∈ Π
(2) Cz appears with a non-zero coefficient in the expression of CsCy in the Kazhdan-

Lusztig basis: that is, if there exists s ∈ S such that hs,y,z 6= 0.

We then denote by ≤L the transitive closure of this relation: it is known as the Kazhdan-
Lusztig left pre-order ≤L on We. We will denote by ∼L equivalence relation associated
to ≤L and the equivalence classes will be called left cells.

Similarly, multiplying on the right in the defining relation, we can define a pre-order
≤R. Unsurprisingly, The associated equivalence relation will be denoted by ∼R and the
corresponding equivalence classes are called the right cells of We. Using the antiautomor-
phism ♭, we have (see [13, §8])

x ≤L y ⇐⇒ x−1 ≤R y−1.

Finally we will write x ≤L R y if one can find a sequence x = x0, x1, ..., xn = y of We such
that for each 0 ≤ i ≤ n− 1 we have either xi ←L xi+1 or xi ←R xi+1. The equivalence
relation associated to ≤L R will be denoted by ∼L R and the equivalence classes are called
the two-sided cells of We.

Example 3.4. Let s ∈ S and w ∈ We be such that sw > w. Then it can be shown [13,
Theorem 6.6] that

CsCw = Csw +
∑

z<w

azCzwhere az ∈ A .

Therefore if sw > w we always have sw ≤L w. A straightforward generalisation of this
result shows that

(1) for all x,w ∈We such that xw = x•w we have xw ≤L w
(2) for all y, w ∈ We such that wy = w•y we have wy ≤R w
(3) for all x, y, w ∈We such that xwy = x•w•y we have xwy ≤L R w

3.3. Lowest two-sided cell modules. Recall that (W0, S0) denotes the Weyl group
associated to W , that w0 is the longest element of W0 and the definition of c0:

c0 := {w ∈ We | w = x•w0 •y, x, y ∈We}.

It is a well known result that c0 is a two-sided cell and that it is the lowest one with
respect to the partial order on two-sided cells induced by ≤L R. In other words, for all
y ∈We and all w ∈ c0 we have

(3.4) y ≤L R w =⇒ y ∈ c0.

Remark 3.5. If one knows that c0 is a two-sided cell, it is fairly easy to see why it has to
be the lowest one. Let z ∈We. Let us show that there exists w ∈ c0 such that z ≥L R w.
We construct a sequence z = z0, . . . , zn in the following way

(1) if szi < zi for all s ∈ S0 then we stop and we set zi = w;
(2) if there exists s ∈ S0 such that szi > zi then we set zi+1 = szi.

The process finishes as S0 generates a finite group. Further, when it finishes, say for zn,
then szn < zn for all s ∈ S0, that is zn = w0z and it is easy to see that by construction
we have zn = w0 •z. It follows that z ≥L zn ∈ c0 by Example 3.4 and, in particular we
have z ≥L R zn. Now this implies that c0 is the lowest two-sided cell. Indeed let z ∈ We

be such that z ≤L R w ∈ c0. Then we can construct zn ∈ c0 such that zn ≤L R z ≤L R w
which implies zn ∼L R z ∼L R w as both zn and w lies in c0.
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Relation 3.4 shows that the A -module M0 := 〈Cw | w ∈ c0〉A is a two-sided ideal. By
definition of the pre-order ≤L R, we have for all h, h′ ∈H and w ∈ c0:

hCwh
′ =

∑

y≤LRw

Cy

which lies in M0.

Recall the definition of B0 in Section 2.4. For y ∈ B
−1
0 we set

Ny = {w ∈W | w = xw0y, x ∈ X0} and My = 〈Cw | w ∈ Ny〉A .

We will show in the next section that My is a left ideal.

Remark 3.6. Note that the involution ♭ can be restricted to M0 as it sends Cw to Cw−1

and c0 is easily be seen to be stable under taking the inverse.

3.4. Relative Kazhdan-Lusztig polynomials. We denote by X0 the set of represen-
tative of minimal length of the left cosets of W0 in We. We have

X0 = {x ∈We | xw0 = x•w0} and X−1
0 = {x ∈ We | w0x = w0 •x}.

Theorem 3.7. Let y ∈ X−1
0 . For all x ∈ X0, there exists a unique family of polynomials

(px′,x)x′∈X0 in A<0 such that px′,x = 0 whenever x′ 6≤ x and

(3.7) C̃xw0y = TxCw0y +
∑

x′∈X0

px′,xTx′Cw0y

is stable under the ¯ involution.

Proof. The proof of this theorem is given in [7] (see Lemma 5.5, Lemma 5.6 and Propo-
sition 5.7). It is based on the fact that the A -submodule

M := 〈TxCw0y | x ∈ X0〉A

is a left ideal of H for all y ∈ X−1
0 . Then the construction of the polynomials px′,x only

depends on the action of the Ts’ on the elements TxCw0y. We show here that M is indeed
a left ideal and we describe the action of Ts on TxCw0y as we will need it later on.

Fix TxCw0y ∈ M and s ∈ S. In order to show that M is a left ideal, it is enough
to show that TsTxCw0y ∈ M . To simplify we will assume that x ∈ W , the case where
x = πx′ with (π, x) ∈ Π ×W is similar. According to Deodhar’s lemma (see [5, Lemma
2.1.2]), there are three cases to consider

(1) sx ∈ X0 and ℓ(sx) > ℓ(x). Then TsTxCw0y = TsxCw0y.

(2) sx ∈ X0 and ℓ(sx) < ℓ(x). Then TsTxCw0y = TsxCw0y + (qL(s) − q−L(s))TxCw0y.
(3) t := x−1sx ∈ S0. Then ℓ(sx) = ℓ(x) + 1 = ℓ(xt). Now, since tw0y < w0y, we

have [13, §5.5, Theorem 6.6.b]

TtCv = qL(t)Cv.

Thus, we see that

TsTxCw0y = TsxCw0y = TxtCw0y = TxTtCw0y = qL(t)TxCw0y

In all cases, we do have TsTxCw0y ∈M as required �

Looking at the proof, we see that the action of Ts on M do not depend on y. This
means that the construction of the polynomials px′,x do not depend on y either. As a
consequence, there exists a unique family of polynomials (px′,x)x′∈X0 in A<0 such that
px′,x = 0 whenever x′ 6≤ x and such that:

(3.7) C̃xw0y = TxCw0y +
∑

x′∈X0

px′,xTx′Cw0y

is stable under the bar involution for all y ∈ X0.
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Theorem 3.8. Let y ∈ B
−1
0 . We have C̃xw0y = Cxw0y for all x ∈ X0. For all y ∈ B

−1
0

the A -submodule:
My = 〈Cxw0y | x ∈ X0〉A

is a left ideal.

Proof. According to the proof of [7, Proposition 5.7] we have

C̃xw0y ≡ Txw0y mod H≤0.

We get that C̃xw0y = Cxw0y using Lemma 5.3. Next using the previous theorem we see
that

〈TxCw0y | x ∈ X0〉A = 〈C̃xw0y | x ∈ X0〉

hence the second part of the theorem. �

Remark 3.9. Using the ♭-involution, we obtain right handed versions of all the results in
this section. For instance, for all y ∈ X0 and x ∈ X−1

0 , there exists a unique family of
polynomials (prx′,y)x′∈X0,x′<y in A<0 such that

C̃yw0x = Cyw0Tx +
∑

x′∈X−1
0

prx′,yw0
Cyw0T

′
x = Cyw0

(

Tx +
∑

x′∈X−1
0

prx′,yw0
Tx′

)

is stable under the bar involution. Also, if y ∈ B
−1
0 , then we have C̃yw0x = Cyw0x for all

x ∈ X0.

4. On the cellular structure

In this section we prove the main result of this paper, that the lowest two-sided ideal
M0 of We is affine cellular in the sense of Koenig and C.Xi [10].

4.1. Affine cell ideal. Let k be a principal ideal domain. For a k-algebra A, a k-linear
anti-automorphism i of A satisfying i2 = idA is called a k-involution on A. A quotient
B = k[t1, . . . , tr]/I where I is an ideal of k[t1, . . . , tr] will be called an affine k-algebra.

For an affine k-algebra B with a k-involution ν, a free k-module V of finite rank
and a k-bilinear form ϕ : V × V → B, denote by A(V,B, ϕ) the (possibly non-unital)
algebra given as a k-module by V ⊗k B ⊗k V , on which we impose the multiplication
(v1 ⊗ b1 ⊗ w1)(v2 ⊗ b2 ⊗ w2) := v1 ⊗ b1ϕ(w1, v2)b2 ⊗ w2.

Remark 4.1. Let Ψ be the matrix representing the bilinear form ψ with respect to some
choice of basis {v1, . . . , vn} of V . Then the algebra A(V,B, ϕ) is nothing else than a
generalised matrix algebra over B, that is the ordinary matrix algebra with coefficients
in B in which the multiplication is twisted by Ψ. Indeed we can identify an element

∑

1≤i,j≤n

vi ⊗ bi,j ⊗ vj

of A(V,B, ϕ) with a n× n matrix M = (bi,j)1≤i,j≤n with coefficients in B. The multipli-
cation of M1,M2 is then defined to be

M1 ·M2 =M1ΨM2.

In this paper, we will use the following definition of affine cell ideal.

Definition 4.2. [10, Proposition 2.3] Let k be a principal ideal domain, A a unitary
k-algebra with a k-involution i. A two-sided ideal J in A is an affine cell ideal if and only
if there exists an affine k-algebra B with a k-involution ν, a free k-module V of finite rank
and a bilinear form ϕ : V ⊗ V → B, and an A-A-bimodule structure on V ⊗k B ⊗k V ,
such that J ∼= A(V,B, ϕ) as an algebra and as an A-A-bimodule, and such that under
this isomorphism the k-involution i restricted to J corresponds to the k-involution given
by v ⊗ b⊗ w 7→ w ⊗ ν(b)⊗ v.
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An algebra A is then affine cellular if one can find a chain of two-sided ideals 0 = J0 ⊂
J1 ⊂ J2 ⊂ · · · ⊂ Jn = A, such that each subquotient Ji/Ji−1 is an affine cell ideal in
A/Ji−1. Then Ji/Ji−1 is isomorphic to A(Vi, Bi, ϕi) for some finite-dimensional vector
space Vi, a commutative k-algebra Bi and a bilinear form ϕi : Vi × Vi → Bi. Let (φist)
be the matrix representing the bilinear form φ with respect to some choice of basis of
Vi. Then Koenig and Xi obtain a parametrisation of simple modules of an affine cellular
algebra by establishing a bijection between isomorphism classes of simple A-modules and
the set

{(j,m) | 1 ≤ j ≤ n,m ∈ MaxSpec(Bj) such that some φjst 6∈ m}

where MaxSpec(Bj) denotes the maximal ideal spectrum of Bj .

Remark 4.3. The notion of affine cellularity should really be understood as a generalisa-
tion of cellularity for finite dimensional algebra as defined by Graham and Lehrer in [6].
In fact, we obtain the definition of cellularity for finite dimensional algebras by setting
B = k in the above definition. We refer to [11] for details.

4.2. The elements P. We now introduce the P-elements, which are crucial ingredients
for the definition of the cellular basis. Recall the definition of the polynomials px,x′ ∈ A

for x, x′ ∈ X0 in Section 3.4. We (have) set for all z ∈ B0 and y ∈ B
−1
0

Ny := {xw0y | x ∈ X0} My := 〈Cw | w ∈ Ny〉A
NR

z := {zw0x | x ∈ X
−1
0 } M R

z := 〈Cw | w ∈ NR
z 〉A .

We also set
M+ := M1 ∩M

R

1 = 〈Cpτw0 | τ ∈ P
+〉A .

Definition 4.4. For z ∈ B0 and ω ∈ P
+ we set

P(z) =
∑

x∈X0

px,zTx and P(ω) =
∑

x∈X0

px,pω
Tx

and
PR(z

−1) =
∑

x∈X−1
0

p
r
x,z−1Tx and PR(−ω) =

∑

x∈X−1
0

p
r
x,p−1

ω
Tx.

By definition, we see that for all y ∈ B
−1
0 , z ∈ B0 and ω ∈ P

+ we have

P(z)Cw0y = Czw0y and P(ω)Cw0y = Cpωw0y

and
Czw0PR(y) = Czw0y and Czw0PR(−ω) = Czw0p

−1
ω
.

Further, we have (P(z))♭ = PR(z
−1) and (P(ω))♭ = PR(−ω).

Proposition 4.5. Let ω, ω′ ∈ P
+. We have

(1) P(ω)Cw0 = Cw0PR(−ω);
(2) P(ω)P(ω′)Cw0 = P(ω′)P(ω)Cw0 .

Proof. We prove (1). For all ω ∈ P
+ we have

P(ω)Cw0 = Cpωw0 = Cw0p
−1
ω

= Cw0PR(−ω).

We prove (2). On the one hand we have

(P(ω)P(ω′)Cw0)
♭ = C♭

w0
P(ω′)♭P(ω)♭

= Cw0PR(−ω
′)PR(−ω)

= P(ω′)P(ω)Cw0 .

On the other hand, since

P(ω)P(ω′)Cw0 = Cw0PR(−ω)PR(−ω
′)



14 JÉRÉMIE GUILHOT

we see that the element P(ω)P(ω′)Cw0 ∈M1 ∩M R
1 = M+. Hence P(ω)P(ω′)Cw0 is an

A -linear combination of elements Cpτw0 , each of which is stable under the ♭-involution.
Therefore P(ω)P(ω′)Cw0 is stable under the ♭-involution and we get

(P(ω)P(ω′)Cw0 )
♭ = P(ω)P(ω′)Cw0 = P(ω′)P(ω)Cw0

as desired. �

Definition 4.6. For τ = ω1 + ω2 . . .+ ωk ∈ P+ (with ωi ∈ P
+ for all i) we set

P(τ) = P(ω1)P(ω2) . . .P(ωk)

and
PR(−τ) = PR(−ωk)PR(−ωk−1) . . .PR(−ω1).

Note that since P+ is an abelian group, we need part (2) of the previous proposition
for the elements P(τ) to be well-defined.

Remark 4.7. By construction, we have

P(z)Cw0y = Czw0y and P(ω)Cw0y = Cpωw0y

for all y ∈ B
−1
0 , z ∈ B0 and ω ∈ P

+. It is important to notice however that we do
not have P(τ)Cw0y = Cpτw0y. Indeed, we did not define P(τ) as

∑

x∈X0
px,pτ

Tx. The

decomposition of P(τ)Cw0y in the Kazhdan-Lusztig basis will be discuss in Section 5.

Lemma 4.8. (1) The set {P(τ)Cw0 | τ ∈ P
+} is an A -basis of M+.

(2) The set {P(z)P(τ)Cw0y | z ∈ B0, τ ∈ P+} is an A -basis of My for all y ∈ B
−1
0 .

Proof. (1) Since P(τ)Cw0 = Cw0PR(−τ) we see that

P(τ)Cw0 ∈M1 ∩M
R

1 = M+.

Then the result follows easily by a triangularity property:

P(τ)Cw0 = Cpτw0 +
∑

z<pτw0

A Cz.

(2) It is clear that P(z)P(τ)Cw0y ∈ My since Cw0y ∈ My and My is a left ideal. Once
again, the result follows easily by a triangularity argument.

�

4.3. Main result. As our principal ideal domain k, we choose A and we set B to be
the monoid algebra A [P+] = {eτ | τ ∈ P+}. Note that B is isomorphic to the ring of
polynomials in Card(P+) indeterminates. The proof is similar to the one in [8].

Let z, z′ ∈ B0. On the one hand we have

Cw0z−1Cz′−1w0
∈ Cw0z−1H ∈M

R

1

and on the other hand

Cw0z−1Cz′−1w0
∈H Cz′−1w0

∈M1

therefore Cw0z−1Cz′−1w0
∈M+. Thus, by Lemma 4.8, we have

Cw0z−1Cz′−1w0
=

∑

τ∈P+

az,z
′

τ P(τ)Cw0 where az,z
′

τ ∈ A .

Let V be the free A -module of rank Card(B0) on basis {vz, z ∈ B0} and define the
A -bilinear form ϕ by

ϕ : V × V −→ B

(vz, vz′) 7−→
∑

τ∈P+

az,z
′

τ eτ .

This defines an algebra A(V,B, ϕ) ∼= V ⊗A B ⊗A V with multiplication A -bilinearly

extended from (vzi⊗e
τ⊗vzj)(vzk⊗e

τ ′

⊗vzℓ) = vzi⊗e
τϕ(vzj , vzk)e

τ ′

⊗vzℓ as in Section 4.1.
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We now define a map
Φ : A(V,B, ϕ)→H

by

vz ⊗ e
τ ⊗ vz′−1 7→ P(z)P(τ)Cw0PR(z

′−1
)

for basis elements vz , vz′ of V and τ ∈ P+. We have

P(z)P(τ)Cw0PR(z
′−1

) ∈H Cw0H ⊆
∑

z≤L Rw0

A Cz.

Hence, the image of Φ is contained in M0, the two-sided ideal associated to the lowest
two-sided cell c0.

Theorem 4.9. The two-sided ideal M0 is a an affine cell ideal. More precisely:

(1) The map Φ : A(V,B, ϕ)→M0 is an isomorphism of A -algebras.
(2) Using (1) to define left and right H -module structures on A(V,B, ϕ) by letting

h ∈H act, for v, w ∈ V and b ∈ B, as

h(v ⊗ b⊗ w) = Φ−1(hΦ(v ⊗ b⊗ w)

and
(v ⊗ b⊗ w)h = Φ−1(Φ(v ⊗ b⊗ w)h)

respectively, Φ is an isomorphism of H -H -bimodules.
(3) We have Φ(v ⊗ b⊗ w)♭ = Φ(w ⊗ b⊗ v) for v, w ∈ V and b ∈ B.

Proof. The map Φ is A -linear by definition. We have, for basis elements vzi , vzj , vzk , vzℓ
of V and τ, τ ′ ∈ P+,

Φ
(

vzi ⊗ e
τ ⊗ vzj

)

Φ
(

vzk ⊗ e
τ ′

⊗ vzl
)

= P(zi)P(τ)Cw0PR(z
−1
j )P(zk)P(τ ′)Cw0PR(z

−1
l )

= P(zi)P(τ)Cw0z
−1
j

P(zk)Cw0PR(−τ
′)PR(z

−1
l )

= P(zi)P(τ)Cw0z
−1
j
Czkw0PR(−τ

′)PR(z
−1
l )

= P(zi)P(τ)
(

∑

τ∈P+

azj ,zkτ P(τ)
)

Cw0PR(−τ
′)PR(zl)

= P(zi)P(τ)
(

∑

τ∈P+

azj ,zkτ P(τ)
)

P(τ ′)Cw0PR(z
−1
l )

= Φ
(

vzi ⊗ e
τϕ(vzj , vzk)e

τ ′

⊗ vzℓ
)

.

So Φ is a morphism of A -algebras. The fact that Φ is bijective follows easily from the
fact that

P(zi)P(τ)Cw0PR(z
−1
j ) = Czipτw0z

−1
j

+
∑

z<zipτw0z
−1
j

A Cz .

This completes the proof of (1). Statement (2) follows directly from the definition and the
fact that M0 is an H -H -bimodule. We prove Claim (3). Let vzi , vzj be basis elements

of V and τ ∈ P+. We have

Φ(vzi ⊗ e
τ ⊗ vzj )

♭ =
(

P(zi)P(τ)Cw0PR(z
−1
j )

)♭

= (PR(z
−1
j ))♭(Cw0)

♭(P(τ))♭(P(zi))
♭

= P(zj)Cw0PR(−τ)PR(z
−1
i )

= P(zj)P(τ)Cw0PR(z
−1
i )

= Φ(vzj ⊗ e
τ ⊗ vzi).

Statement (3) follows from A -linearity.
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�

5. On the cellular basis

In this section, we study the decomposition of the cellular basis in the Kazhdan-Lusztig
basis. We set B0 := {z1, . . . , zn} and for all 1 ≤ i, j ≤ n and τ ∈ P+. We will show that

(∗) P(τ)Cw0 =
∑

τ ′∈P+

mτ ′Cpτ′w0

where the coefficients mτ ′ are integers. Note that, if we prove (∗) then we can deduce
the expression of any element of the cellular basis in the Kazhdan-Lusztig basis using
Corollary 5.4 below:

P(zi)P(τ)Cw0PR(z
−1
j ) = P(zi)

(

∑

mτ ′Cpτ′w0

)

PR(z
−1
j ) =

∑

mτ ′Czipτ′w0z
−1
j
.

Remark 5.1. In this section, it will sometime be more convenient to enumerate the ele-
ments of the lowest two-sided cell as ziw0pλzj with λ ∈ P− = −P+ instead of zipτw0zj
with τ ∈ P+. Indeed, these are the same since we have pτw0 = w0p

−1
τ = w0p−τ . As

much as possible in order to avoid confusion, we will use the letter λ for negative weights
and τ for positive weights.

5.1. Multiplication of the standard and the Kazhdan-Lusztig bases. For x, y ∈
We, we set

TxTy =
∑

z∈We

fx,y,zTz where fx,y,z ∈ A .

In this section, we present some results of [7, §2.3] that will be needed later on and we
introduce some notation. For α ∈ Φ+, we have set Fα = {Hα,n | n ∈ Z}. For x, y ∈ W
we set

Hx,y = {H ∈ F | H ∈ H(A0, yA0) ∩H(yA0, xyA0)} and

Ix,y = {α ∈ Φ+ | Hx,y ∩Fα 6= ∅}.

Finally for α ∈ Ix,y, let

cx,y(α) = max
H∈Hx,y∩Fα

LH and cx,y =
∑

α∈Ix,y

cx,y(α).

Then we have the following result on the degree of the structure constants fx,y,z with
respect to the standard basis [7, Theorem 2.4].

Theorem 5.2. Let x, y ∈We. We have deg(fx,y,z) ≤ cx,y for all z ∈ We.

Proposition 5.3. Let τ ∈ P+, y ∈ X−1
0 , x ∈ X0 and v ∈ W0. The following holds

(1) cx,vy ≤ L(w0)− L(v) for all v ∈W0; if x ∈ B0 then cx,vy < L(w0)− L(v)

(2) TxCw0y ≡
∑

v∈W0
qL(v)−L(w0)TxTvy mod H<0;

(3) TxCw0y ∈H≤0.

Proof. Fix v ∈ W0. Let u = w0v
−1 so that w0 = u•v. Write w0 = sin . . . sim+1sim . . . si1

where u = sin . . . sim+1 and v = sim . . . si1 are reduced expression. Let Hin , . . . , Him+1

(respectively Him , . . . , Hi1) with direction αin , . . . , αim+1 (respectively αim , . . . , αi1) be
the set of hyperplanes separating vyA0 and w0yA0 (respectively yA0 and vyA0). Let τ
be the unique L-weight lying in the intersection of all the Hik . Then since x ∈ X0, we
see that xvyA0 lies in the quarter C with vertex τ which contains vyA0.

Let 1 ≤ r ≤ m and let k ∈ Z such that Hir = Hαir ,k. We will assume that k > 0, the

case k ≤ 0 being similar. We have vyA0 ∈ V
+
Hir

. Now, since τ lies in the closure of vpτA0

and τ ∈ Hir , one can see that

k < 〈µ, α̌ir 〉 < k + 1 for all µ ∈ vyA0.
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Moreover, xvyA0 ∈ C implies that

k < 〈µ, α̌ir 〉 for all µ ∈ xvyA0.

From there, we conclude that all the hyperplanesHαir ,l with l ≤ k do not lie inH(vyA0, xvyA0)
and that all the hyperplanesHαir ,l with l > k do not lie in H(A0, vyA0). Thus αir /∈ Ix,vy
and we have

Ix,vy ⊂ {αim+1 , . . . , αin},

which implies

cx,vy ≤
r=n
∑

r=m+1

cx,vy(αir ) = L(w0)− L(v)

as required. In the case where x ∈ B0, we see that

• if W is not of type C or if W is of type C and L(t) = L(t′) then αim+1 /∈ Ix,vy;
• if W is of type C and L(t) > L(t′), then we may have αm+1 ∈ Ix,vy but in this

case the hyperplane of direction αim+1 that lies in Hx,vy cannot be of maximal
weight.

In both cases we see that

cx,vy <

r=n
∑

r=m+1

cx,vy(αi) = L(w0)− L(v).

Next we have

TxCw0y = Tx
(

∑

z∈We

Pz,w0yTz
)

= Txw0y +
∑

z<w0y

Pz,w0yTxTz.

Write z = vy′ where y′ ∈ X−1
0 and v ∈ W0 (any element of We can uniquely be written

in this way; [5]). Then, using the recursive formula for Kazhdan-Lusztig polynomials, we
see that

Pz,w0y = Pvy′,w0y = qL(v)−L(w0)Pw0y′,w0y.

Since the degree of the polynomials appearing in the expression of TxTz is at most cx,z =
cx,vy′ and cx,vy′ ≤ L(w0) − L(v) we see that we must have Pz,w0yTxTz ∈ H≤0. More
precisely, if w0y

′ < w0y, then Pw0y′,w0y ∈ A<0 and Pz,w0yTxTz ∈ H<0 in this case.
Putting all this together, we get

TxCw0y = Txw0y +
∑

z<w0y

Pz,w0yTxTz

≡ Txw0y +
∑

z∈W0y

Pz,w0yTxTz mod H<0

≡ Txw0y +
∑

v∈W0

Pvy,w0yTxTvy mod H<0

≡ Txw0y +
∑

v∈W0

qL(v)−L(w0)TxTvy mod H<0

as required in (2). Statement (3) is a direct consequence of (1) and the above relation. �

Corollary 5.4. For all z, z′ ∈ B0 and τ ∈ P+ we have

P(z)Cpτw0PR(z
′−1

) = Czpτw0z′−1
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Proof. Let z ∈ B0, τ ∈ P+ and y ∈ X−1
0 . We have

P(z)Cpτw0y =
∑

x∈X0,x≤z

px,zTxCw0p
−1
τ y

= TzCw0p
−1
τ y +

∑

x<z,x∈X0

px,zTxCw0p
−1
τ y

≡ Tzw0p
−1
τ y mod H<0

by the proposition above and since TxCw0p
−1
τ y ∈ H≤0 and px,z ∈ A<0. Further, by

definition, we know that P(z)Cpτw0y is stable under the ¯ -involution, hence we get
P(z)Cpτw0y = Czpτw0y. In particular we have

P (z)Cpτw0 = Czpτw0 and Cpτw0PR(z
−1) = Cpτw0z−1

the last equality being easily obtained using the ♭-involution. Putting all this together,
we get

P(z)Cpτw0P(z′
−1

) = P(z)Cpτw0z′−1 = Czpτw0z′−1

as required. �

Let x,w ∈ W and x = πxsN . . . s1 be a reduced expression of x. We denote Ix,w the
collection of all subsets I = {i1, . . . , ip} such that 1 ≤ i1 < . . . < ip ≤ N and

sit . . . ŝit−1 . . . ŝi1 . . . s1w < ŝit . . . ŝit−1 . . . ŝi1 . . . s1w.

For I = {i1, . . . , ip} ∈ Ix,w we set xI = sN . . . ŝip . . . ŝi1 . . . s1.
Then we have [3, Proof of Proposition 5.1]

(5.4) TxTy =
∑

I∈Ix,y

ξsi1 . . . ξsipTxIy.

Note that by definition we have xI ≤ x in the Bruhat order, therefore

TxTy =
∑

z≤x

azTzy where az ∈ A .

We will write

TxTy ≈ TxTy′

if and only if

TxTy =
∑

z≤x

azTzy and TxTy′ =
∑

z≤x

azTzy′ .

Let α ∈ Φ+ and ω ∈ P
+. We define the following integer:

mα(ω) := max
x∈[1,pω]

v∈W0

∣

∣

∣

(

xvA0

)

α

∣

∣

∣

where [1, pω] denotes the Bruhat interval from the identity to pω and
(

xvA0

)

α
is the largest

integer k in absolute value such that Hα,k separates A0 and xvA0. It is a straightforward
consequence of this definition that if Hα,k ∈ H(A0, xvA0) for some x ∈ [1, pω] then
|k| ≤ mα(ω). We will then say that λ ∈ P− is ω-far away from the α-wall if λα ≤ −mα.
For λ ∈ P and α ∈ Φ we set λα = 〈λ, α∨〉 and Aλ := A0tλ.

Lemma 5.5. Let λ ∈ P−, v ∈ W0 and x ∈ [1, pω]. Then if Hα,k ∈ H(xvAλ, vAλ) we
have

|k − λα| ≤ mα(ω).
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Proof. Translating the relation Hα,k ∈ H(xvAλ, vAλ) by −λ we get that Hα,k−λα
∈

H(xvA0, vA0). If Hα,k−λα
∈ H(xvA0, A0) then by definition of mα(ω) we get that

|k − λα| ≤ mα(ω) as required. If Hα,k−λα
/∈ H(xvA0, A0) then Hα,k−λα

must separate
A0 and vA0. Therefore k − λα = 0 and the result is obvious. �

The end of this section is devoted to the study of product of the form Tpω
Tvpλ

where
ω ∈ P

+, λ ∈ P− and v ∈ W0.

Proposition 5.6. Let λ, λ′ ∈ P− and Φ+ = Φ+
c

⊔

Φ+
f be a disjoint union such that

(1) λ and λ′ are ω-far away from the α-wall for all α ∈ Φ+
f ,

(2) λα = λ′α for all α ∈ Φ+
c .

Then Tpω
Tvpλ

≈ Tpω
Tvpλ′

for all v ∈W0.

Proof. Let pω = πωsr . . . s1 be a reduced expression and let I = {i1, . . . , ip} ∈ Ipω ,vpλ
.

For 1 ≤ t ≤ p we set xit = ŝit . . . ŝit−1 . . . ŝi1 . . . s1. Then by definition of Ipω,vpλ
we have

sitxitvpλ < xitvpλ for all t ∈ {1, . . . , p}. We will show that sitxitvpλ′ < xitvpλ′ for all
t ∈ {1, . . . , p}. This is enough to prove the lemma, since this will show, by echanging the
role of λ and λ′ that Ipω,vpλ

= Ipω,vpλ′
and the result will follow from 5.4.

Let Ht := Hαit ,kit
with αit ∈ Φ+ and kit ∈ Z be the unique hyperplane separating

xitvAλ and sitxitvAλ. Since sitxitvpλ < xitvpλ we have Ht ∈ H(A0, xitvAλ). We denote
by H ′

t the translate of Ht by λ− λ′. We set k′it = kit + λ′αit
− λαit

so that

H ′
t := Htt(λ′−λ) = Hαit ,kit+λ′

αit
−λαit

= Hαit ,k
′

it
.

Now, sitxitvAλ′ and xitvAλ′ are translates by λ′−λ of sitxitvAλ and xitvAλ respectively,
therefore we have H ′

t ∈ H(sitxitvAλ′ , xitvAλ′ ). We claim that H ′
t ∈ H(A0, xitvAλ′).

First of wall, assume that αit ∈ Φ+
f , that is λ and λ′ are ω-far away from the wall.

Since sitxit , xit ∈ [1, pω] and Ht ∈ H(xitvAλ, sitxitvAλ), Ht separates Aλ and one of the
alcoves xitvAλ or sitxitvAλ, hence by the previous lemma we see that

λαit
−mαit

(ω) ≤ kit ≤ λαit
+mαit

(ω) ≤ 0.

Further we must have sitxitvAλ ∈ H+
t and xitvAλ ∈ H−

t as A0 and sitxitvAλ lie on
the same side of Ht which has to be H+

t . Adding λ′αit
− λαit

throughout the previous

equality, we get

λ′αit
−mαit

(ω) ≤ k′it ≤ λ
′
αit

+mαit
(ω).

But λ′ is ω-far away from the αit -wall, therefore λ′αit
+mαit

(ω) ≤ 0 and k′it ≤ 0. We have

seen that sitxitvAλ ∈ H
+
t and xitvAλ ∈ H

−
t . Translating by λ′ − λ, we get sitxitvA

′
λ ∈

H ′+
t and xitvA

′
λ ∈ H ′−

t . Then as, k′it ≤ 0, this implies that H ′
t ∈ H(xitvAλ′ , A0) as

required.

Next assume that αit ∈ Φ+
c . In that case, we have

〈x, α∨
it
〉 = 〈x′, α∨

it
〉 for all x ∈ xitvAλ and x′ ∈ xitvA

′
λ

and
〈y, α∨

it
〉 = 〈y′, α∨

it
〉 for all y ∈ sitxitvAλ and y′ ∈ sitxitvA

′
λ

therefore it is easy to see that H ′
t ∈ H(xitvAλ′ , A0) in this case since Ht ∈ H(xitvAλ, A0).

Finally, in both cases, we have shown that H ′
t ∈ H(xitvAλ′ , A0). We have seen that

H ′
t ∈ H(sitxitvAλ′ , xitvAλ′). It follows that we have sitxitvpλ′ < xitvpλ′ as required to

complete the proof of the lemma. �

Corollary 5.7. Let λ ∈ P−, ω ∈ P
+ and v ∈ W0. There exists λ′ ∈ P− such that

0 ≤ λ′α ≤ mα for all α ∈ Φ+ such that Tpω
Tvpλ

≈ Tpω
Tvpτ′

.
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5.2. Decomposition of the cellular basis.

Theorem 5.8. Let λ, λ′ ∈ P− and Φ+ = Φ+
c

⊔

Φ+
f be a disjoint union such that

(1) λ and λ′ are ω-far away from the α-wall for all α ∈ Φ+
f ,

(2) λα = λ′α for all α ∈ Φ+
c .

Then there exists a family (aα)α∈P of integers such that

(1) P(ω)Cw0pλ
= Cpωw0pλ

+
∑

α∈P,λ−α∈P−

aαCpαw0pλ

and

(2) P(ω)Cw0pλ′
= Cpωw0pλ′

+
∑

α∈P,λ′−α∈P−

aαCpαw0pλ′

Proof. We start by proving that

P(ω)Cw0pλ
= Cpωw0pλ

+
∑

α∈P,λ−α∈P−

aαCpαw0pλ

for some integers aα. We know that P(ω)Cw0pλ
= P(ω)Cw0pλ

hence according to Lemma
5.3, in order to prove the result it is enough to show that

(∗) P(ω)Cλw0 ≡ Tpαw0pλ
+

∑

α∈P,λ−α∈P−

aαTpαw0pλ
mod H<0.

We have

P(ω)Cw0pλ
= (Tpω

+
∑

z∈X0,z<pω

pz,pω
Tz)Cw0pλ

= Tpω
Cw0pλ

+
∑

z∈X0,z<pω

pz,pω
TzCw0pλ

.

By Corollary 5.3, we know that TzCw0pλ
∈ H≤0 and therefore, since pz,w ∈ A<0 for all

z ∈ X0, we get that pz,wTzCw0pλ
∈H<0. Thus

Tpω
Cw0pλ

+
∑

z∈X0,z<pω

pz,ωTzCw0pλ
≡ Tpω

Cw0pλ
mod H<0.

Again by Corollary 5.3 (3) we obtain

Tpω
Cw0pλ

≡ Tpωw0pλ
+

∑

v∈W0

qL(v)−L(w0)Tpω
Tvpλ

mod H<0.

On the one hand, the above expression is an integer combination of elements of the
standard basis by Corollary 5.3 (3). On the other hand, the terms appearing in the
product Tpω

Tvpλ
are of the form Tzvpλ

for some z ∈ [1, pω] (see formula 5.4). Thus we
have

Tpω
Cw0pλ

≡ Tpωw0pλ
+

∑

z∈[1,pω]

azTzvpλ
mod H<0 where az ∈ Z.

From there we see that

P(ω)Cλw0 ≡ Tpωw0pλ
+

∑

z∈[1,pω]

azTzvpλ
mod H<0.

Next we have P(ω)Cw0pλ
∈M+ = 〈Cw0pγ

| γ ∈ P−〉A . Thus, the only terms with non-
zero coefficients in the above expression have to be of the form Tw0pγ

with γ ∈ P−. Hence,
for all z ≤ pω there exists γ ∈ P− such that zvpλ = w0pγ = w0pγ−λpλ = pλ−γw0pλ and
we get the desired expression by setting α = pλ−γ .
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Now, the fact that

P(ω)Cw0pλ′
= Cpωw0pλ′

+
∑

α∈P,λ−α∈P−

aαCpαw0pλ′

is a direct consequence of Proposition 5.6. Indeed the decomposition of P(ω)Cw0pλ′
in

the Kazhdan-Lusztig basis only depends on the products of the form Tzvpλ
where v ∈W0

and z ∈ [1, pω]. �

As a direct corollary of this theorem, we see that the multiplication of the form
P(ω)Cw0pλ

can be determined for all λ ∈ P− only by calculating the expression in the
Kazhdan-Lusztig basis of all the products P(ω)Cw0pλ

for all λ satisfying |λα| ≤ mα(ω).
Then, one can find the expression of a cellular basis element by induction by successively
computing products of the form P(ω)Cpλw0 .

6. Affine Weyl group of type A

In this section we study in more detail the decomposition of the cellular basis in the
Kazhdan-Lusztig basis for affine Weyl groups of type A. We will see that the integer
coefficients that appear in Theorem 5.8 in that case can be interpreted as the number of
certain kind of paths from 0 to λ. We will assume that W = 〈s0, . . . , sn〉 is an affine Weyl

group of type Ãn and that We = Π⋉W is the extended group where Π = 〈π〉 is a cyclic
group of order n.

Remark 6.1. In type A we have 〈ω, α∨〉 = ±1 for all fundamental weight ω and all α ∈ Φ
(see [2, Planche 1]), therefore one can easily see that mα(ω) = 1; see Section 5.1 for the
definition of mα(ω). Also, we have α∨ = α for all α ∈ Φ.

6.1. A refinement of Theorem 5.8. Let ω ∈ P
+. We denote by O(ω) the orbit of ω

under the action of W0 = 〈σ0, . . . , σn〉.

Theorem 6.2. Let λ ∈ P− and ω ∈ P
+. We have

P(ω)Cw0pλ
=

∑

ρ∈O(ω),λ−ρ∈P−

Cpρw0pλ
.

Proof. In view of the proof of Theorem 5.8, we know that

Tpω
Cw0pλ

≡ Tpωw0pλ
+

∑

v∈W0

qℓ(v)−ℓ(w0)Tpω
Tvpλ

mod H<0.

By Lemma 5.3, we need to show that

(∗)
∑

v∈W0

qℓ(v)−ℓ(w0)Tpω
Tvpλ

≡
∑

ρ∈O(ω),λ−ρ∈P−

Tpρw0pλ
mod H<0.

Let v ∈ W0 and u = w0v
−1 so that w0 = u•v. Let w0 = sin . . . sim+1sim . . . si1 be

a reduced expression of w0 such that u = sin . . . sim+1 and v = sim . . . si1 (note that
these are necessarily reduced expression). We will denote by Hin , . . . , Him+1 (respec-
tively Him , . . . , Hi1) with direction αin , . . . , αim+1 (respectively αim , . . . , αi1) the set of
hyperplanes separating vpλA0 and w0pλA0 (respectively pλA0 and vpλA0).

We have seen in the proof of Proposition 5.3, that the direction of the hyperplanes ly-
ing in Hpω ,vpλ

belongs to {αin , . . . , αim+1} and are of the form Hαik
,rik

where 〈λ, αik〉 =
λik < rik ≤ 0. (In particular, if λik = 0 there are no hyperplane of direction αik in
Hpω ,vpλ

.)

In type A, since 〈ω, α∨〉 = 0 or 1 for all α ∈ Φ+, we see that we must have

Hpω ,vpλ
⊂ {Hαin ,λαin

+1, . . . , Hαim+1
,λαim+1

+1}.
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This set contains ℓ(w0)− ℓ(v) elements, thus to get qℓ(v)−ℓ(w0)Tpω
Tvpλ

6≡ 0 mod H<0 we
need to have equality in the above inclusion.

Remark 6.3. If one can show that there are no hyperplane of direction αr form+1 ≤ r ≤ n
separating the alcoves A0 and vpλA0 or vpλA0 and pωvpλA0 then

qℓ(v)−ℓ(w0)Tpω
Tvpλ

≡ 0 mod H<0.

We will make frequent use of this remark in the sequel.

Let ∆′ be the subset of ∆ which consists of all simple roots satisfying 〈ω, α∨〉 = 0. Then
the subgroupW ′

0 of W0 stabilising pω is generated by S′
0 = {s ∈ S | sA0 = A0σα, α ∈ ∆′}.

To prove the theorem, we will proceed in four steps:

Claim 1. If there exists s ∈ S′ such that sv > v then qℓ(v)−ℓ(w0)Tpω
Tvpλ

≡ 0 mod H<0.

Claim 2. There is at most one term in the product Tpω
Tvpλ

expressed in the standard
basis that can have a coefficient of degree ℓ(w0)− ℓ(v).

Claim 3. If v is of maximal length in its coset W ′v then pωv = u−1
•(pωσu

w0).

Claim 4. If λ− ωσu /∈ P− then qℓ(v)−ℓ(w0)Tpω
Tvpλ

≡ 0 mod H<0.

Before giving the proofs of those claims, we show that they imply the theorem. By
Claim 1 the only terms in (∗) that can contribute mod H<0 are those of the form
qℓ(v)−ℓ(w0)Tpω

Tvpλ
where v ∈ W0 is of maximal length in its right cosets W ′v. Then, by

Claim 2, each of these products contribute with at most one term. Fix v of maximal
length in W ′v. Then

Tpω
Tvpλ

= Tpω
TvTpλ

= TpωvTpλ
= Tu−1pωσuw0

Tpλ
= Tu−1Tpωσuw0Tpλ

.

The last equality is true, thanks to Claim 3. The product Tpωσuw0Tpλ
gives a term

Tpωσuw0pλ
with coefficient 1. But we have Tpωσuw0pλ

= Tw0pλ−ωσu
. So either λ−ωσ ∈ P−

in which case pλ−ωσ ∈ X
−1
0 and we get

Tu−1Tw0p(λ−ωσu)
= Tu−1Tw0Tp(λ−ωσu)

= qℓ(u
−1)Tw0p(λ−ωσu)

= qℓ(w0)−ℓ(v)Tw0p(λ−ωσu)

and

qℓ(v)−ℓ(w0)Tpω
Tvpλ

≡ Tpωσuw0pλ
mod H<0.

Otherwise, λ− ωσ /∈ P− and qℓ(v)−ℓ(w0)Tpωσuw0pλ
≡ 0 mod H<0 by Claim 4.

Finally when v runs through all the maximal length right cosets representative of W ′

in W we see that u runs through all the minimal length left cosets representative and
so ωσu runs exactly through the orbit of ω under the action of W0. Hence the desired
expression.

We now prove the four claims.

Proof of the Claim 1. If sv > v then we also have svpλ > vpλ and the hyperplane
Hs which separates the alcoves vpλA0 and svpλA0 lies in {Hin , . . . , Him+1} and is of the
form Hαik

,λik
for some m+ 1 ≤ k ≤ n. We have

spωvpλA0 = svpλA0tωσv
= vpλA0σHs

tωσv

and

pωsvpλA0 = pωvpλA0σHs
= vpλA0tωσv

σHs
.

Thus σHs
tωσv

= tωσv
σHs

which implies that the vector ωσv lies in Hs, that is ωσv
is orthogonal to αik . As a consequence, since pω(vpλA0) = vpλA0tωσv

, both alcoves
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pω(vpλA0) and vpλA0tωσv
lie on the same side of Hs and there can be no hyperplane of

direction αik lying in H(vpλA0, pωvpλA0). Therefore we have

Hpω ,vpλ
( {Hαin ,λαin

+1, . . . , Hαim+1
,λαim+1

+1}

and the claim follows with Remark 6.3.

Proof of the Claim 2. We use the notation of Section 5.1. We show that there is at
most one set I ∈ Ipω ,vpλ

which can give a term with a coefficient of degree ℓ(w0)− ℓ(v).
Let pω = πtn . . . t1 where π ∈ Π and tn . . . t1 ∈ W is a reduced expression. Let j1 the
smallest index such that tj1 . . . t1vpλ < t̂j1 . . . t1vpλ and let Hj1 be the unique hyperplane
separating the two corresponding alcoves. Note that Hi1 ∈ Hpω,vpτ

. We have

TxTvpλ
= Ttk...tj1+1Ttj1Tt̂j1 ...t1vpτ

= Ttk...tj1+1Ttj...t1vpτ
+ (q − q−1)Ttk...tj1+1Tt̂j1 ...t1vpτ

Firstly we see that Htk...tj1+1,ti...t1vpλ
= Hpω ,vpτ

− {Hj1}. But Hpω ,vpλ
only contains one

hyperplane of direction αj1 hence there are no hyperplane of direction αj1 in Hx,vpτ
−

{Hj1} and we have

Itk...tj1+1,ti...t1vpλ
= Ipω ,vpλ

− {αj1}.

By Theorem 5.2, the maximal degree appearing in the coefficients in Ttk...tj1+1Tti...t1vpτ

is ℓ(w0)− ℓ(v)− 1.

Secondly, we can see that the set H of hyperplanes separating the alcoves

tn . . . t̂j1 . . . t1vpλA0 = tn . . . tj1 . . . t1vpλA0σHj1

and

t̂j1 . . . t1vpλA0 = tj1 . . . t1vpλA0σHj1

is included in Hpω ,vpλ
·σHj1

−{Hj1} and this set contains at most ℓ(w0)−ℓ(v)−1 elements.
But we have

Htk...tj1+1,t̂j1 ...t1vpλ
⊂ H

hence if H contains strictly less than ℓ(w0) − ℓ(v) − 1 we cannot have a term of degree
ℓ(w0)− ℓ(v)− 1 in Ttk...ti1+1Tt̂i1 ...t1vpλ

.

By induction, we construct a set I = {j1, . . . , jk} with k ≤ ℓ(w0)− ℓ(v). (For instance
j2 is the smallest integer such that tj2 . . . t̂j1 . . . t1vpλ < t̂j2 . . . t̂j1 . . . t1vpλ.) If we have
k = ℓ(w0) − ℓ(v), then the term corresponding to I in the product Tpω

Tvpλ
has a coeffi-

cient of degree ℓ(w0)− ℓ(v) otherwise there are none.

Proof of the Claim 3. The equality pωv = pωu
−1w0 = u−1pω.σu

w0 is clear. Let
n(σ−1

u ) := {α ∈ Φ+ | ασ−1
u ∈ Φ−}. It is a well known fact that n(σ−1

u ) = ℓ(u). We define
the following subset of Φ+:

P0 = {α ∈ Φ+ | (ωσu, α) = 0}

P< = {α ∈ Φ+ | (ωσu, α) < 0}

P> = {α ∈ Φ+ | (ωσu, α) > 0}.

Note that, if α ∈ n(σu), then (ωσu, α) = (ω, ασ−1
u ) ≤ 0 since ω ∈ P

+. On the other
hand, if ασu ∈ Φ+ then (ωσu, α) = (ω, ασ−1

u ) ≥ 0. Therefore we see that P< ⊂ n(σ−1
u ).

Assume that there exists α ∈ n(σ−1
u ) such that (ωσu, α) = (ω, ασ−1

u ) = 0. Then ασ−1
u ∈
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Φ′, the root system generated by the simple system ∆′. Further, since ασ−1
u ∈ Φ−, we

have that ασu ∈ Φ′−, hence we can write

ασ−1
u =

∑

γ∈∆′

aγγ where aγ ≤ 0

But then we obtain that

α =
∑

γ∈∆′

aγγσu where aγ ≤ 0.

Since v is of maximal length in its coset, we can check that u is of minimal length in its
right coset with respect to W ′, that is us > u for all s ∈ S′. Therefore, γσu is a positive
root for all γ ∈ ∆′ and the last equality is a contradiction with the fact α ∈ Φ+. We have
proved that P< = n(σ−1

u ).

Next, since the length of an element is equal to the number of hyperplanes separating
the corresponding alcoves and since pωσu

w0A0 = w0A0t−ωσu
we can see that

ℓ(pωσu
w0) = ℓ(w0) + |P>| − |P<|

= ℓ(w0) + ℓ(pω)− 2|P<|

= ℓ(w0) + ℓ(pω)− 2ℓ(u).

Finally we obtain

ℓ(u−1)+ ℓ(pωσu
w0) = ℓ(u)+ ℓ(w0)+ ℓ(pω)− 2ℓ(u) = ℓ(pω)+ (ℓ(w0)− ℓ(u)) = ℓ(pω)+ ℓ(v)

The claim is proved.

Proof of the Claim 4. Assume λ−ωσu /∈ P−. As we are in type A we know that for
all σ ∈ W0 and all α ∈ Φ we have |(ω, ασ)| ≤ ±1. As λ ∈ P−, to have λ − ωσu /∈ P−,
we must have (λ, αi) = 0 and (ωσu, αi) = (ω, ασ−1

u ) = −1. In turn this implies that
u−1si < u−1. Thus the alcoves w0pλA0 and u−1w0pλA0 = vpλA0 lies on two different
sides of Hαi,0. This implies that (x, αi) > 0 for all x ∈ vpλA0. Thus there can’t be any
hyperplane of direction αi in Hpω,vpλ

as A0 and vpλA0 both lie between Hαi,0 and Hαi,1.
The Claim follows. �

6.2. Combinatorics of the cellular basis. In this section we study the decomposition
in the Kazhdan-Lusztig basis of the element P(τ)Cw0 for all τ ∈ P+. Recall that it is
enough to find the expression of any element of the cellular basis in the Kazhdan-Lusztig
basis, as noted in the beginning of Section 5.

We denote by {ω1, . . . , ωn} the set of fundamental weights and for each ωi ∈ P
+ we

denote by O(ωi) = {ωi = ω
(1)
i , . . . , ω

(N)
i } its orbit under the action of W0. Let x, y ∈ P−.

A path of length N in P− from x to y is an (ordered) sequence x = x0, x1, . . . , xN = y

in P− such that for all 1 ≤ ℓ ≤ N − 1 we have xℓ+1 = xℓ − ω
(jℓ)
iℓ

and xℓ ∈ P−. The

element ω
(jℓ)
iℓ

is called the ℓth-step of the path from x to y. A path is said to be of

type m = (m1, . . . ,mN ) ∈ {1, . . . , n}N if its ℓth-step lies in O(ωmℓ
). Let γ ∈ P− and

m ∈ {1, . . . , n}N . We define Pm(γ) to be the number of paths of type m from 0 to γ.

Remark 6.4. Let λ ∈ P− be such that λ = −
∑

aiωi for some ai ≥ 0. Let m =
(m1, . . . ,mN ) ∈ {1, . . . , n}N be any N -tuples which contains exactly ai i’s for all i’s.
Then Pm(λ) = 1 as the ℓth-step needs to be equal to ω1

mℓ
= ωmℓ

.

Corollary 6.5. Let (a1, . . . , an) ∈ Nn, τ =
∑

aiωi ∈ P+ and N =
∑

ai. Let m =
(m1, . . . ,mN ) ∈ {1, . . . , n}N be any N -tuples which contains exactly ai i’s for all i’s. Then
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the element P(τ)Cw0 of the cellular basis has the following expression in the Kazhdan-
Lusztig basis :

P(τ)Cw0 =
∑

λ∈P−

Pm(λ)Cw0pλ

Proof. Let λ ∈ P− and let m
′ = (m1, . . . ,mN−1). Then we have

Pm(λ) =
∑

λ′∈P−,λ′−λ∈O(ωnN
)

Pm′(λ′).

We have P(τ)Cw0 = P(ωmN
) . . .P(ωm1)Cw0 . Let us prove the result by induction. For

N = 1 the result is true. Indeed we have P(ωi)Cw0 = Cpωi
w0 and there is only one path

of type (i) from 0 to ωi. Next assume that we have

P(ωnN−1) . . .P(ω1)Cw0 =
∑

λ∈P−

Pm′(λ)Cw0pλ
where m

′ = (mN−1, . . . , 1).

Then

P(ωnN
) . . .P(ω1)Cw0 = P(ωnN

)
∑

λ∈P−

Pm′(λ)Cw0pλ

=
∑

λ∈P−

Pm′(λ)P(ωnN
)Cw0pλ

=
∑

λ∈P−

Pm′(λ)

(

∑

γ∈P−

λ−γ∈O(ωin)

Cw0pγ

)

=
∑

λ∈P−

∑

γ∈P−

λ−γ∈O(ωnN
)

Pm′(λ)Cw0pγ

=
∑

γ∈P−

∑

λ∈P−

λ−γ∈O(ωnN
)

Pm′(λ)Cw0pγ

=
∑

γ∈P−

Pm(γ)Cw0pγ

as required. �

Example 6.6. In this example, we study the case of the affine Weyl group of type Ã2.
The quarter C− = −C+ is represented in figure 4. We denote by ω1 and ω2 the funda-
mental weights. The set of anti-dominant weights, that is −P+, is just the set of points
lying in C− and at the intersection of 3 hyperplanes. For each antidominant weight
λ ∈ P−, the red (respectively green) arrows leaving from λ represents the orbit of ω1

(respectively ω2) under the action of W0.

To find the expression of the cellular basis element P(2ω1+2ω2)Cw0 one needs to count
the number of path of type (1, 1, 2, 2) from 0 to λ for all λ ∈ P−. This number (when
non-zero) is indicated in figure 5. Hence we find

P(2ω1 + 2ω2)Cw0 = Cp2
ω1

p2
ω2

w0
+ Cp3

ω1
w0

+ Cp3
ω2

w0
+ 4Cpω1pω2w0 + 2Cw0 .

The description of all paths form 0 to −(ω1 + ω2) of type (1, 1, 2, 2) can be found in
Figure 5.

Remark 6.7. The interpretation in term of paths also works for other types, however the
situation gets more complicated as we get closer to the wall and one needs to define many
different kind of paths depending on how close we are from each wall.
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Figure 4. The chamber C −1

1

1 1

4

2
−ω2−ω1

Figure 5. Paths from 0 to −(ω1 + ω2) of type (1, 1, 2, 2)
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