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Information and Communication Technologies

SUMMARY

This document summarizes the progress made in four research lines related to
modulation and routing protocols for wireless control systems with energy-limited
resources.

First, a report entitled “Timely, reliable and energy efficient routing over wire-
less sensor networks” proposes an energy-efficient protocol for control applica-
tions over WSNs based on the IEEE 802.15.4 standard. This protocol allows the
network to adapt dynamically to requirements variations typical of controllers.

The second section of this report, entitled “Energy efficient configuration of
802.11e networks subject to QoS requirements” deals with configuration of 802.11
MAC parameters with the aim of achieving maximal energy efficiency while min-
imum QoS requirements are satisfied.

The third part, “Min-Max Model Predictive Power Control Strategy for CDMA
Cellular Networks” deals with the uplink power control problem within CDMA
cellular networks and proposes a model predictive control (MPC) strategy to com-
pensate the channel fading uncertainties.

The fourth part, entitled “Dwell-Time Adaptive Delta Modulation SignalCod-
ing For Networked Controlled Systems” deals with the problem of control with
limited data rates in the area of Networked Controlled Systems (NCS) and looks
for a new adaptive quantization algorithm that reaches global stability for mul-
tivariable systems, while minimizing the required bandwidth, and has a smooth
transient behavior.

Theme 3:

Information and Communication Technologies
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1 Introducction

This report addresses four core issues related to the modulation and routing pro-
tocols for improving the energy efficiency in wireless networked control systems.
The framework is that of a control system embedded in a wireless sensor net-
work, where the sensors are assumed to be energy-limited, and hence the wireless
transmission and routing policy must be optimally designed.

The fist part introduces a novel protocol for the class of industrial control
applications in clustered multi-hop WSNs. TREnD is based on a simple algorithm
that allows the network to adapt dynamically to requirements variations typical of
controllers. It adopts a novel MAC solution based on sleeping discipline and
a beacon mechanism, that offers high reliability and energy efficiency, and we
assume a uniform distribution of sensing nodes throughout the network.

The second part proposes a centralized algorithm to maximize the energy effi-
ciency in 802.11 wireless networks based on the dynamic tuning of the contention
window size and the retry limit. Located at the Access Point (AP), the algorithm
determines these optimal values and broadcast the result to stations so that they
can update their configuration. Besides maximizing the energy efficiency, the
joint control allows to meet QoS requirements. The benefits of this approach are
especially significant in scenarios under limit load and noisy channel conditions.

The third part propose an open-loop min-max MPC strategy to the uplink radio
power control problem for a CDMA cellular network assessed over time-varying
channels. The new power control algorithm is shown to robustly compensate for
channel fading uncertainty as well as to reduce the effect of interference. This is
achieved by implementing a computationally efficient min-max MPC mechanism
based on a simple model of the tracking error that is estimated at each sampling
time from the local SINR.

The fourth part proposes a new adaptive differential coding algorithm for sys-
tem controlled through digital networks with limited data rate. The proposed tech-
nique results in global stability for multivariable systems; while improves tran-
sient behavior and reaches the rate theoretical limits under constant length coding.
These are achieved by introducing a Dwell-Time state in addition of Zoom-In and
Zoom-Out classical modes. The Dwell-Time mechanism introduces a hysteretic
effect that smooths out the periodic and oscillatory behavior observed in other
approaches such as Zoom-In, Zoom-Out (ZIZO) quantizers
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2 Timely, reliable and energy efficient routing over

wireless sensor networks

Energy efficient wireless sensor networks (WSNs) are allowing us to exploit sens-
ing, control, and actuation via wireless communication with potential significant
effects in industrial and consumer applications. Designing WSNs for the class
of control applications is challenging. Traditional applications (e.g., monitoring)
need a high probability of success in the packet delivery (reliability). In addition
to reliability, control applications ask also for timely packet delivery (latency). If
reliability and latency constraints are not met, the correct execution of control ac-
tions concerning the phenomena sensed may be severely compromised, thus creat-
ing unstable control loops [44]. The protocol design is further complicated by the
need of a parsimonious use of energy [105]. High reliability and low latency may
demand significant energy expenditure, thus reducing the WSN lifetime. Con-
trollers can usually tolerate a certain degree of packet losses and delay [101]:
large delays are allowed for high reliable communication, low delays are instead
required if the packet loss is high. In contrast to monitoring applications, for con-
trol applications there is no need to maximize the reliability. A trade-off between
reliability and latency can be exploited to minimize the energy consumption.

we report the design of a routing protocol named TREnD. The acronym re-
marks the significant characteristics simultaneously embraced by the protocol as
opposed to other solutions available from the literature: timeliness, reliability, en-
ergy efficiency and dynamic adaptation. TREnD is an energy-efficient protocol
for control applications over WSNs. The distinctive property is that reliability
and latency are flexible requirements incorporated in the design to boost the pro-
tocol performance. Control applications over wireless sensor networks (WSNs)
require timely, reliable, and energy efficient communications. Cross-layer interac-
tion is an essential design paradigm to exploit the complex interaction among the
layers of the protocol stack and reach a maximum efficiency. Such a design ap-
proach is challenging because reliability and latency of delivered packets and en-
ergy are at odds, and resource constrained nodes support only simple algorithms.
The TREnD protocol is a cross-layer protocol that embraces efficiently routing
algorithm, MAC, data aggregation, duty cycling, physical layer aspects as exist-
ing modulation formats. The protocol parameters are adapted by an optimization
problem, whose objective function is the network energy consumption, and the
constraints are the reliability and latency of the packets. TREnD uses a simple
algorithm that allows the network to meet the reliability and latency required by
the control application while minimizing for energy consumption. TREnD is im-
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plemented on a test-bed and compared to some existing protocols. Experimental
results show good performance in terms of reliability, latency, low duty cycle, and
load balancing for both static and time-varying scenarios.

2.1 Background

The standardization process for WSNs is ongoing and there is not any widely
accepted complete protocol stack for WSNs [105], particularly concerning WSNs
for control in industrial environments. The IEEE 802.15.4 protocol [48], which
specifies physical layer and medium access control (MAC), is the base of recent
solutions in industrial automation as WirelessHART and ISA100 [105]. Hence,
we consider IEEE 802.15.4 as the reference standard in our investigation.

In Tab. 1, we summarize the characteristics of the main protocols for WSNs
that may be used for control applications. From the table, we see that most
of them (e.g., SPAN [24], GERAF [115], Dozer [14], ESRT [2], RMST [96],
Flush [57], X-MAC [69], MMSPEED [36]) are designed mainly for monitoring
applications, since do not support simultaneously energy efficiency, reliability and
latency requirements. In standard solutions for industrial applications like Wire-
lessHART [105], reliability and security are optimized but the energy efficiency
is not a critical concern since nodes are fully powered. It follows that while all
these solutions offer high performance in their class of application, they are not
efficiently designed for the control problems we deal in this chapter.

In SERAN [1] and Breath [82] a relevant system-level design methodology has
been presented for control application over WSNs. However, SERAN does not
support average-high traffic regimes and tunable reliability requirements, which
limits the performance of the protocol. Furthermore, load balancing and fair duty
cycling are not taken into account in SERAN. On the other hand, Breath is limited
to scenario with line topologies and source nodes at the edge of the network.
We conclude that, to the best of our knowledge, there is no protocol from the
literature suitable for control applications over WSNs, that is able to embrace all
the techniques that concur to the energy efficiency (radio power control, MAC,
routing, duty-cycling and load balancing) and, at the same time, able to guarantee
reliability and latency constraints over multi-hop communication.

In this chapter we present TREnD, a novel protocol for the class of industrial
control applications in clustered multi-hop WSNs. TREnD is based on a simple
algorithm that allows the network to adapt dynamically to requirements variations
typical of controllers. In contrast to SERAN and Breath, we adopt a novel MAC
solution based on sleeping discipline and a beacon mechanism, that offers high

7
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Table 1: Protocol Comparison - The letters E, R, and L denote energy, reliabil-
ity and latency. The circle denotes that a protocol is designed by considering the
indication of the column, but it has not been validated experimentally. The circle
with plus denotes that the protocol is designed by considering the indication and
experimentally validated. The dot denotes that the protocol design does not in-
clude indication and hence cannot control it, but simulation or experiment results
include it.

Protocol E R L Layer

SPAN [24] © · · MAC, routing
GERAF [115] © © MAC, routing

Dozer [14] ⊕ ⊕ MAC, routing
ESRT [2] © MAC

RMST [96] © MAC, transport
Flush [57] ⊕ MAC

XMAC [69] ⊕ · · MAC
MMSPEED [36] © © Routing

SERAN [1] © © MAC, routing
Breath [82] ⊕ ⊕ ⊕ Phy, MAC, routing

TREnD ⊕ ⊕ ⊕ Phy, MAC, routing

reliability and energy efficiency, and we assume a uniform distribution of sensing
nodes throughout the network. An original analysis of the performance of TREnD
is provided. Finally, TREnD is completely implemented on Tmote Sky sensors
[75] by using TinyOS [40].

2.2 System Model

We consider a general scenario for an industrial control application: the state of
a plant must be monitored at locations where electrical cabling is not available or
cannot be extended, so that wireless sensor nodes are an appealing technology.
The communication network must be energy efficient to guarantee long network
lifetime. The sink of the network must receive packets from the single nodes
with a desired probability of success and within a latency constraint demanded
by the control application connected to the sink. Since control applications may
need some reliability and delay during certain time interval, and a different pair
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Figure 1: Experimental Setup.

of requirements during some other time interval, these reliability and latency re-
quirements may change dynamically depending on the state of the plant and the
history of the control actions.

Information taken by nodes, which are uniformly distributed in clusters, are
sent to the sink node by multi-hop communication. The clustered topology is
motivated by the energy efficiency, since transmitting data directly to the sink
may consume more than routing through relays. The cluster formation problem
has been thoroughly investigated in the literature and is out of the targets of this
chapter (see, e.g., [79], [100]).

In Fig. 1, the system model is reported. Nodes are deployed in an indoor en-
vironment with rooms. Each dotted curve defines a cluster of nodes. Nodes of a
cluster can send packets only to the nodes of next cluster toward the controller,
which takes appropriate actions upon the timely and reliable reception of source
information. Hence, nodes not only send their sensed data, but also forward pack-
ets coming from clusters further away from the sink. The network controller is the
sink node, which, being a node of the networks, is equipped with light computing
resources.

We assume that the controller knows cluster locations and the average number
of nodes in each cluster, and nodes know to which cluster they belong. The con-
troller can estimate the amount of data generated by each cluster, which is used
to adapt the protocol to the traffic regime. These assumptions are reasonable in
industrial environments [105].

2.3 TREnD Protocol Stack

In this section, we introduce the protocol stack of TREnD.
Similarly to SERAN [1], the routing algorithm of TREnD is hierarchically

subdivided into two parts: a static route at inter clusters level and a dynamical
routing algorithm at node level. this is supported at the MAC layer by an hybrid
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time division multiple access and carrier sensing multiple access (TDMA/CSMA)
solution.

The static schedule establishes which one is the next cluster to which nodes
of a given cluster must send packets by calculating the shortest path from every
cluster to the controller. The network controller runs a simple combinatorial opti-
mization problem of latency-constrained minimum spanning tree generation [80].
Alternatively, if the number of clusters is large, the static routing schedule is pre-
computed off-line for a set of cluster topologies and stored in the sink node in a
look-up array. No intra cluster packet transmission is allowed.

The static routing algorithm is supported at MAC level by a weighted TDMA
scheme that regulates channel access among clusters. Nodes are awake to transmit
and receive only during the TDMA-slot associated to the cluster for transmission
and reception, respectively, thus achieving consistent energy savings. The organi-
zation of the TDMA-cycle must consider the different traffic regimes depending
on the cluster location. Since clusters closer to the sink may experience higher
traffic intensity, more than one transmitting TDMA-slot can be assigned to them.
It is natural to first forward packets of clusters close to the controller, since this
minimizes the storage requirement in the network. To minimize the global for-
warding time, the evacuation of packets of a cluster is scheduled path-by-path.
By following these rules, the controller is able to generate an appropriate TDMA
scheduling table.

The dynamic routing is implemented by forwarding the packets to a node
within the next-hop cluster in the path chosen at random, as proposed in [115]
and [100]. In such an operation, no cluster-head node is needed within clusters,
and nodes need to be aware only of the next-hop cluster connectivity. The pro-
cedure for random selection of next-hop node is performed by considering a duty
cycling in the receiving cluster combined with beacon transmissions.

The communication stage between nodes during a TDMA-slot is managed at
MAC layer by a p-persistent CSMA/CA scheme, to offer flexibility for the in-
troduction of new nodes, robustness to node failures, and support for the random
selection of next-hop node. As we will see in Sec. 2.6, in hybrid TDMA/CSMA
solutions the p-persistent MAC gives better performance than the binary exponen-
tial backoff mechanism used by IEEE 802.15.4.

MAC operations of nodes are described in the following. Each node in the
transmitter cluster having a packet to be sent wakes up in CSMA-slots with prob-
ability α and enters in listening state. At the receiver cluster, each node wakes up
with probability β and multicasts a small length of beacon message to the nodes
in the transmitter cluster. An awake node that correctly receives the beacon at the

10
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transmitter side, senses the channel and, if clean, tries to unicast its packet to the
beacon sender. An acknowledgement (ACK) may conclude the communication
if a retransmission mechanism is implemented. If no beacon is sent or there is a
collision, the awake nodes in the transmitter cluster keep on listening in the next
CSMA-slot with probability α or go to sleep with probability 1 − α.

If we compare TREnD to SERAN [1], we see that SERAN has the drawback
that nodes in the receiver cluster have to be listening for the overall TDMA-slot
duration, due to a contention-based transmission of the ACKs. In TREnD, the
selection of the forwarding nodes follows a random policy regulated by β. The
main advantage of this novel solution is the absence of delays between packets
exchange during a CSMA-slot. This allows TREnD to work with a much higher
traffic regime when compared to SERAN.

TREnD offers the option of data aggregation to fairly distribute the traffic
load and energy consumption among clusters. The aggregation has the advantage
of reducing the number of TDMA-slots per cluster and of the traffic for clusters
closer to the sink. However, packet aggregation gives significant advantages only
when the traffic is sufficiently high, as we will see in Sec. 2.6, because nodes
have to idle-listen longer to catch more than one packet per time and perform the
aggregation, and idle-listening is energy inefficient.

2.4 Protocol Optimization

In this section, we pose and solve an optimization problem to select the TREnD
protocol parameters by minimizing the overall energy consumption of the network
under reliability and latency constraints:

min
S,α,β

Etot(S, α, β) (1)

s. t R(S, α, β) > Ω (2)

Pr[D(S, α, β) 6 Dmax] > Π . (3)

In this problem, Etot(S, α, β) is the total energy consumption of the network and
R(S, α, β) is the reliability constraint and Ω is the minimum desired reliability
imposed by the control application. We denote by D(S, α, β) the random variable
describing the distribution of the latency, by Dmax the maximum latency desired
by the control application, and by Π the minimum probability with which such a
maximum latency should be achieved. The parameters Ω, Dmax, and Π are the
requirements of the control application. The decision variables of the optimiza-
tion problem are the TREnD parameters, namely the TDMA-slot duration S, the

11
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access probability α and the wake up probability in reception β. In the following,
we develop the expressions needed in the optimization problem, and derive the
solution.

2.4.1 Energy Consumption

The total energy consumed by the network over a period of time is given by the
combination of two components: listening and transmitting cost1.

Listening for a time t gives an energy consumption that is the sum of a fixed
wake up cost Ew and a time dependent cost Elt. The energy consumption in
transmission is given by four components: beacon sending Ebc, clear channel
assessment Ecca, packet sending Epkt and ACK sending Eack.

Consider a general topology with N nodes per cluster and suppose that there
are G paths in the static routing scheduling (recall Sec. 2.3). Let hi be the number
of clusters (hops) per path, we define hmax = maxi=1,...,G hi. We define also W ,
as the number of listening TDMA-slots in a TDMA-cycle.

Recalling that the TDMA-cycle is Tcyc = SMs where Ms is the number of
TDMA-slots in a TDMA-cycle, we have the following result:

Claim 2.1 Given traffic rate λ, the total energy consumed in a period Ttot is

Etot(S, α, β) =
Ttot

γ S

λTcyc∑

j=1

jαβ Ecca + TtotMsλ (Epkt + Eack)

+ β
N W Ttot

Ms

(
Ebc

δ
+

Ew

S
+ El

)
. (4)

Proof A proof is provided in [32].

2.4.2 Reliability Constraint

Considering the p-persistent slotted CSMA MAC and the duty cycling in recep-
tion, we have the following result:

Claim 2.2 The probability of successful transmission in a CSMA-slot while there

are k packets waiting to be forwarded in the cluster is

pk = γ pbc (1 − (1 − α)k) (1 − pcl)
α(k−1) , (5)

1Note that the costs for the initialization of the network are negligible in the energy balance
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where pbc = γNβ (1 − β)N−1 is the successful beacon probability and pcl is the

probability of an erroneous sensing of a node, when it competes with another

node.

Proof A proof is provided in [32].

In TREnD, a radio power control is implemented, so that the attenuation of
the wireless channel is compensated by the radio power, which ensures a desired
packet loss probability, as proposed in [82] and [70]. As a consequence of the
power control, the channel can be abstracted by a random variable with good
channel probability γ. Such a modelling has been adopted also in other related
works (e.g., [1], [96]). Considering the collision probability pcl, we observe that
for optimization purposes an upper bound suffices. Experimental results shows
that a good upper bound is pcl = 0.2.

By using Claim 2.2, we can derive the following result:

Claim 2.3 Let V (n) = {1 − pn, 1 − pn+1, ..., 1 − pk}, where pn is the generic

term given in Eq. (5) and A(n) = [ai,j]
S−k+n
Mc

be a matrix containing all the Mc

combinations with repetition of the elements in V (n), taken in groups of S −k +n
elements. Let hmax be the maximum number of hops in the network. Then, the

reliability of TREnD is

R(S, α, β) =




k∑

n=0

k − n

k

k∏

l=n+1

pl




Mc∑

i=1

S−k+n∏

j=1

ai,j






hmax

. (6)

Proof A proof is provided in [32].

With packet aggregation enabled, the following result holds:

Claim 2.4 Let hi be the number of hops in the path i. Let Rz be the reliability

in a single hop when z packets are aggregated. The reliability of a packet that

experiences j hops to the controller is

Rag
j (S, α, β) = Rag

j−1 rBi−j+1 , (7)

where rj =
∑j

i=1(1 − ri−1)
∏j−i+1

z=1 Rz , with r0 = 0 .

Proof A proof is provided in [32].

If the data aggregation is disabled or the size of aggregated packets does
not change significantly, then we can simplify Eq. (7) and obtain the relation in
Eq. (6). The previous claims are illustrated and verified by experiments in [32].
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2.4.3 Latency Constraint

The furthest cluster from the controller is the one experiencing the highest latency.
Therefore, the latency of packets coming from such a cluster must be less than or
equal to a given value Dmax with a probability Π.

Recalling that the maximum number of hops in the network is hmax, an upper
bound on the TDMA-slot duration S is Smax = Dmax/hmax. Then, we can provide
the following result:

Claim 2.5 The latency constraint in Eq. (3) is well approximated by

Pr[D(S, α, β) 6 Dmax] ≈ 1 − 1

2
erfc

(
A − µ

σ

)
, (8)

where A =

{
S if S 6 Dmax

hmax

Dmax − (hmax − 1)S if S > Dmax

hmax

µ =
∑k

j=1 1/pj , and σ2 =
∑k

j=1(1 − pj)/p2
j .

Proof A proof is provided in [32].

2.4.4 Protocol Optimization

In the previous subsubsection, we have established the expressions of the energy
consumption in Eq. (4), the reliability in Eq. (7) and the latency constraint in
Eq. (8). We observe that all this expressions are highly non-linear in the decision
variables. Sensor nodes are not equipped with a high processing capacity to use
these equations, therefore, we provide a computationally affordable sub-optimal
solution to the optimization problem. In the following, we show that such a strat-
egy still gives satisfactorily results.

First, we provide an empirical result on the access probability α and wake up
probability β, for a given TDMA-slot duration S.

Claim 2.6 Let N be the number of nodes is a cluster. Let λ be the traffic rate, the

access probability α∗ and the wake up probability β∗, that optimize the reliability

in Eq. (6), are

α∗ =
c1

λ S Ms + c2

β∗ =
1

N
. (9)

with coefficients c1 = 2.17, c2 = 1.81.
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Proof A proof is provided in [32].

We note here that such choices are sub-optimal because are limited to strategies
with constant access and wake up probabilities per each node.

By using Eq. (9) for the access probability and wake up probability, and by
assuming S as a real-valued variable, we can show that Etot, given in Eq. (4), is
a convex and monotonically decreasing function of S. It follows that a simple
solution for the TDMA-slot duration, S∗, is given by the maximum integer value
of S that satisfies one out of the two constraints in the problem (1), which are
given explicitly by Eqs. (7) and (8), respectively. The search of the optimal S
can be done by a simple additive increasing multiplicative decreasing algorithm,
which we initialize by observing that S∗ 6 Smax. Indeed, as shown in Sec. 2.4.3,
the maximum latency requirement Dmax provides an upper bound for S, given by
Smax = Dmax/hmax.

2.5 Protocol Operation

Suppose that the network user deploys a WSN of nodes implementing the TREnD
protocol, and sets the desired control application requirements Ω, Dmax and Π.
During an initial phase of operation the sink node retrieves the traffic and the clus-
ter topology by the received packets. After computing or reading from a look-up
array the static routing schedule and TDMA-cycle, the sink computes the optimal
parameters as described in Sec. 2.4.4. Then, the sink communicates these values
to the nodes of the network by tokens. Such a token passing procedure ensures
synchronization among nodes and allows for initializing and self configuring of
the nodes to the optimal working point of the protocol. The token are then for-
warded by the nodes closer to the sink to other nodes of the clusters far away by
using the ACK mechanism described in [1]. Such tokens need also to be updated
so that our protocol adapts dynamically to new nodes added in the clusters, vari-
ations in the source traffic, control application requirements, and time drift of the
clocks. We experienced that a 20 TDMA-cycles period for the refreshing pro-
cedure gives satisfactory performance to maintain an optimal network operation
with negligible extra energy consumption.

2.6 Experimental Implementation and Validation

In this subsection, we present a complete implementation of TREnD by using
TinyOS 2.x [40] and Tmote Sky nodes [75]. In order to benchmark our proto-
col, we implemented also SERAN [1] and IEEE 802.15.4 [48]. Recall that IEEE
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802.15.4 is the base for WirelessHart and other protocols for industrial automa-
tion, and that there is no other protocol available from the literature that is energy
efficient, and ensures reliable and timely packet transmission, as we summarized
in Tab. 1. We used the default MAC parameters of IEEE 802.15.4 so that the
protocol fits in the higher level TDMA structure and routing algorithm of SERAN
and TREnD.

We reproduced the reference test-bed topology reported in Fig. 1, where clus-
ters are placed in an indoor environment. Each cluster is composed by 3 sensors,
deployed at random within a circle with one meter radius. We analyze different
scenarios with different sets of traffic rate λ and control application requirements
(Ω, Dmax, and Π), which we report in Tab. 2. For each scenario, Tab. 2 shows also
the optimal TDMA-slot duration, access and wake up probabilities as obtained by
the optimization in Sec. 2.4.4. We measured the duty cycle of nodes as indicator
of the energy efficiency.

2.6.1 Performance Comparison

In the first set of experiments, we show the performance improvements in TREnD,
when compared to SERAN. In Fig. 2, the reliability is reported as function of the
traffic rate λ, by fixing Ω = Π = 95%, and Dmax = 3, 9 s. TREnD has high
reliability for all traffic rate conditions and SERAN is significantly outperformed.
In particular with Dmax = 3 s, as traffic rate increases over λ = 0.3 pkt/s, the
reliability of SERAN significantly decreases.

In Fig. 3 we compare the energy consumption of the two protocols, showing
the average duty cycle of each node, for fixed Ω = Π = 95%, Dmax = 3 s and
λ = 0.3 pkt/s. As discussed above, in this operative condition both SERAN and
TREnD meet the reliability and latency constraints. By implementing TREnD
with data aggregation, we observe a more balanced duty cycle among clusters,
particularly for the last hop clusters. However, the price to pay for having a better
load balancing is a slight increasing of the average duty cycle. In fact, TREnD
presents a slightly higher duty cycle for most of the nodes, but it reduces of about
30% the energy consumption for nodes 7, 8 and 9 (cluster C3), which are criti-
cal for the network operation since they also forward information from clusters
C1 and C2. This suggests that packet aggregation is a viable choice only for the
clusters supporting high traffic, as those next to the sink. Hence, it is recom-
mended to implement packet aggregation only for those clusters, while for the
others no aggregation is needed. In conclusion, TREnD ensures higher reliability,
load balancing and a longer network lifetime than SERAN, without any significant
difference in the complexity of the scheme.
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Table 2: Application requirements and experimental results

Scenario λ Dmax Π Ω S∗ α∗ β∗

L 0.1 pkt/s 9 s 95% 95% 3.3 s 0.41 0.33
H 0.3 pkt/s 3 s 95% 95% 1.2 s 0.43 0.33

Given these results, in the following performance evaluation of TREnD we
disregard SERAN and consider IEEE 802.15.4. We present two sets of exper-
imental results, evaluated for scenarios L and H as specified in Tab. 2. Fig. 4
reports the average values of reliability, latency and duty cycle as achieved by
the experiments for TREnD and IEEE 802.15.4. Data of clusters belonging to the
same paths are joined by lines. We see that TREnD always ensures the satisfaction
of the reliability and latency constraints specified in Tab. 2. TREnD guarantees
much better reliability, in particular for cluster C1 (3 hops). In fact in C1, IEEE
802.15.4 does not fulfill the requirement. The average latency of IEEE 802.15.4
is slightly lower than TREnD, but observe that the latency of IEEE 802.15.4 is
computed only for packets arriving successfully at the sink. We observe similar
behavior also for other scenarios.

Finally, we present some results about the duty cycle. According to the traffic
load supported by the clusters and their allotted TDMA time slots, we observe
that the duty cycle depends on the number of times a cluster wakes up for the
forwarding procedure. The duty cycle is the same for the clusters far away from
the sink (C1 and C4, see Fig. 1), but for all other clusters TREnD gives a consistent
reduction of the duty cycle with respect to IEEE 802.15.4.

We remark here that the duty cycle strongly depends on the traffic load in the
network. In Dozer [14], an average duty cycle 0.2% is achieved for a network of 40
nodes with a packet generation period of 120 s each (total traffic load ≃ 0.3 pkt/s).
TREnD gives an average duty cycle 2.5%, but the total traffic load is much higher
(≃ 5 pkt/s) than Dozer.

2.6.2 Dynamic Adaptation

In the previous subsection, we used a static network topology where each node
is placed at fixed position and the application requirements do not change with
time. In this subsection, we show the dynamical behavior of the protocol. As we
discussed before, no protocol in literature allows for a dynamical adaptation of
the parameters to the application requirements.

We present the experimental results of dynamic changes between two scenar-
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Figure 2: TREnD and SERAN: reliability vs. traffic rate λ, for Ω = Π = 95%.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0

1

2

3

4

5

6

7

Node ID

D
u

ty
 C

y
c
le

 (
%

)

SERAN

TREnD

Figure 3: TREnD and SERAN: duty cycle distribution among nodes for λ =
0.3pkt/s, Ω = Π = 95%.

ios (L and H in Tab. 2) in static and time-varying channel conditions. A Rayleigh
fading channel is obtained by moving the nodes around their initial position and
also by placing metal obstacles in front of the source nodes so that the line-of-
sight with the sink is lost. The network starts with scenario L and static channel,
then after 20 TDMA-cycles we introduce a Rayleigh fading channel which per-
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Figure 4: TREnD and IEEE 802.15.4: reliability, latency and duty cycle for sce-
narios L and H.

sists until the TDMA-cycle 60. At TDMA-cycle 40, the application requirements
change to scenario H.

Figs. 5 and 6 report the resulting snapshot of the experiment in terms of relia-
bility and latency. The reliability is measured at the sink node as average on each
TDMA-cycle, while the latency is measured for each successfully received packet.
In Fig. 5, we observe that TREnD guarantees the reliability requirement for both
static and Rayleigh fading conditions, continuously adapting to the severe fading.
The protocol is also robust to the change of scenario at TDMA-cycle 40. In Fig. 6
a snapshot of the latency is reported for clusters at different hops to the controller.
We observe that the peaks of delay are limited due to the TDMA structure, the av-
erage and dynamics of the delay are slightly increasing in the time-varying stage
but the latency constraint is fulfilled. Moreover, the protocol adapts well to the
change of scenario at TDMA-cycle 40.
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Figure 5: TREnD: Reliability trace given by the experiments.
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3 Energy efficient configuration of 802.11e networks

subject to QoS requirements

Nowadays, IEEE 802.11 wireless networks can be used to provide real time ser-
vices. While initial versions of 802.11 are not suitable to support real time appli-
cations with strict requirements of delay and packet loss, standard enhancements
like QoS provisioning (802.11e) and MIMO technology (802.11n) become 802.11
an appropriate technology for such purpose [37, 85, 104, 106].

In wireless communications, energy is a valuable resource because devices
are often powered by batteries. Therefore energy must be taken into account by
the network designer in order to optimize its utilization. We are interested in
extending the battery lifetime of wireless devices while maintaining a QoS level in
communication. Since energy saving is at cross-purposes with QoS provisioning,
we must analyze the tradeoff between both objectives. In this paper, we consider
a scenario where wireless stations are attached to a central server and run VoIP
applications demanding a constant bandwidth (generated by Constant Bit Rate
codecs like G.711, G.729 and iLBC) and low packet loss and delay.

There are two complementary strategies to improve the energy efficiency of
802.11 networks. The first one is the use of the Power Saving Mode (PSM). This
mechanism is adopted in several works that propose different adjustments of PSM
parameters to reduce the power consumption of the stations. In [6] the authors find
the listen Interval value which maximize the time that a station stay in sleep state
while satisfying a certain quality of service. In [54] authors propose an adap-
tive mechanism to dynamically choose a suitable Ad hoc Time Message Interval
(ATIM) window size, outperforming the default mechanism of power saving in
terms of throughput and energy consumed. Unfortunately, PSM feature is not al-
ways available in 802.11 cards, hence an alternative mechanism to optimize the
energy utilization should be considered. The second one is an appropriate setting
of 802.11 MAC parameters like the contention window size and the retry limit, in
order to maximize the energy efficiency in the wireless network. More precisely,
in [67, 90, 103] authors derive the contention window size that maximizes the en-
ergy efficiency, applying dynamic contention window adjustment to achieve such
optimal performance. Unfortunately, The analytical models of these works rely
on a set of assumptions, such as saturation and ideal channel conditions, that re-
sult in a limited applicability to scenarios where the traffic has no packet loss and
delay requirements.

The feasibility of 802.11 wireless networks constrained to real-time require-
ments (especially packet loss and delay) has been previously studied. Most of
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works in the literature focus on tuning 802.11 parameters (especially the con-
tention window) to increase the throughput performance. These strategies are
based on either modifying the 802.11 standard behavior [11, 15, 31, 99, 102] or
using the traffic priorization provided by 802.11e [8, 83]. Besides throughput, al-
ternative performance metrics are also considered. In [25,91,109,114] the packet
delay metric is chosen and in [63, 113], packet losses are studied.

All of the above works use the contention window size as the exclusive control
parameter, neglecting the advantages of adjusting the retry limit (which is set to
its default value). The retry limit control is considered in [63] but the contention
window tuning is not taken into account. We believe that the joint adjustment
of both parameters could result in a better QoS performance, specially, under ex-
treme load and channel noise conditions. The tradeoff between energy efficiency
optimization and QoS level in communications is still an open challenge. In [20]
the authors study the tradeoff between energy and delay but no optimization mech-
anism is proposed. To the best of our knowledge, there are no previous works that
deal with the problem of optimizing the energy efficiency, considering the impact
of the control decisions on the QoS performance.

In this work, we propose a centralized algorithm to maximize the energy effi-
ciency in 802.11 wireless networks based on the dynamic tuning of the two main
MAC parameters: contention window and retry limit. Thanks to the adjustment of
both parameters, our algorithm maximizes the energy efficiency, and additionally
allows the stations to achieve better QoS levels than other algorithms proposed in
the literature controlling only one of the two parameters. Our algorithm is based
on an analytical model that considers the extreme traffic load and non-ideal chan-
nel effects, and hence it can be applied under any network condition. We show the
advantages of our approach by studying the results of energy efficiency and QoS
level in a network scenario where stations run VoIP applications with CBR traffic,
with variable channel conditions.

3.1 Problem statement

We deal with the energy management issue in a wireless network with the ob-
jective of finding the MAC parameter setting that optimizes the energy efficiency
while a minimum QoS level is provided. With this aim, we propose a central-
ized algorithm (located at the AP) to adjust two MAC parameters, that is, the
contention window and the retry limit.

Our optimization mechanism works as follows. The access point measures the
level of congestion by running an estimation mechanism that calculates the prob-
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ability of a station retransmitting a packet (due to collisions or channel errors).
From that probability, along with the number of stations N and the station packet
transmission rate fs, our optimization algorithm computes the values of the con-
tention window size and the retry limit that maximize the energy efficiency. The
MAC layer of the access point receives the information and broadcasts it to the
wireless stations, allowing them to read and update the new MAC parameters.
Figure 7 shows the modules included in the access point architecture.

We will present now a detailed description of the context of this work.

3.1.1 Framework assumptions

The scope of this work is limited to wireless networks operating in infrastruc-
ture mode with a single access point. The scenario is composed of homogeneous
wireless stations that periodically send packets to an access point which does
not generate any data throughput. We assume that the number of stations N in
the wireless network and the station’s traffic rate fs are known a priori. We set
Wmin = Wmax which is commonly used in scenarios where the number of sta-
tions is known [10, 91]. We assume that WLAN operates under 802.11e standard
with one single traffic class and that ere are no hidden nodes. We contemplate
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the use of both the active and power saving modes. When PSM is on, we sup-
pose that stations stay in sleep mode since the end of transmission and until a new
packet arrives. The RTS/CTS handshake mechanism is not considered because of
its inefficiency in scenarios where stations send small packets [23] (Notice that
the packet size of VoIP applications is usually between 10 and 80 bytes). Finally,
we set the station buffers size to a small value in order to limit the packet delays.

3.2 Analytical model of 802.11

The analytical model of 802.11 allows deriving formulae for the power consump-
tion, energy efficiency and parameters related to the quality of service (packet
losses, throughput and packet delays). In addition, these formulae show the influ-
ence of the contention window size and retry limit on the energy efficiency and
the level of QoS. We use an analytical model based on the bi-dimensional Markov
chain model proposed by Bianchi in [9]. Bianchi assumes some unrealistic hy-
pothesis to simplify the mathematical expressions which restrict the applicability
of the model. Specifically, the model contains three assumptions which make it
unsuitable for our study. First, it considers that the WLAN operates in saturation
conditions, i.e. the transmission queue of each station is assumed to be always
non-empty. Second, it assumes an error-free channel, i.e. packets are retransmit-
ted only when they encounter collisions. Third, it assumes infinite retransmission
attempts, i.e. packets are never dropped.

Fortunately, some authors have extended Bianchi’s model to get rid of the
above assumptions. Error-prone channels are considered in [22, 53, 78], non-
saturated conditions are taken into account in [72] and the finite retry limit effect is
considered in [21]. Some recent works include several features together. In [64],
authors embed both the finite retry limit and non-saturation features in the model.
In [28], the authors add channel errors and the non-saturation condition. Finally,
papers [61, 93] propose a model including the three aspects.

In this work, we adopt the analytical model used in [93], as it includes the
finite retry limit, channel errors, and extreme load conditions. These features
are fundamental to our work. The model describes the 802.11 standard, but it
can be directly applied to 802.11e when only one traffic class is considered. By
properly choosing the network parameters, the analytical expression will be valid
in both cases. Table 3 and 4 show the common network parameters used in 802.11
and 802.11e standards, together with their typical values. The first aim of the
analytical model is to obtain the probability τ that a station transmits a packet in
a random time slot. From that probability, it is possible to derive formulae for the
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throughput, delay, packet loss, power consumption, and energy efficiency. The
expression for the probability τ is obtained by solving the bi-dimensional Markov
chain described in [93] and is presented in 10

τ =
2

W + 1 +
(1 − q)(1 − peq)

q(1 − pr+1
eq )

(10)

Where W represents the contention window size, r denotes the retry limit, and
q represents the probability that a station’s buffer is not empty. If we assume
saturation condition q = 1, our expression matches the Bianchi’s one [10]:

τ =
2

W + 1
(11)

We also define the following probabilities:

peq: the probability that a packet fails due to collision or channel errors. It can
also be seen as the probability that a packet must be retransmitted.

peq = pc + pe − pcpe (12)

pc: pc is the probability that a packet transmission fails due to collision.

pc = 1 − (1 − τ)n−1 (13)

pt: represents the probability that at least one station transmits in a random time
slot. It can be seen as the probability that the channel is busy.

pt = 1 − (1 − τ)n (14)

ps: represents the probability that only one station transmits in a random time
slot. It can be seen as the probability that a station transmits without colli-
sions.

ps =
nτ(1 − τ)n−1

1 − (1 − τ)n
(15)

Additionally, we need to define the average length of a time slot which is given
by:

E[Sts] = (1 − pt)σ + pt(1 − ps)Tc + ptps(1 − pe)Ts + ptpspeTe (16)
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Here σ is the duration of a empty slot time, Ts is the average time the channel is
sensed busy due to a collision, Ts is the average time the channel is sensed busy
because of a successful transmission, and Te is the average time the channel is
sensed busy due to a packet transmission with errors. We use the definition for Ts,
Tc, and Te as proposed in [28].

According to [72], it is possible to relate the probability q to the load offered
at the station load as:

q = fsE[Sts] (17)

This expression is valid under small buffer and periodic traffic-pattern condi-
tions. In Appendix B, we develop an alternative expression for q which can be
used if such conditions are not met.

All these equations describe a nonlinear system of equations that can be nu-
merically solved, obtaining values for τ and the rest of probabilities. Therefore,
we are ready to calculate some useful metrics such as packet losses, delays, power
consumption, and energy efficiency.

3.2.1 Power consumption

Although different expressions to compute the energy consumption have been
proposed in the literature, they are been derived under the assumption of saturation
[18, 19, 34, 47, 111, 112] or ideal channel conditions in [89]. In order to include
the extreme load and erroneous cannel effects, we extended the formulae given
in [34] for computing the power consumption. Fist, we must rewrite the average
energy that a station consumes per time slot E[Jst], as given in (18).

E[Jts] = (1 − τ)nJσ + (1 − pe)τ(1 − τ)n−1Jrx
s (l) + peτ(1 − τ)n−1Jrx

e

+ (1 − pe)(n − 2)τ(1 − τ)n−1Jrx
s (∼ l) + pe(n − 2)τ(1 − τ)n−1Jrx

e

+ (1 − τ)(pc − (n − 1)τ(1 − τ)n−2)Jrx
c + 1 − pe)τ(1 − pc)J

tx
s + peτ(1 − pc)J

tx
e

+ τpcJ
tx
c , (18)

being Jσ, Jrx
s (l), Jrx

s (∼ l) ,Jrx
c , J tx

s , J tx
c , J tx

e y Jrx
e the energy consumed by

each kind of slot. A detailed explanation of slot types and the formulae are given
in Appendix A. From E[Jst], we now derive formulae for the power consumption
under active and power saving modes.
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Power consumption in active mode: The power consumption is defined as the
energy consumed per time unit so it possible to obtain the average power con-
sumption from (18) and (16) as:

P =
E[Jts]

E[Sts]
(19)

Power consumption in power saving mode: In IEEE 802.11 PSM, a node can
be in one of the two power modes, that is, the active mode when a node can re-
ceive and transmit frames at any time, and the power saving mode when a node
a node cannot transmit or receive and consumes very little power. In the power
saving mode, all nodes in the network are synchronized to wake up periodically
to listen to beacon messages. If a node has a packet aimed at another node, it will
send an ATIM packet, and the receiver acknowledges that it will stay awake. If a
node has neither a packet to send nor it receives an ATIM packet, it goes to sleep
at the end of the ATIM window. In this work we assume that wireless stations
do not receive any traffic. This allows us to consider a simplified PSM where
a station only wakes up when receives a new packet and stays awake until such
packet is either successfully transmitted or dropped. After finishing its transmis-
sion, the station enters into sleep mode again. The transition from sleep-to-active
state is not immediate so we consider an intermediate state, denoted as transition
state 2. Fig. 8 illustrates the phases of our simplified PSM as well as their duration
and associated consumption. Each state has a different duration and associated
consumption. Typical values for the duration T trans and consumption ρtrans of
the transition state can be found in [54]. The average duration of active state can
be obtained from the average service time expression T svc given by (20) and the

2The active-to-sleep state is not taken into account due to its impact on the energy consumption
is negligible [43]
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average consumption is given in (19). Once we know the duration of the transi-
tion state and active state, the duration of the sleep mode can be computed just
by taking into account that the time between two transitional states is equal to the
station interarrival time 1/fs. The consumption of this phase is determined by
ρsleep. Hence, we can write the average power consumed by a station in PSM as:

T svc =
{∑r

i=0 pi
eq

(
iTc +

∑i
j=0 W jE[Sts] + Ts

)

+pr+1
eq

[
(r + 1)Tc +

∑r
j=0 W jE[Sts]

]}
/
∑r+1

j=0 pj
eq (20)

We can also rewrite the average energy consumption per slot for PSM by using
the Eqs. (16) and (21) as:

P
psm

= P · fsT svc + (ρtrans − ρsleep)fsT trans + ρsleep(1 − fsT svc) (21)

E[Jts]
psm = E[Jts] · fsT svc + E[Sts](ρtrans − ρsleep) · fsT trans+

ρsleepE[Sts](1 − fsT svc) (22)

Energy efficiency: We define the energy efficiency Eef as the ratio between the
bits transmitted and the energy consumed in a time slot:

Eef =
ptps(1 − pe)E[P ]

E[Jts]
(23)

For PS mode, the energy efficiency can be rewritten as:

Epsm
ef =

ptps(1 − pe)E[P ]

E[Jts]psm
(24)

3.2.2 QoS Metrics

Here we compute the two most important quantities to measure the level of QoS
for real-time applications, i.e. the average packet delay and the average packet
loss rate.

Packet delay: The average packet delay can be related to the average service
time seen in (20). The first term in the summation represents the average time
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that a station spends through the backoff stages before transmitting a packet, i.e.,
the so-called MAC access time. The second term of the summation takes into
account the average duration of a packet drop. The time spent in transmitting
packets which are finally dropped should not be included in the calculation of the
average packet delay. Hence, we only consider the first term of the summation.
The average packet delay can be computed as

D =

∑r
i=0 pi

eq(iTc +
∑i

j=0 W jE[Sts] + Ts)
∑r+1

j=0 pj
eq

(25)

Where the average contention window size for the j-th backoff stage, W j is de-
fined as

W j =
2min(j,m)W0 − 1

2
.

Packet loss rate: We derive the expression for the average packet loss rate from
the throughput expression as

S =
ptps(1 − pe)E[P ]

(1 − pt)σ + pt(1 − ps)Tc + ptps(1 − pe)Ts + ptpspeTe

, (26)

where E[P ] is the average packet size and S represents the system throughput,
which can be obtained as

Ploss = 1 − S

nfsE[P ]
. (27)

3.3 Model validation

We will validate our analytical model through OPNET simulations [81]. We
choose OPNET simulator as validation tool because it offers an accurate imple-
mentation of the 802.11 standard. Besides, OPNET results are widely accepted by
the research community. Despite of the original implementation accuracy, it has
been necessary to carry out several modifications to extend it to our requirements.
A new energy consumption module has been developed to compute the energy
consumed by each station. The module considers both the active and power sav-
ing modes. We have also implemented a simple power saving mode mechanism
that works according to the description given in section 3.2.1. Since we focus
on the study of the energy consumption in PSM rather than on the PSM mecha-
nism itself, this simplified implementation is adequate for our purposes. Finally,
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Figure 9: Simulation scenario.

we perform a little modification to set the buffer size in packet units instead of
bit units. The topology of our scenario is presented in Fig. 9, while the network
parameters used in simulations are listed in Table 3.

Fig. 10 shows a comparison between simulated and analytical results for power
consumption (Active and PS mode), packet delays, and packet loss rate. The an-
alytical results are close to the simulation experiments and provide a significant
level of accuracy. Hence, we conclude that the analytical expressions derived in
previous sections properly describe the 802.11 behavior and can be used as a basis
for our optimization algorithm.

3.3.1 Influence of background traffic on the real time application perfor-

mance

In this section we study the influence of the background traffic on the real-time ap-
plication performance in a 802.11e network that operates in EDCA mode. For this
purpose, we run a batch of simulations and then compare the real-time application

3This packet results from a VoIP application using the G.729 codec with four frames per packet
over the RTP/UDP/IP protocol .
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Table 3: MAC parameters for simulation of IEEE 802.11b standard

Parameter Value
PL 80 Bytes3

fs 25 pkt/s
Buffer size (k) 1
Rb 1 Mb/s.
PHY 192 µs
MAC 28 Bytes
ACK 14 Bytes
SLOT 20 µs
DIFS 50 µs
SIFS 10 µs
EIFS 364 µs
ρσ, ρrx, ρtx and ρpsm 0.11, 0.9, 2.5 and 0.02 W
r 5
m 5

performance in the absence and presence of background traffic. The simulation
scenario is composed of N stations running VoIP applications and another station
running a non real-time application. We set VoIP traffic to higher priority than
background traffic. Fig.11 shows that VoIP traffic is weakly affected by the pres-
ence of background traffic thanks to the priorization mechanism provided by the
802.11e standard. It can be seen that the packet loss rate and delays are similar
in both cases. Therefore, the analytical expressions for delays and losses are still
valid, although there is more than one traffic class.

3.4 Proposed algorithm

We propose an algorithm to maximize the energy efficiency. As we will see later,
there exists an optimal value for the transmission probability τ , denoted as τ e

opt,
maximizing the energy efficiency 4. The probability τ depends on two MAC pa-
rameters, the contention window size and the retry limit. Hence, we can find
a proper pair (W , r) that maximizes the energy efficiency. In fact, the optimal
probability τ e

opt can be achieved by only tuning W . However, we propose a joint
control of W and r since an appropriate adjustment of the retry limit parameter

4 To minimize the energy consumption means that stations do not transmit any packets.
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Figure 10: Analytical and simulation results of 802.11b network performance.

reduces the packet delay and improves the QoS level.
The algorithm architecture consists of three modules. First, the estimation

block which estimates the probabilities pe and peq by sensing the channel state
and monitoring the received frames for the AP. Our algorithm needs to know these
probabilities to adjust the contention window size and the retry limit. The second
module computes the probability that optimizes the energy efficiency. The third
module is the decision block, which computes the pair (W , r) that makes the
network operate at its optimal point in terms of energy efficiency. The algorithm
has four input parameters: the number of stations N , the packet rate fs , the
number of frames received by the AP Fs and the number of retransmitted frames
Fr received by the AP. Fig. 12 shows the modular architecture described above.

3.4.1 Estimator module

Our algorithm is based on a set of analytical formulae that contains the probability
peq and pe. Because of both probabilities are unknown, it is necessary to estimate
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Table 4: MAC parameters for simulation of IEEE 802.11e standard

Parameter Value
PHY 192 µs.
MAC 30 bytes
ACK 14 bytes
AIFS[Best effort] 70 µs.
AIFS[Voip] 80 µs.
TXOP[Best effort] 1 MSDU
TXOP[Voip] 1 MSDU
r[Best effort] 5
m[Best effort] 5
r[Voip] 2
m[Voip] 2

them. In the literature, we can find different approaches to achieve such purpose.
Papers [71, 98] estimate the probabilities that a station detects a collision (pc) and
transmits an error affected frame (pe) by monitoring the channel sate continuously
in each station. Due to the fact that our algorithm follows a centralized estima-
tion approach, these strategies are not suitable for us. In [83], authors suggest
estimating the collision probability by analyzing the retry bit field of the frame
received at the AP. This approach is centralized and provides an estimation of the
collision probability, but no mechanism is proposed to estimate the probability pe,
as the authors assume ideal channel conditions. We propose to extend the latter
estimation mechanism so that it can be applied to scenarios with channel errors.

Estimation of peq: The quantity peq represents the probability that a packet
transmission fails due to a collision or external noise. Alternatively it can be
seen as the probability that a packet must be retransmitted. Our AP-located al-
gorithm obtains the probability pe from the ratio between the number of retrans-
mitted frames and the total number of received frames. Let be Fs(k) the number
of frames received by the AP in a estimation interval with the retry bit unset, and
Fr(k) the number of frames received with the retry bit set. Then, we can write

Fs(k)

Fs(k) + Fr(k)
=

1 − p̃eq(k)

1 − p̃r+1
eq (k)

, (28)
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Figure 11: Packet loss rate, delays and power consumption for 802.11e stations
under the presence and absence of background traffic. The left column plots show
the results under ideal channel conditions (pe = 0) whereas the right column plots
depict results under noisy channel conditions (pe = 0.5).

where p̃eq(k) represents the equivalent error probability measured in the interval
k. From now on, we will denote the measure of x(k) in the estimation interval
k as x̃(k), and the estimation of x as x̃(k). We can rewrite (28) as a r + 1 order
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Figure 12: Modular architecture proposed for the optimization algorithm.

equation:

Fs(k)

Fs(k) + Fr(k)
p̃eq(k)r+1 − p̃eq(k) +

Fr(k)

Fr(k) + Fs(k)
= 0 (29)

Note that the probability that a packet is dropped decreases as the retry limit
increases. In practice, our algorithm sets the retry limit to values which allows
us to disregard the influence of packet dropping. If we neglect this effect, we can
simplify (29) as

p̃eq(k) =
Fr(k)

Fr(k) + Fs(k)
, (30)

which coincides with the expression given in [83]. If stations never drop pack-
ets because of reaching the retry limit attempts, the estimated peq and the real one
are matched exactly. Otherwise, the estimated peq is slightly lower than real one.
We obtain the run-time estimation of probability peq by applying an ARMA (Auto
Regressive Moving Average) filter.

p̂eq(k) = p̂eq(k − 1) +
p̃eq(k) − p̃eq(k − M)

M
(31)

where M represents window size.

Estimation of pe: In order to estimate the error probability pe, we express it as
a function of peq y pc:

pe =
peq − pc

1 − pc

(32)
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Since the probability peq is already known , we can compute the error probabil-
ity pe by estimating the collision probability pc. The collision probability only
depends on the number of stations, which is known, and the transmission prob-
ability τ , which can be estimated by monitoring the channel state. We use the
estimation mechanism proposed in [45] based on the measurement of consecutive
idle slots between packet transmissions.

Let be nidle, a random variable representing the number of consecutive idle
slots between two packet transmissions. Its expected value of nidle depends on the
probability pt in the following way:

nidle =
1

pt

− 1 =
(1 − τ)n

1 − (1 − τ)n
(33)

Solving (33) for τ yields:

τ = 1 −
(

nidle

1 + nidle

)1/n

(34)

Note that the collision probability pc can be rewritten as a function of nidle by
substituting (34) in (13). Finally, substituting (13) and (34) in (32, we compute
the estimation of pe as

p̃e(k) =

p̂eq(k) +

(
nidle

1 + nidle

)n−1
n

− 1

(
nidle

1 + nidle

)n−1
n

(35)

3.4.2 Calculator module

This module computes the optimal probability τ e
opt, maximizing the energy effi-

ciency which can be obtained by solving the equation dEf/dτ = 0. This optimal
probability has been previously obtained in [90] but the authors assumes the un-
realistic hypothesis that frames are always successfully transmitted in order to
simplify the expression of τ e

opt. This expression cannot be used in scenarios under
high noise conditions, and hence we propose a more generic expression which is
suitable under any situation. Solving the equation dEf/dτ = 0, and after some
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algebra we get,

τ e
opt =

1

n +

√
Jσ(n − 1)(2J tx

c + (n − 2)Jrx
c − 2nJσ)

√
2Jσ

. (36)

A comparison between our proposed expression and the expression described in
[90] as well as a more detailed calculation of the optimal probability τopt can be
found in Appendix A.

3.4.3 Decisor module

This module represents the core of our optimization strategy. It computes the pair
(W , r) that maximizes the energy efficiency in the network, given a number of
stations N and packet rate fs. Solving (10) for W , we get an expression that
gives the optimal contention value as a function of N , fs, peq and r. Note that
the number of stations and the packet rate are known, the probability peq has been
estimated, and the retry limit is a free parameter which can be tuned to meet an
additional condition.

Wopt = max

(
Wmin,

2

τopt

− 1 − 2(1 − q)(1 − peq)

q(1 − pr+1
eq )

)
(37)

From Eq. (37) we can note that the optimal point of energy efficiency is only
achievable from a minimum packet rate, denoted fmin. For achieving maximal
energy efficiency at a lower packet rate, the contention window size should be set
to a negative value, which makes no sense. When the packet rate of stations is
below fmin, the network is lightly loaded and collisions rarely happen. In these
cases we set the contention size to its minimal value, denoted as Wmin, in order
to increase the station aggressiveness as much as possible5. The minimum packet
rate fmin at which energy efficiency optimization can be performed is obtained by
solving (37) for fs.

fmin =
2(1 − peq)

E[Sts] ·
(
(1 − pr+1

eq )(2τ−1
opt − Wmin − 1) + 2(1 − peq)

) (38)

In (38) we can observe that the minimum packet rate fmin decreases as the

5the minimal contention window size ensuring that two or more stations don’t collide indefi-
nitely is given by Wmin = 2.
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retry limit increases. It means that the energy efficiency optimization can be
achieved at lower rates by increasing the retry limit parameter. However, this ef-
fect becomes insignificant once the retry limit approaches pr+1

e ≈ pr
e. In this case,

keeping increasing the retry limit stops being useful and has a negative impact on
the packet delay. In order to avoid an inappropriate selection of the retry limit, we
establish a threshold ∆min which represents the minimum difference between pr

eq

and pr+1
eq (denoted as ∆ from now on) that allows us to keep increasing the retry

limit. Then, our algorithm selects the retry limit value thought an iterative process
designed as follows:

Algorithm 1 computation of rmax

1: while (∆ > ∆min) do

2: rmax = rmax + 1
3: end while

As stated above, when networks operate under light traffic load, i.e fs < fmin,
stations should increase their aggressiveness as much as possible with the aim
of improving the energy efficiency in the network. In this case, our algorithm
chooses the most aggressive configuration of MAC parameters given by (Wmin,
rmax). This setting results in better energy efficiency and smaller packet losses
than alternative configurations that only tune the contention window size. In ad-
dition, the packet delay remains approximately the same in both configurations.

When the traffic load is higher enough to meet fs > fmin, the optimal proba-
bility τ can be obtained for different values of the pair (W ,r). As seen above, the
retry limit is a free parameter that can be used to satisfy an additional requirement
besides energy efficiency optimization. In this work, we choose the packet delay
as the extra goal so we select the pair (W , r) that maximizes the energy efficiency,
achieving a lower packet delay. The rety limit satisfying such requirement is given
by,

rmin =




ln

(
1 − 2(1 − fs · E[Sts])(1 − peq)

fs · E[Sts](2τ−1
opt − Wmin − 1)

)

ln(peq)
− 1




(39)

Then, the retry limit value must set to rmin o higher values in order to energy
efficiency optimization.
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3.4.4 Algorithm summary

After describing the modules included in our optimization architecture, we will
summarize the behavior of our algorithm (see Algorithm 2). First, the estimator
module estimates the probabilities peq and pe from the measurement of Fs and
Fr. Meanwhile, the calculator module obtains the optimal probability τ e

opt which
only depends on N as showed in (36). Then, the maximum retry limit, which
depends on the threshold and the probability peq is calculated. Once we get rmax,
the minimum packet rate fmin can be obtained since all parameters involved in
(38) are known. Finally, we check the operation region and set the contention
window size and the retry limit accordingly. Our algorithm runs this process every
estimation period, which itself can be adjusted depending on the time-varying
channel conditions.

Algorithm 2 Pseudocode of the proposed algorithm
Input: n, fs, S, R and the objective metric
Output: W , r

1: // We first estimate the probability peq

2: Compute p̂eq from (30)
3: // Compute the optimal operation point τopt for the energy efficiency optimization
4: Compute τ e

opt from (36)
5: //Compute the retry limit
6: while (∆ > ∆min) (1) do

7: rmax = rmax + 1
8: end while

9: Compute fmin from (38)
10: // Select r depending on the operation region
11: if (fs > fmin) then

12: r = rmax

13: else

14: r = rmin from (39)
15: end if

16: Compute Wopt from (37)

3.5 Numeric results

This section provides some numerical results for the energy efficiency, packet
losses, packet delay and other QoS metrics when different MAC configuration
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mechanisms are applied. We have used Matlab to solve the nonlinear system
of equations describing the behavior of 802.11 protocols. We compare our opti-
mization strategy against the default configuration and the mechanism proposed
in [90]. We compare the strategies for different numbers of stations (2-35), and
varying packet error probabilities (0.1-0.8). We also take into account both the
active and the power saving mode in the analysis.

Results for delays and packet losses We first compare the strategies in terms
of energy efficiency, packet delays and packet losses under both light and heavy
load conditions. As showed in Fig. 13 the packet loss rate and delays achieved by
our algorithm are always lower. Under light load conditions, our algorithm sets
the contention window to Wmin and the retry limit to rmax. This setting allows
stations to be more aggressive than other configurations, and reduce their packet
loss rate. Under heavy load conditions, our algorithm achieves smaller packet
delays than the rest of strategies because the retry limit is set to its minimum
value rmin which is usually lower than the default value.

As plotted in Fig.14, the average power consumption for various numbers of
stations and error probabilities. In active mode, our optimization mechanism leads
to slightly higher consumption when the network operates under limited load (lin-
ear region) and achieves lower consumption under saturated conditions (flat re-
gion). In power saving mode, our algorithm saves energy due to the reduction of
the packet delays which allow stations spend more time in sleep state.

Results for VoIP peformance Besides optimizing the energy efficiency, we are
interested in studying the feasibility of 802.11 networks to support real time ser-
vices such as VoIP. The E-model [27] is widely used for measuring and assessing
the conversational speech quality for VoIP applications. It takes into account a
wide range of telephony-band impairments, in particular the impairment due to
low bit-rate coding devices and one-way delay, as well as the classical telephony
impairments of loss, noise and echo. The primary output of the E-model calcula-
tions is a scalar quality rating value known as the Transmission Rating Factor, R.
which can be directly related to network parameters as packet delays and losses.
The expression of R includes several parameters which depend on the voice codec.
As an example, when codec G.729b is chosen, the R factor yields:

R = 94.2 − 0.24d − 0.11(d − 177.3)H(d − 177.3) − 11 − 40 ln(1 + 10e) (40)
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Figure 13: Packet losses and delays obtained with different configuration mech-
anisms. Plots on the left column show the results for 10 stations when the error
probability varies. Plots on the right column show the results for different numbers
of stations when the error probability is 0.5

where d represents the end-to-end delay, e is the packet loss percentage and H(x)
is the Heavyside function.

Factor R can be transformed into other quality measures such as Mean Opin-
ion Score (MOS). Table 5, taken from ITU-T Rec. G.109 [88], relates the E-model
Ratings R to categories of speech transmission quality and to user satisfaction.
Fig. 15 shows the MOS results for the different strategies under study. Our strat-
egy always obtains better MOS results because it achieves smaller packet loss rate
and similar packet delays than the rest of strategies. In a network scenario with
10 nodes, our algorithm provides high speech quality, i.e. MOS between 4.03 and
4.34 as long as the packet error probability pe is below 0.55 whereas the other
strategies never achieve such level of speech quality.

Tradeoff between energy consumption and QoS level We define a joint cost
function Je that represents the trade-off between power consumption and QoS
level. This performance metric encourages the QoS in communications while
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Figure 14: Power consumption (active and PS mode) obtained with different con-
figuration mechanisms. Plots on the left column show the results for 10 stations
when error probabilitiy varies. Plots on the right column show the results for
various number of stations when error probability is 0.5.
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Figure 15: MOS obtained with different configuration mechanisms. Plots on the
left column show the results for 10 stations when error probability varies. Plots
on the right column show the results for various number of stations when error
probability is 0.5.
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Table 5: R factors, speech quality rating and associated MOS
Factor R Quality ratings MOS

90 < R < 100 Best 4.34 - 4.5
80 < R < 90 High 4.03 - 4.34
70 < R < 80 Medium 3.60 - 4.03
60 < R < 70 Low 3.10 - 3.60
50 < R < 60 Poor 2.58 - 3.10

discouraging the power consumption.

Je = αEn + (1 − α)JQoS

In this equation, En is the normalized power consumption and JQoS is a cost
function indicating the impairment of QoS for the VoIP application. The weight
factor α is introduced to control the relative importance of the power consump-
tion and QoS terms in the formula. We define the R function given in (40) as
the complementary function of the QoS cost function. Then, we can rewrite the
joint cost function in terms of power consumption and MOS as J = 1 − MOSn,
where MOSn represents the normalized MOS. Figs.16 and 17 shows the joint
cost function when station operates in active and power saving mode, respectively.
Again, our strategy performs better than the rest of approaches for most situations.
Specifically, we focus on evaluating the strategy within the region which allows
the network to provide minimum QoS levels. This region is determined by the
network load and can be easily identified by looking at the MOS results given in
Fig. 15). WLAN can only provide QoS requirements under non saturated con-
ditions. Under saturated conditions, packet delay and losses make the network
performance unacceptable for real-time applications. Note that our algorithm al-
ways performs well in the region of interest, specially, when the QoS term has a
greater weight in the joint function cost, i.e., smaller α. The utility of the joint
tuning of W are r is more remarkable when the network operates under limited
load and channel error conditions.
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Figure 16: Joint cost function obtained with different configuration mechanisms
for various α and stations operating in active mode. Plots on the left column show
the results for 10 stations and variable packet error probability. Plots on the right
column show the results for various number of stations and fixed packet error
probability.
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Figure 17: Joint cost function obtained with different configuration mechanisms
for various values of α and stations operating in PS mode. Plots on the left column
show the results for 10 stations and variable packet error probabilities. Plots on
the right column show the results for various numbers of stations and fixed packet
error probability.

45



Modulation and routing protocols for WCS - D05.03 Theme 3:

Information and Communication Technologies

4 Min-Max Model Predictive Power Control Strat-

egy for CDMA Cellular Networks

In general, wireless power control systems are typically subject to external distur-
bances due to radio channel fading and multiple access interference (MAI) that
cause a significant degradation in communication quality, hence network perfor-
mance, [42]. Moreover, when mobility is introduced, the problem becomes more
difficult to solve. The problem is characterised by time varying attenuation in
the received signal strength, thereby causing significant perturbations in the re-
ceived signal-to-noise-plus-interference ratio (SINR). In this paper, the focus is on
the uplink power control problem within a typical code-division multiple-access
(CDMA) system, emphasising the utility of a model predictive control (MPC)
strategy in compensating for the aforementioned uncertainties, so that an accept-
able SINR level is achieved for all users, hence maximising the global system
capacity. Here, outage probability, [55], is taken into account as a supplementary
quality of service (QoS) type performance metric. Thus, power control can play a
crucial role not only in satisfying the target SINR, but also in maintaining a level
of SINR that is just above a prescribed threshold so that the base station can stay
connected with the mobile user without unnecessary interference being generated
across the network.

Transmit power control schemes can be classed as either centralised or de-
centralised. In the centralised scheme, a controller requires complete information
of all the channel gains and interferences in the system to calculate appropriate
power levels for all users. Conversely, a decentralised controller utilises only lo-
cally available information such as the measured SINR as a feedback signal. For
a comprehensive survey please consult [60].

A decentralised approach is adopted in this work. Early work focussed on
a fixed-step size power control algorithm as a solution, [4]. Some decentralised
power control mechanisms have also been successfully used in cellular networks,
see e.g., [38, 60, 110].

Recent studies of the power control problem have focused on a satisfactory
assessment of the influence of time-varying radio channel gain, interference, or
noise on performance. In [50], an estimation based decentralised power control
that assumes slow channel variation was presented. Based on this assumption,
the channel gain has been accurately estimated, and power control has been im-
plemented. In [62], a robust power controller has been designed that uses a H∞
filtering algorithm to minimise the worst-case effects of interference and noise
regardless of the information that is being transmitted along the channel.
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In [26], a queue-based power control scheme cast as an optimal control prob-
lem was considered. The algorithm features include fast on-line implementation,
good performance and has exhibited significant power saving. However, a certain
level of robust performance with respect to any or all of the aforementioned un-
certainties has not been properly characterised thus far. In practical systems, the
link information is not readily available. To address this limitation, a robust MPC
is taken into account in this paper that applies a readily implementable open-loop
min-max MPC algorithm, [84]. Such an approach explicitly takes into account
the constrained SINR tracking error dynamics, and treats such uncertainties as
bounded additive disturbances. In the decentralised framework that is formulated,
the complex network dynamics of power control are represented by a simple state-
space model of the SINR tracking error of each user, thus making the on-line
optimisation problem tractable. In fact, given that in CDMA systems the power
update rate tends to be very low, implementing the proposed min-max MPC by
an explicit computation of the quadratic program (QP) that naturally arises, [84],
is also shown to be quite feasible. As a result, this facilitates every mobile user
to operate robustly at an acceptable SINR, while jointly satisfying a useful QoS
requirement. The resulting controller is numerically evaluated via a radio network
simulation model developed in [3] to demonstrate the feasibility and efficiency of
this particular approach.

4.1 Problem statement

In order to implement a MPC, we need a reduced complexity model of the CDMA
power control process. In this subsection, we present a linear state-space tracking
error model that we will use to design a controller to robustly maintain the SINR
around a target value, while preserving a satisfactory QoS for all mobiles.

Throughout the paper, the logarithmic (e.g., dB) value of a variable x is de-
noted by x̄, namely, x̄ = 10 log10 x.

4.1.1 Radio Link Model

We consider a single-cell CDMA uplink of n mobiles, labeled 1, . . . , n and the
base station. Assuming that the user i is transmitting using the power level pi > 0,
the corresponding connected base station will experience a received signal power
given by si(k) = gi(k)pi(k). The term gi, which is positive, represents the time-
varying path gain from the i-th user to the base station. Correspondingly, this gain
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can be modeled as the product of different time-varying random quantities,

gi(k) = gp,i(k)gs,i(k)gf,i(k), (41)

where gp,i, gs,i, and gf,i represent path loss, log-normal shadowing, and Rayleigh
fading, which limit the network performance during the transmission and can be
determined according to

gp,i(k) =
Ap

rα
p,i(k)

, (42)

gs,i(k) = 100.1ξs,i(k), (43)

gf,i(k) = X2. (44)

In the path loss model (42), rp,i is the distance from i-th mobile to the base station,
α the typical path loss exponent ranging from 2 (free-space propagation) to 5
(dense urban area), and Ap is a constant that depends on the antenna characteristics
and the average channel attenuation. Note that Ap = 1 has been adopted in this
work. For shadow fading, empirical studies have shown that gs,i follows a log-
normal distribution, [87], hence implying gs,i is Gaussian. A simple and realistic
model of gs,i can be given by (43) that incorporates the mobile velocity v and
the decorrelation distance Xc, where ξs,i is a Gaussian random variable with zero
mean and variance σ2

ξs,i
= (1 − a2

s,i)σ
2
s,i. The term σs,i denotes the log-standard

deviation, and the coefficient as,i is given by as,i = exp(−vTs/Xc), where Ts

denotes the sampling period, [87]. In a Rayleigh fading environment, the received
signal envelope due to channel fading typically has a Rayleigh distribution, [87].
It is typical to model this fast power fluctuation as (44), where X is a random
variable with Rayleigh distribution.

Due to the fact that many users quite naturally simultaneously compete for
bandwidth and transmit over the same physical channel using a specific spread
spectrum code for each user, the interference plus noise power caused to user i at
its assigned base station is given by Ii(k) =

∑
∀j 6=i gj(k)pj(k) + η0, where η0 > 0

assumed to be additive white Gaussian (AWG) denotes the noise power at the
receiver of the base station. The achieved SINR for user i is given by

γi(k) =
si(k)

Ii(k)
. (45)

For signal reception to occur, the SINR must exceed a given threshold γth, reflect-
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Figure 18: A closed-loop decentralised radio power control

ing a certain QoS requirement, i.e., the outage probability.

4.1.2 Radio Power Control Model for Prediction

A closed-loop SINR-based radio power control system in the logarithmic domain
is depicted in Fig. 18. Note that in a decentralised power control framework, only
local SINR measured at the base station (i.e., minimal feedback information) is
required.

At sampling instant k at the base station, the measured SINR is compared to
the target SINR γ̄t for each user. This measurement can be written as

γ̄i(k) = p̄i(k) + ḡi(k) − Īi(k), (46)

and the SINR tracking error ēi can be expressed as

ēi(k) = γ̄t − γ̄i(k). (47)

The control error will be fed into the power controller, thereby generating the
power control update command ūi. Then the quantised power control command
is transmitted via the downlink to the mobile. With ūi, the power p̄i to transmit
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data packets is updated according to the power control mechanism,

p̄i(k + 1) = p̄i(k) + ūi(k). (48)

Next, the mobile transmits with this adjusted transmit power on the uplink, wherein
it is corrupted by time varying uncertain interference, noise, and channel gain.

From (46)-(48), the next-step SINR tracking error can be derived as the fol-
lowing error dynamic equation,

ēi(k + 1) = ēi(k) − ūi(k) + w̄i(k), (49)

where w̄i denotes the uncertain interference, fading, and noise. This allows the
complex network dynamics of power control to be simplified, and then repre-
sented by using a state-space model applied for each mobile,

x̄i(k + 1) = x̄i(k) − ūi(k) + w̄i(k) (50a)

ēi(k) = x̄i(k), (50b)

with x̄i representing the state of the SINR tracking error. The model is clearly de-
centralised and has less complexity than the centralised model, whose dimension
depends on the number of users in the cell. In the next subsection, a decentralised
robust MPC controller is presented based on the model of the SINR tracking er-
ror for a given agent. For simplicity of the notation, the subscript i will now be
suppressed.

Remark 1: All computations in MPC are based on a prediction model, and the
cost function to be minimised is typically quadratic in the state and in the control
input. From (50), the dimension of state and input is small (say, each equal to 1),
thus largely reducing the complexity of the optimisation problem.

4.2 Min-Max MPC based power control

In order to deal with the additive uncertainty taken into account in the derived
SINR tracking error model (50), we propose to use min-max MPC, [107]. In this
paradigm, the objective function is minimised for the worst possible realisation
of the uncertainty. In particular, we consider open-loop min-max MPC with state
feedback control law and quadratic cost function, [84]. In what follows, we revise
the formulation of this class of controllers presented here. In this paper, it was
shown that this class of controllers can be implemented by solving a QP problem.

System (50) belongs to the following class of discrete linear time-invariant
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system with bounded uncertainty,

x̄(k + 1) = Ax̄(k) + Bū(k) + Dw̄(k), (51)

where x̄(k) ∈ Rnx̄ is the state, ū(k) ∈ Rnū the control input, w̄(k) ∈ Rnw̄ the
bounded uncertainty, that is w̄(k) ∈ W , where W is a closed polyhedron that
contains the origin.

In order to introduce the effect of feedback in the predictions, we assume that
the control input is defined as follows,

ū(k) = −Kx̄(k) + v̄(k), (52)

where K is a linear gain. This implies that the control moves ū(k) for updat-
ing the transmit power, are corrected by v̄(k) that will be computed by the MPC
controller.

The constrained min-max predictive power control problem considered here
is

J∗(x̄) = min
v̄

max
w̄∈WNp

V (x̄, v̄, w̄)

s.t. x̄(k + j|k) ∈ X̄, ∀w̄ ∈ WNp
, j = 0, · · · , Np

ū(k + j|k) ∈ Ū , ∀w̄ ∈ WNp
, j = 0, · · · , Np − 1, (53)

where Np is the prediction horizon, x̄(k|k) = x̄ is the initial state, x̄(k + j|k) and
ū(k+j|k) are the predicted state and control input, respectively, v̄ = [v̄(k|k)T , · · · ,
v̄(k+Np −1|k)T ]T is the sequence of correction control inputs, w̄ = [w̄(k)T , · · · ,
w̄(k + Np − 1)T ]T represents a possible sequence of input disturbances to the sys-
tem, WNp

⊆ RNp·nw̄ denotes the set of possible disturbance sequences of length
Np, WNp

= W × W × · · · × W , where × denotes the cartesian product, X̄

and Ū are polyhedra defined by the state and input constraints respectively and
V (x̄, v̄, w̄) is the objective function defined as

V (x̄, v̄, w̄) =
Np−1∑

j=0

[x̄(k + j|k)T Qx̄(k + j|k)

+ ū(k + j|k)T Rū(k + j|k)]

+ x̄(k + Np|k)T Px̄(k + Np|k)], (54)

with Q > 0, P > 0, and R > 0.
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4.2.1 Min-Max MPC Computation: a QP Formulation

Min-max optimisation problems in general exhibit a very high computational
complexity. In [84], it was shown that the optimisation problem (53) can be
reformulated into a QP problem. We review in what follows the equivalent QP
formulation.

Taking into account (51) and (52), as the predictions x̄(k + j|k) and ū(k +
j|k) depend linearly on x̄, v̄, and w̄, the constraints of (53) can be written as
Fx̄ + Gv̄ 6 m + Mw̄, ∀w̄ ∈ WNp

. It follows that the robust constraints of the
problem (53) are equivalent to Fx̄ + Gv̄ 6 d, where d is a vector such that its i-th
entry satisfies di = mi + maxw̄∈WNp

Miw̄, and mi and Mi are the i-th element
and row of m and M , respectively.

In addition, taking into account (54), matrices Hx̄, Hv̄, and Hw̄ can be found
in [16], in such a way that the cost function V (x̄, v̄, w̄) can be evaluated as the
following quadratic function,

V (x̄, v̄, w̄) = ‖Hx̄x + Hv̄v̄ + Hw̄w̄‖2
2. (55)

As the function V (x̄, v̄, w̄) is convex in w̄, the maximum can be obtained by
evaluating the cost function at the set of vertices of the polyhedron WNp

, denoted
by V(WNp

). As a result, the problem (53) can be rewritten as

J∗(x̄) = min
v̄

max
w̄∈V(WNp )

V (x̄, v̄, w̄)

s.t. Fx̄ + Gv̄ 6 d. (56)

If V (x̄, v̄, 0) is added and subtracted from the cost function V (x̄, v̄, w̄), the min-
max problem can be expressed as the following quadratic optimization problem
using the epigraph approach to evaluate the maximum of a set of linear functions,

J∗(x̄) = min
v̄,γ

V (x̄, v̄, 0) + γ

s.t. Fx̄ + Gv̄ 6 d

γ > V (x̄, v̄, w̄) − V (x̄, v̄, 0),

∀w̄ ∈ V(WNp
), (57)

with

V (x̄, v̄, w̄) − V (x̄, v̄, 0)

= w̄T HT
w̄ Hw̄w̄ + 2w̄T HT

w̄ (Hx̄x̄ + Hv̄v̄). (58)
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In order to obtain an equivalent problem to (57) in which the functional does not
depend on the state vector, the following variable change is introduced,

z̄ , v̄ + [HT
v̄ Hv̄]−1HT

v̄ Hx̄x. (59)

As a result, the min-max problem (53) is now equivalent to

J∗(x̄) = x̄T Y x̄ + min
z̄,γ

1

2
z̄T H z̄ + γ (60)

s.t. Gmz̄ + gmγ 6 Wm + Smx̄ (61)

Gcz̄ 6 Wc + Scx̄. (62)

The constraints (21) described by matrices Gm, gm, Wm, and Sm correspond to
the maximisation of the functional, while (22) defined by Gc, Wc, and Sc represent
the robust constraints of the problem. All these matrices can be obtained from the
system model and the cost function.

Therefore, the application of the min-max MPC to the radio power control
system can be written as:

Algorithm:

1. At sample k, solve the optimisation problem (20)-(22).

2. Obtain v̄ from the variable change defined in (59).

3. Then, set v̄(k) = v̄(0), and apply ū(k) = −Kx̄(k) + v̄(k) for the power
control update command.

4. Get new SINR tracking error measurement, and repeat the optimisation at
sample k + 1.

4.3 Simulations

The min-max MPC based power control algorithm described in the previous sub-
section has been numerically studied by using the CDMA network simulation
model developed in [3]. This provides a benchmark simulation platform for the
evolution of this class of network. The simulation parameters to form the network
can be summarised as follows. In this scenario, a single-cell uplink CDMA sys-
tem has been simulated with 10 mobile users. The hexagonal cell with radius of
1 km is controlled by one base station centred at the origin. The mobile users
are randomly distributed over this area according to a Gaussian distribution. The
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mobility of each user is arbitrarily chosen at the beginning of the simulation to
create several test situations. The simulations have been performed based on the
operating frequency of 900 MHz and the bandwidth Bw of each channel assumed
to be 1.23 MHz. The data bit rate Rb is set at 9.6 kbps. For simplicity, perfect
SINR measurement is supposed and the target SINR γ̄t is set to be -10 dB for
all users. Moreover, the standard deviation of noise power at the base station
has been selected as a random value between 0.5 and 1. An urban area setting
has been taken into account for the operational environment. The parameters set-
tings of the radio link propagation employed in the simulation model that follows
in such a circumstance is:- path loss exponent α = 4, log-standard deviation of
shadowing σs,i = 2.7, and the Rayleigh distribution parameter has been set to 0.5.

4.3.1 Uncertainty Bounds

To apply the min-max MPC, the uncertainty bounds have been set according to
the error computed using the predicted state which came from the prediction
model (49) with w̄i(k) = 0. The errors computed using this model are shown
in Fig. 19. The uncertainty bounds have been set to -2.5 and 2.5, since 95.13% of
the errors are within these bounds.

4.3.2 Benchmark Comparison

To benchmark the advantages of the proposed algorithm, the min-max MPC is
compared with other existing control laws.

Power control with fixed-step size: In this technique, [4], the base station trans-
mits the control decision to the mobile to either up or down its power by a typical
fixed-step size of 1 dB, i.e., if the measured SINR is above the target, then the up-
date command is to decrease power by -1 dB, otherwise the control action taken
is to increase power by 1 dB.

Power control with robust H∞: In [62], a robust H∞ power controller with
fixed state feedback gain K∞ was proposed to minimise the worst-case effects
of interference and noise on SINR variance by solving an H∞ optimal tracking

problem,
∑kf

k=0
ē(k)T R1ē(k)∑kf

k=0
w̄(k)T R2w̄(k)

< γ2, subject to some linear matrix inequality (LMI)

constraints. Here, R1 and R2 are respectively positive weighting factors for track-
ing and disturbance rejection, and γ is a prescribed value. With this method, a
resulting optimal H∞ gain (K∞) of 1 has been obtained for the case studied.
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Figure 19: One-step prediction error

Power control with nominal MPC To test the robustness of the proposed strat-
egy, a nominal MPC has also been considered in this benchmark comparison. The
settings of the controller parameters have been reasonably well tuned: Np = 3,
Q = P = 2, and R = 1.

Power control with min-max MPC The following tuning and weighting fac-
tors have been used during the application of the proposed min-max MPC scheme:
Np = 2, Q = P = R = 1, and K = −0.618. The min-max MPC optimisation
problem (20)-(22) to be solved at each sample k is subject to the state constraint
‖x̄(k)‖∞ 6 4, corresponding to the SINR threshold value, and the input constraint
|ū(k)| 6 10. Note that these constraints have also been set for the nominal MPC.

Both the nominal MPC and the min-max MPC quadratic optimisation prob-
lems have been solved using Matlab’s quadprog.

4.3.3 Performance Assessment

In order to compare the performance of the proposed min-max MPC control strat-
egy with the other controllers, several simulation test scenarios that include vari-
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able mobile speeds for each user in the range 20-100 km/h have been considered.
For each scenario, the simulation has been iteratively performed for 10 runs with a
duration of 200 samples in each run. Note that for consistency the type of motion
for each user was randomly determined at the beginning of each simulation and
not changed when an experiment is conducted for each controller. During the sim-
ulation, dynamic data of all users were stored, and at the end the mean measured
values were produced according to the following two performance criteria:

• Outage probability, [55]:

Poi
= Prob{γ̄i < γ̄th}, (63)

where γ̄th denotes the SINR threshold, a minimum value required for signal
reception to occur. The SINR threshold is given by γ̄th = (Eb

Io
)( Rb

Bw
), where

Eb denotes the energy dissipated per information bit and Io the total inter-
ference and noise power spectral density. In order to achieve an acceptable
bit error rate (BER) of < 10−3, the target Eb

Io
= 7dB is required for every

user, which results in γ̄th = −14dB.

• Standard deviation of the SINR tracking error:

σ̄ei
=
(

1

N

N∑

k=1

(γ̄t − γ̄i(k))2
) 1

2

, (64)

where N is the total number of samples.

4.3.4 Results Analysis

Impact of channel uncertainty (one user case): To investigate the system per-
formance in the presence of channel fading, only one user is considered. The
results shown in Fig. 20 and 21 illustrate the evolution of the achieved SINR level
and the transmission power in each iteration for a user (traveling at 100 km/h) us-
ing the different controller designs. It is readily observed that in this highly uncer-
tain environment the min-max MPC offers a significant improvement in respect of
maintaining the SINR above a threshold value, (i.e., the number of measurements
that violate the SINR floor constraint is much lower in the min-max MPC case
than for other competing strategies). The min-max MPC approach also exhibits
the lowest average transmission power in these experiments.

56



Modulation and routing protocols for WCS - D05.03 Theme 3:

Information and Communication Technologies

Effect of increasing number of users: In this scenario, the effect of 10 users
utilising the network simultaneously is considered. Figure 22 and 23 depict the
evolution of SINR and transmission power for a randomly observed user traveling
at 100 km/h in such a scenario. As expected, the min-max MPC approach provides
the best robust tracking performance with the smallest variations in the received
SINR, thus resulting in the least number of samples in which the threshold value
has been crossed. Furthermore, Fig. 23 suggests that the effect of induced MAI
causes the overall power consumption to be much better in the min-max MPC
case, in particular with respect to the robust H∞ design. This suggests that the
use of a min-max MPC approach avoids an unnecessarily high user (or link) cost,
and will thereby result in a (much) improved battery lifetime.

Effect on Po and σ̄e: In this example, the effect of variable mobile velocity rang-
ing from 20-100 km/h on both the outage probability and tracking performance is
addressed. As mobility increases, the fluctuation in channel gain becomes more
rapid. The results are aggregated for the performance criteria (63) and (64) in
Fig. 24 and 25, respectively. It is clear from Fig. 24 that transmit power control
using the min-max MPC performs best with a significant enhancement in a certain
level of robustness to outage events with respect to the other methods over the set
of mobile velocities considered. Figure 25 demonstrates the fact that the min-max
MPC approach exhibits smaller standard deviation with respect to SINR tracking
error than the other schemes over the test set.
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Figure 20: Evolution of the SINR for one mobile user traveling at 100 km/h.
(Scenario 1)
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Figure 21: Evolution of the transmission power for one mobile user traveling at
100 km/h. (Scenario 1)
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Figure 22: Evolution of the SINR for a randomly selected mobile user traveling
at 100 km/h. (Scenario 2)
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Figure 23: Evolution of the transmission power for a randomly selected mobile
user traveling at 100 km/h. (Scenario 2)
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Figure 24: Outage probability with varying mobile velocity for 10 mobile users
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Figure 25: Standard deviations of the SINR tracking error with varying mobile
velocity for 10 mobile users
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5 Dwell-Time Adaptive Delta Modulation SignalCod-

ing For Networked Controlled Systems

This paper deals with the problem of control with limited data rates in the area
of Networked Controlled Systems (NCS). Limited data rates impose a tradeoff
between the communication bandwidth and the amount of information required
for stabilization. Large quantization errors and instability of the system may be
observed when this tradeoff is not handled properly (in particular for open-loop
unstable systems). It has been shown in [76], [35] [49] and in [97], [13] or more
recently in [74] that the required number of bits per sample is related to the open-
loop eigenvalues. For instance, in the scalar case, the available theorem provides
the condition R > log2 |λ| bits per sample, where R is the data rate and λ is the
open-loop eigenvalue. This result is a consequence of Kolmogorov-Sinai theo-
rem introduced in the fifties, [59] [95]. This was the first time that a theoretical
measure for entropy was defined. Interested readers can also refer to [77] and [7]
where a complete overview is given. The objective of this paper is then to look
for a new adaptive quantization algorithm that reaches global stability for multi-
variable systems, while minimizing the number of required bits, and has a smooth
transient behavior.

5.0.5 Coding strategies

There is a large variety of coding (quantization) strategies in the context of NCS.
Quantization can be uniform or not. The typical example for non uniform quanti-
zation is the logarithmic quantization, where the resolution is high if the quantized
signal is close to the reference signal; but coarse otherwise. In [33], the authors
show that the coarsest quantizer that quadratically stabilizes a single input linear
discrete time invariant system is logarithmic. With a finite number of quantiza-
tion levels, the authors obtain local practical stability for the closed-loop system.
In [56], [39] this analysis is generalized to multivariable systems. And in those
contributions, they find an optimal logarithmic base that can be exclusively written
in terms of the unstable eigenvalues of the system.

Quantization can be performed in the absolute or differential signal frame.
In absolute coding, the outputs are directly quantized, and no past information is
kept in memory (memoryless coding). In the case of static quantization, only local
practical stability could be obtained and the performance depends on the number
of words used to code the signal and the corresponding size of the quantization
step ∆. A pioneer work on that type of coding is [29]. Since then, several other
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extensions have been published along that idea; [108], [12] and [30]. On the other
hand, differential quantization codes the signals differences (or rate) instead. The
signals are then compared to a memory value and then its variation is quantized.
Differential coding is well adapted to reduce at maximum the amount of informa-
tion to be transmitted, as it includes local memory (dynamic coding). [94] presents
a dynamic coding using noise shaping quantization ideas to take quantization ef-
fects into account. Using linear time invariant system theoretical tools, the authors
design a noise shaping quantizer that minimizes the impact of quantization noise
on loop performance, as measured by the tracking error variance due to quantiza-
tion. On the other hand, in [86], the basic grounds for differential coding (delta
modulation) are well described. Differential coding with uniform quantization
was studied in [17], [52]. In [17] the authors provides one-bit delta modulation
for scalar systems. This result was extended for arbitrary-dimension multivari-
able linear systems in [52], where a new centralized vector coding algorithm is
proposed, and two tuning methods for selecting the quantization steps were pre-
sented. Other alternatives have been presented in [13], [65], [66], [92], [5]. In [5],
an optimal dynamic quantizer for a class of linear multivariable time - invariant
system actuated by discrete - valued signals are presented. The quantizer consid-
ered in [5] is in the form of a linear difference equation.

Quantization steps could also be constant or adaptive. Constant quantization
results, at best, in local practical stability. Inversely, adaptive coding algorithms
allows to devise globally and asymptotically stable systems.

Because of its nature of encoding differences rather than absolute values, dif-
ferential coding may suffer from loss of synchronization [73] between the sender
and the receiver. Hence, some additional mechanisms, such as feedback from
receiver to sender, may be necessary to overcome data loss due to the channel
erasure. An example of such mechanisms has been proposed in [68].

5.0.6 Adaptive quantization

The literature of adaptive quantization in NCS is very rich. A good starting points
is the work [13], where a globally stable adaptive quantization algorithm was pro-
posed. The main idea here is to increase the value of the quantization steps when
the signal is large (“Zoom - Out") and to decrease it otherwise (“Zoom - In"). In
practice, this method offers similar advantages as the logarithmic quantization,
though this method uses a small data rate (the resolution is high if the quantized
signal is close to the reference signal; but coarse otherwise). In adaptive quanti-
zation, some works have focused their attention mainly on the Zoom-In process
(e.g., [97], [49]). In these works, the stability results are limited to semi-global
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stability. More recent works in [41], [66], [92], [77], have improved the issue of
semi - global stability by introducing diverse types of new mechanisms.

Adaptive differential coding combines the two advantage mentioned before
(minimum bits and good stability properties). Differential coding with uniform
quantization was studied in [17], [52], [41]. In [41], the authors have presented
a quantization method based on a one-bit-adaptive delta modulation. The ben-
efits of this idea is that it provides global stability in the scalar case (under the
conservative condition that the open-loop eigenvalue, λ, is |λ| < 1.3). Natural
directions for improvements are thus, the extension to multivariable systems, and
the algorithm re-design to reach stability conditions closer to the theoretical limits
under fixed-length coding algorithms6. These are the objective of this paper. Note
that in this paper, we use fixed length coding schemes. The motivation for using
fixed length coding techniques is the simplicity of the modulation/de-modulation
schemes. If we use variable length coding schemes, the receiver must be able to
distinguish between three modes: “0", “1", and “idle: When the channel is not
being used". But, if we use fixed length coding schemes, the receiver only needs
to distinguish between two modes: “0" and “1".

5.0.7 Main contribution of the paper

In this paper, we propose a new adaptive differential coding algorithm for multi-
variable state-space systems, with global exponential stability and improved tran-
sient behavior. The algorithm reaches the rate theoretical limits (the algorithm is
coded with the minimum number of possible bits under fixed-length coding). The
idea is to introduce a new Dwell-Time state in addition of the classical Zoom-In
and Zoom-Out. This yields a better estimate of the transition condition between
Zoom-In and Zoom-Out states, and thereby its transition improves the global be-
havior of the algorithm. The Dwell-Time mechanism introduces a hysteretic effect
that smoothes out the periodic and oscillatory behavior observed in [92], and [66].
During Dwell-Time state, past coded information is collected and kept in mem-
ory for a finite time. This information is used to predict the moment when the
reconstructed state error leaves a threshold indicating to which state (Zoom-In, or
Zoom-Out) the transition should be enabled. Because of this behavior the algo-
rithm is named Dwell-Time Zoom-In/Zoom-Out (D-ZIZO).

6For the stability of linear time invariant systems over digital channels, the minimum bit rate is
equal to the eigenvalue rate:

∑
{l=1,|λl|>1} log |λl| (λls are the eigenvalues of the system). Most

of the time, the eigenvalue rate is not an integer number; and we are restricted to use a fixed length
coding. For this case, the best we can do is to reach a bit rate equals to the smallest integer bigger
than the eigenvalue rate.
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Figure 26: Comparison between the evolution of the norm of the quantization
step ∆(k) for both adaptive quantization algorithms: ZIZO is presented in the left
side and D-ZIZO in the right side. We clearly see that with ZIZO, the norm of
∆(k) increases during the ZIE phase and in D-ZIZO the norm of ∆(k) remains
constant. The simulation is for the scalar case (the case study presented in [51])
with λ = 2.1 and the duration of Dwell - Time ν = 3. The parameters are
constrained by the following conditions: Cin = 0.96, Cout = 2.7, Θout = 2.7,
Θin,m = 0.96, Θin,e = 2.7, and the duration of Zoom In Measurement p = 22
with Θp

in,mΘin,e < 1. The initial conditions are ∆(0) = 0.1 and x̃(0) = 2.

In Fig. 26, we compared the evolution of the norm (i.e., transient behavior) of
the quantization step ∆(k) for both adaptive quantization algorithms: ZIZO [92]
and D-ZIZO. Note that as the quantization step ∆(k) affects the estimation er-
ror and subsequently the control signal; and therefore, the states of the system
(see Fig. 28), the evolution of the norm of the quantization step can represent
the transient control performance. In the ZIZO algorithm of [92], the behavior of
the adaptive quantization law after the first Zoom-Out stage, is composed of two
parts: Zoom-In Measurement (ZIM), in which the quantization steps decrease,
and Zoom-In Escape (ZIE) used for robustness purposes, where the quantization
steps increase. As shown in Fig. 26, this process is periodic and introduces os-
cillations that are reflected in the state estimation; and hence into the regulation
quality of the closed-loop system. However, in the D-ZIZO algorithm, the ZIM-
ZIE steps are replaced by a Dwell- Time, and a Zoom-In stage. During Zoom-In
stage, the quantization steps decrease, whereas during Dwell-Time, the quantiza-
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tion steps remain constant. The result of this modification, as can be seen in Fig.
26, is that the oscillations can be canceled. As clear from Fig. 26, the evolution
of the norm of the quantization step of the D-ZIZO algorithm is much smoother
than the one from the ZIZO structure. The non - smooth evolution of the norm of
the quantization step associated to the ZIZO algorithm [92] results in exciting the
unmodeled high frequency part of the system dynamics, friction between mechan-
ical components, fast aging, etc. The smooth evolution of the norm of D-ZIZO
algorithm overcomes these drawbacks.

λ < M

λ + 2 < M

ZI ZO

DT

a)

b)

c)

λ < M

λ < M

ZI ZO

ZOZI

ZIE ZO

ZIM

d)

Figure 27: For the scalar case, figure a) is associated to the algorithm of [97], fig-
ure b) is associated to the algorithm of [13], figure c) is associated to the algorithm
of [92] and figure d) is associated to the D-ZIZO algorithm. The condition below
each graph represents the maximal value for the eigenvalue λ such that the system
is stabilized.

In Fig. 27, different algorithms proposed in the literature are presented using
finite-state machine graphs. This type of representation captures some of the main
properties of each algorithm. For instance, works in [97], [49], [13], [65] belong to
the class represented by Fig. 27 a), where we clearly see that once the algorithm
enters in the Zoom-In stage, there is no way to go back to Zoom-Out stage. So,
the algorithm cannot be robust with respect to unmodeled disturbances. Works
like [66] (scalar case), enter into the classification of algorithms represented by
the graph in Fig. 27 b), where the closed-loop system is stable under the condition
λ + 2 < M (M > 3 is the number of words/quantization levels used to quantize
the signal). Belonging to the same class, the work in [77], proposes an adaptive
quantization law for scalar case. The quantization levels are the same as [66]; but
the coded information is decomposed in M signal words and one alarm bit.

65



Modulation and routing protocols for WCS - D05.03 Theme 3:

Information and Communication Technologies

Improvement in terms of approaching the theoretical rate limits are reached in
more recent works of [92], which are captured by the 3-state finite machine graph
as shown in Fig. 27 c). In this category, the adaptive quantization law is robust
to disturbances under the condition λ < M . This result holds for multivariable
systems with a diagonalizable open-loop matrix. Note that the approach of [92]
does not verify the data rate theorem for λ < 2 because the algorithm needs at
least M = 3 words per signal.

The work proposed in this paper has also 3-states (modes in the sequel); but
with different functionalities (the ZIE and ZIM modes are replaced by ZI and DT
modes) as shown in Fig. 27 d). The adaptive algorithm satisfies the minimal
value of the data-rate theorem, and applies for all classes of linear systems. As
mentioned before, it presents a smoother behavior than the class in Fig. 27 c).

Compared with the algorithm of [92], we can underline the following poten-
tial improvements: a) The D-ZIZO algorithm reaches the theoretical rate limit for
scalar and multivariable systems, and, b) Due to the hysteretic effect introduced
by the Dwell-Time mechanism, the transient behavior (in terms of high-frequency
component) of the D-ZIZO is improved over the ones from the ZIZO structure.
The behavior improvement is shown in Fig. 26, where the evolution of the quan-
tization steps ∆(k) for D-ZIZO and ZIZO algorithms are shown.

5.0.8 Paper organization

The aim of the paper is to present an adaptive quantization algorithm that provides
exponential stability for controllable linear systems; while reaching the data-rate
theoretical limits and displaying a smooth transient behavior. Section 5.1 of the
paper formulates the problem and presents the architecture of the adaptive quan-
tization. In that section, we also present a detailed description of each block com-
posing the whole algorithm. This includes: The model-based predictor, the quan-
tizer; and in particular, the change of coordinates, via the dynamic matrix T (k),
that allows us to treat the general case of multivariable linear systems. In Sec-
tion 5.2, we present the adaptive quantization law for general multivariable case.
The extension from scalar systems to multivariable systems is possible due to the
introduction of matrix T (k).

The last part of the paper deals with robustness issues: Section 5.4 extends
the analysis to systems with bounded input disturbances, and new data-rate con-
ditions are derived for stabilization, in terms of the noise upper bound. Finally,
Section 5.5 analyzes the system behavior in the presence of packet losses, and
proposes a recovery procedure to resynchronize the estimators at the sender and
the receiver when packet losses have biased them.
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5.1 Problem formulation

The following conventions will be used throughout the paper:

• N denotes the set of positive integers.

• Im denotes the identity matrix of dimension m × m.

• Ts is the sampling period.

• n is the state dimension that corresponds to the number of sensors,

• m is the number of control inputs,

• x(k) = [x1(k), . . . , xn(k)]T ∈ R(n×1) is the n-dimensional state vector at
instant kTs (each xi(k) corresponds to the ith sensor) ;

• u(k) = [u1(k), . . . , um(k)]T ∈ R(m×1), is the m-dimensional control input
vector at instant kTs.

• A is the open-loop matrix and B is the matrix associated to the control
inputs with A ∈ R(n×n) and B ∈ R(n×m). The pair (A, B) is controllable.

• x̂(k) is an estimation of x(k) and, more generally, for a given signal q(k),
q̂(k) represents an estimated value of q(k).

• x̃(k) denotes the estimation error: x̃(k) = x(k) − x̂(k), and q̃(k) represents
the error q(k) − q̂(k).

The problem considered is the stabilization of a multivariable system, in which
sensor signals are centralized, and then transmitted through a digital communica-
tion link to a remote controller. In a normal situation, the communication link is
the digital noiseless channel; while, in an abnormal case, it is subject to packet
losses.

The discretized system is given by:

x(k + 1) = Ax(k) + Bu(k) + s(k), (65)

where |s(k)| 6 S is the additive bounded noise. The controller law is given by:

u(k) = −Kx̂(k) (66)

with K ∈ R(n×m) such that the matrix A − BK is Schur (the module of A −
BK’s eigenvalues are strictly inferior than 1).
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Figure 28: Closed-loop system with Dwell-Time delta modulation.

Fig. 28 illustrates the general architecture of the proposed differential coding
algorithm. It is composed of four main blocks, as described below:

1. The rotation matrix T (k) which transforms the estimation error x̃(k) =
[x̃1(k), . . . , x̃n(k)]T into a new set of coordinates z̃(k) = [z̃1(k), . . . , z̃n(k)]T .
The aim of this matrix is to reduce the complexity of the analysis and de-
sign (originally in dimension n) to a set of several independent subsystems
with smaller dimension than the original system. Specific details on the
construction of this matrix will be given latter in Section 5.2.1.

2. The quantizer block which transforms the error z̃(k) , using the adaptive
quantization steps ∆(k) = [∆1(k), . . . , ∆n(k)]T to the codeword δ(k) =
δ(z̃(k)) = [δ1(k), . . . , δn(k)]T , by using the following map:

δi(k) =





(Mi − 1)/2 if C+, holds

Nj if Cj, holds

−(Mi − 1)/2 if C−, holds
(67)

with

Nj =
Mi − j

2
, ∀j = 3, 5, 7, 9, . . . , (2Mi − 3)
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Figure 29: Example of quantization of one state variable with 3 words per signal.

where the set of conditions Cj are defined as follows:

C+ : z̃i(k) > (Mi − 2)∆i(k)/2

Cj : (Nj − 1/2)∆i(k) 6 z̃i(k) < (Nj + 1/2)∆i(k),

C− : z̃i(k) < −(Mi − 2)∆i(k)/2

Note that Fig. 29 illustrates the quantization policy for the scalar case using
M = 3 words (quantization levels) per signal.

3. Adaptive quantization law which maps the codeword δ(k), to the adaptive
quantization steps ∆(k). The precise equations and the associated stability
properties will be detailed in Section 5.2. The adaptation law will be of the
following general form:

∆(k + 1) = Φ(∆(k), δ(k), ..., δ(k − ν + 1)), (68)

where ν is the size of the adaptation law window, which will be related to
the system eigenvalue structure (i.e. the number of similar poles, etc.). It
will be also directly related to the Dwell-Time state defined for our proposed
algorithm.

4. The model based predictor which transforms back the codeword, δ(k), to
the system state estimation x̂(k), by using the following predictor equation:

x̂(k + 1) = (A − BK)x̂(k) + AT (k)ˆ̃z(k) (69)

69



Modulation and routing protocols for WCS - D05.03 Theme 3:

Information and Communication Technologies

with ˆ̃z(k) = [ˆ̃z1(k), . . . , ˆ̃zn(k)]T , where ˆ̃zi(k) = ∆i(k) · δi(k), 1 6 i 6 n.

In this paper, we attempt to find a suitable function Φ, in (68) under which the
closed-loop system is globally stable with smooth transient behavior and reaches
the rate theoretical limits under constant length coding.

5.2 The D-ZIZO algorithm for multivariable systems

The D-ZIZO algorithm for scalar systems with three quantization levels/words
(i.e., M = 3) was introduced in [51]. In this section we generalize it to the case of
multivariable systems with arbitrary quantization levels. The main ideas for this
extension involve:

• Using a transformation matrix T (k) (Section 5.2.1), which reduces the com-
plexity of the analysis and design to a set of several independent subsystems
with smaller dimension.

• Suitably initializing the quantization steps ∆i(0)

• Extending the results of [51] to a system with µ number of quantization
levels per signal.

• Defining a condition CT to switch from DT to ZO in the case that unexpected
time-limited disturbances cause quantizer overload. If condition CT does
not hold, Zoom-In always occurs after Dwell-Time.
The condition CT ; and in particular, the value of the Dwell-Time period ν
are chosen such that they provide enough samples to form a robust criterion
(i.e., CT ) to decide to switch ZO mode only if strictly necessary (i.e., a large
disturbance occurs).

• As in the scalar case [51], the stability analysis will be based on the dynam-
ics of the error-to-quantizer ratio, which for multivariable systems is defined
as follows,

y(k)
△
= [z̃1(k)/∆1(k), z̃2(k)/∆2(k), . . . , z̃n(k)/∆n(k)]T .

5.2.1 The rotation matrix T (k)

For simplicity of the analysis, we require the dynamic equations of y(k) to have a
particular structure. However, in order to preserve the generality of the algorithm,
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we will describe a time-varying linear coordinate change T (k) that transforms
any linear state-space system into the required form.

To understand the advantage of the change of coordinates with a matrix T (k),
consider the following two examples which involve pairs of complex conjugate
eigenvalues with magnitude |λ|.
Example 1. Consider a system of the form (65), with

A = |λ|R(π/4)

where R(π/4) =

(
cos(π/4) sin(π/4)

−sin(π/4) cos(π/4)

)
, and B is such that the pair (A, B) is

controllable. This system involves a pair of complex conjugate eigenvalues with
magnitude |λ|. Let y1(k) = z̃1(k)/∆1(k), y2(k) = z̃2(k)/∆2(k) and

Bext = {
(

y1(k)

y2(k)

)
: |yi(k)| 6 Mi/2, 1 6 i 6 2}, (70)

where Mi is the number of words/quantization levels used to quantize the error
signal yi(k).
Suppose that we take T (k) = I2 , which gives x̃(k) = z̃(k), and consequently

z̃(k + 1) = |λ|R(π/4)(z̃(k) − ˆ̃z(k))

Let us choose Mi = 3 subdivisions per signal, with quantization steps ∆1(k),∆2(k).
We suppose that the initial condition at k = 0 is such that y(0) ∈ Bext. It can be
easily shown that for ∆1(k) = ∆2(k) = ∆ we obtain y(1) ∈ Bext provided
|λ| < 3√

2
. This condition is more conservative than |λ| < 3. But, it is possible

to retrieve a less conservative result by redefining the transform matrix T (k) as
follows:

T (k) = R(kπ/4).

Then, for z̃(k) = R(−kπ/4)x̃(k) we obtain

z̃(k + 1) = R(−(k + 1)π/4)|λ|R(π/4)R(−kπ/4)−1(z̃(k) − ˆ̃z(k))

= |λ|R(−(k + 1)π/4)R(π/4)R(kπ/4)(z̃(k) − ˆ̃z(k))

= |λ|I2(z̃(k) − ˆ̃z(k))

Let D(k) = diag(∆1(k), ∆2(k)), F (|λ|) = |λ|I2, δ(k) = [δ1(k), δ2(k)]T and
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G(|λ|) = D−1(k + 1)F (|λ|)D(k). Consequently, we have the following error
equation:

y(k + 1) = G(|λ|)(y(k) − δ(k)), G(|λ|) = diag(|λ| ∆1(k)

∆1(k + 1)
, |λ| ∆2(k)

∆2(k + 1)
),

which is a fully decoupled system; and therefore, the stability analysis presented
in the previous section for scalar systems is directly applied for this system. Note
that by a straightforward calculation, it can be easily shown that if y(0) begins
in the set Bext, then for |λ| < 3 and an independent choice of ∆1(k) = ∆1 and
∆2(k) = ∆2, we have y(1) ∈ Bext. That is, using the above transformation, the
invariance property of the algorithm holds for a larger class of systems. �
The generalization of this result needs another transformation to have the same
properties as real eigenvalues system. This is illustrated in the following example.
Example 2. Again consider a system of form (65), with

A =

(|λ|R(π/4) I2

0 |λ|R(π/4)

)
(71)

This system involves a pair of complex conjugate eigenvalues with multiplicity 2.
Suppose that we take

T (k) =

(|λ|R((k + 1)π/4) 0

0 R((k + 2)π/4)

)
.

Then, for z̃(k) = T −1(k)x̃(k), we obtain

z̃(k + 1) =

(|λ|I2 I2

0 |λ|I2

)
(z̃(k) − ˆ̃z(k)). (72)

Subsequently, considering separately odd indices and even indices, i.e., z̃o(k) =
[z̃1(k), z̃3(k)]T and z̃e(k) = [z̃2(k), z̃4(k)]T , we obtain the following:

z̃o(k + 1) =

(|λ| 1

0 |λ|

)
(z̃o(k) − ˆ̃zo(k)), (73)
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where ˆ̃zo(k) = [∆1(k)δ1(k), ∆3(k)δ3(k)]T and

z̃e(k + 1) =

(|λ| 1

0 |λ|

)
(z̃e(k) − ˆ̃ze(k)), (74)

with ˆ̃ze(k) = [∆2(k)δ2(k), ∆4(k)δ2(k)]T .
Now, consider one of these systems, for instance, consider system (73), and let
y(k) = [z̃1(k)/∆1(k),

z̃3(k)/∆3(k)]T , D(k) = diag(∆1(k), ∆3(k)), F (|λ|) =

(|λ| 1

0 |λ|

)
, δ(k) =

[δ1(k), δ3(k)]T , and G(|λ|) = D−1(k + 1)F (|λ|)D(k). Then, we have the fol-
lowing error equation for system (73)

y(k + 1) = G(|λ|)(y(k) − δ(k)), G(|λ|) =


|λ| ∆1(k)

∆1(k+1)
∆3(k)

∆1(k+1)

0 |λ| ∆3(k)
∆3(k+1)




Now, we extend this idea to the general form of multivariable systems. For the
general multivariable systems, the rotational matrix T (k) is obtained by a) Apply-
ing the real Jordan canonical transformation (Lemma 1) and b) A transformation
that transforms a Jordan block associated with complex conjugate eigenvalues to
a form similar to the Jordan blocks associated with the real valued eigenvalues
(Lemma 2) .

Lemma 1 [46] For A ∈ Rn×n there exists a real valued nonsingular matrix Λ
and a real valued matrix Γ such that ΛAΛ−1 = Γ = diag(Jλ1

, ..., Jλγ
), where

for the multi-valued real eigenvalue λl with multiplicity µl, the matrix Jλl
, for

1 6 l 6 α 6 γ, are of the following form:

Jλl
=




λ1 1

λl 1
...

λl




= F (λl) ∈ Rµl×µl . (75)

And for the multi-valued complex conjugate eigenvalues λl = |λl|(cos(θl) ∓
sin(θl)) with multiplicity µl, the matrix Jλl

, are, for all α + 1 6 l 6 γ, of the
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form

Jλl
=




|λl|R(θl) I2

|λl|R(θl) I2

...

|λl|R(θl)




∈ R2µl×2µl , (76)

where R(θl) is the rotation matrix given by

R(θl) =

(
cos(θl) sin(θl)

− sin(θl) cos(θl)

)
. (77)

Above lemma implies that we can always express the system matrix A of sys-
tem (65) in its real Jordan form. That is, A can be written in the form of A =
diag(Jλ1

, ..., Jλγ
). Thus, without loss of generality, it is assumed that A =

diag(Jλ1
, ..., Jλγ

).
As shown in previous examples, it is desirable to transform the Jordan blocks
associated with complex conjugate eigenvalues to a form similar to the case of
real valued eigenvalues. For the multi-valued complex conjugate eigenvalues, we
introduce a change of coordinate with a dynamic matrix T (k) to transform the as-
sociated Jordan block to a form similar to (75). This transformation is discussed
in the following lemma.

Lemma 2 Consider the Jordan block Jλl
, which corresponds to the complex con-

jugate eigenvalues λl = |λl|(cos(θl) ∓ sin(θl)) with multiplicity µl. Let us intro-

duce matrices W (θl) ∈ R2µl×2µl and Q(θl) ∈ R2µl×2µl as follows:

W (θl) =




R(θl)

R(θl)
...

R(θl)




, (78)

Q(θl) =




R(θl)

R(2θl)
...

R(µlθl)




. (79)
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Then, under the transformation z̃(k) = T̄
−1

(k)x̃(k), T̄ (k) = W (kθl)Q(θl), we

have a similar form as in the case of real valued eigenvalues.

Proof Under the above transformation, it can be shown after a few calculations
that

z̃(k + 1) = J̌λ(z̃(k) − ˆ̃z(k)), (80)

where

J̌λl
, Q−1(θl)W

−1((k + 1)θl)Jλl
W (kθl)Q(θl) =




|λl|I2 I2

|λl|I2 I2

...

|λl|I2




.

Let F (|λl|) be a matrix with |λl| on the diagonal and 1 on the superior diagonal.
Then, considering separately even indices and odd indices, we exactly recover
the results of the case of real valued eigenvalues. In fact, if we denote z̃e(k) =
[z̃2(k), z̃4(k), . . . , z̃2µ(k)]T and z̃o(k) = [z̃1(k), z̃3(k), . . . , z̃2µ−1(k)]T , we have

z̃e(k +1) = F (|λl|)(z̃e(k)− ˆ̃ze(k)); z̃o(k +1) = F (|λl|)(z̃o(k)− ˆ̃zo(k)). (81)

Consequently, the change of coordinates with a dynamic matrix T̄ (k) allows us
to reduce the study to the following class of systems:

z̃(k + 1) =




|λ| 1

|λ| 1
...

|λ|




︸ ︷︷ ︸
F (|λ|)∈Rµ∗µ

(z̃(k) − ˆ̃z(k)) (82)

for both systems of (81).

For the simplicity of presentation from now on let λl = λ and µl = µ. From above
lemmas it follows that the change of coordinates allows us to reduce the study to
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the following class of systems:

z̃(k + 1) =




λ 1

λ 1
...

λ




︸ ︷︷ ︸
F (λ)=Fr(λ)∈Rµ∗µ

(z̃(k) − ˆ̃z(k))

for real valued eigenvalues; and

z̃(k + 1) =




|λ| 1

|λ| 1
...

|λ|




︸ ︷︷ ︸
F (λ)=Fc(|λ|)∈Rµ∗µ

(z̃(k) − ˆ̃z(k))

for complex conjugate eigenvalues.
For these systems let the vector y(k) include components yi(k) = z̃i(k)/∆i(k)
(1 6 i 6 µ) and let D(k) = diag(∆i(k)) where ∆i(k)’s are the quantization
steps. Then, we obtain the following error equation:

y(k + 1) = G(λ)(y(k) − δ(k)), (83)

where:

• for real valued eigenvalues:

G(λ) = Gr(λ) =

D−1(k + 1)Fr(λ)D(k) =




λ∆1(k)
∆1(k+1)

∆2(k)
∆1(k+1)
λ∆2(k)

∆2(k+1)
∆3(k)

∆2(k+1)

...
λ∆µ(k)

∆µ(k+1)




,

and

76



Modulation and routing protocols for WCS - D05.03 Theme 3:

Information and Communication Technologies

• for complex conjugate eigenvalues:

G(λ) = Gc(|λ|) =

D−1(k + 1)Fc(|λ|)D(k) =




|λ|∆1(k)
∆1(k+1)

∆2(k)
∆1(k+1)
|λ|∆2(k)
∆2(k+1)

∆3(k)
∆2(k+1)

...
|λ|∆µ(k)
∆µ(k+1)




.

5.2.2 Further definitions for the D-ZIZO algorithm

Starting from the previous matrices, some definitions and arrangements will be
instrumental for the algorithm specification and analysis. First, we will benefit
from the previous variable change to consider every subsystem derived from an
eigenvalue of multiplicity µ, (2µ if complex conjugate) as a unique system evolv-
ing independently of the rest (two systems in the case of complex conjugate pairs),
with their own (F (λ), G(λ)). For a µ-dimensional system of that type, consider
the vector of quantization steps,

∆(k) = [∆1(k), ∆2(k), . . . , ∆µ(k)]T .

As the initial state estimation error is a freely assigned quantity for all variables, it
might be appealing to choose all ∆i(0) equal; however, as it will be shown later,
this would have a negative effect on the transient performance as the errors propa-
gate from one signal to the next in a cascade, due to the upper triangular structure
of matrix F (|λ|). Subsequent calculations will show that an homogeneous ∆(0)
would also impose suboptimal bandwidth assignment (via M ). A choice that does
not add conservativeness to our results while it still guarantees a tractable analysis
is the following

∆(0) = ∆1(0) · [1, κ, κ2, . . . , κµ]

where ∆1(0) > 0 and 0 < κ < 1 are freely chosen scalars. From the fact that the
ZO-ZI-DT machine state is unique (not element-wise), and assuming that Cout and
Cin are the same for all element i of the state vector, we have that this proportion
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will hold along time, yielding the following simple matrices:

G(λ) =
1

Cm




|λ| κ 0 . . . 0

0 |λ| κ . . . 0
...

0 0 0 . . . κ

0 0 0 . . . |λ|




D(k) = ∆1(k) · diag(1, κ, κ2, . . . , κµ),

where Cm stands for the Zoom factor corresponding to the current mode of op-
eration, namely Cout, 1 or Cin for the respective ZO, DT and ZI modes. Under
this assumption, it is clear that the ||G(λ)||∞ = (|λ| + κ)/Cm which can be made
arbitrarily close to |λ|/Cm. The main consequence is that the rate-condition for
stability of the algorithm can be minimized with the appropriate choice of κ, as it
will be shown in the subsequent analysis. From the previous definitions, it is also
convenient to define the following,

Definition The error-dynamics norm is defined as

ρ(k) = ||Gr(λ)||∞ = ||Gc(|λ|)||∞,

which, using the fact that the zoom factor is unique for all states anytime, and with
the above choice of ∆(k), turns into

ρ(k) =





max16i6µ(|λ| + κ)/Cout < 1(∆µ+1(0) = 0) if ZO

max16i6µ{|λ| + κ} if DT

max16i6µ(|λ| + κ)/Cin > 1 if ZI

(84)

From Lemma 1, Lemma 2 and the above results, it follows that for the stability
analysis, it is enough to focus only on the error equation (83). Note that for |λ| <
1, limk→∞ z̃(k) = 0. Consequently, in what follows, without loss of generality,
we assume that |λ| > 1.
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5.2.3 Description of the D-ZIZO

Definition The stability analysis and the full description of the complete D-ZIZO
algorithm, requires the following set definitions:

Bo = {y(k) : 1 6 i 6 µ : |yi(k)| 6 (Mi − 2)

2
}

Bext = {y(k) : 1 6 i 6 µ : |yi(k)| 6 Mi

2
}

Bint = {y ∈ Rµ : |yi| 6
|λ| + κ

2Cin

∀i : 1 6 i 6 µ − 1 and |yµ| 6 |λ|
2Cin

}

Bu = {−min16i6µ Mi − m

2
, ...,

min16i6µ Mi − m

2
, m = 3, 5, ..., min

16i6µ
Mi}.

The operation of the adaptive quantization multivariable D-ZIZO law is de-
scribed by Fig. 30. The algorithm switches between the following states:

• “Zoom-Out" state activates the capture mode where ∆(k) increases with
a rate ∆(k + 1) = Cout∆(k), where Cout > 1. The precise value of Cout,
given later, will depend on the initial condition of ∆(0) and on the system
matrix A. Then, by monitoring δ(k) the algorithm will switch to Zoom-In
mode, and hence y(k) → Bo ⊂ Bext, in finite time.

• “Zoom-In" state makes ∆(k) decrease with a rate ∆(k + 1) = Cin∆(k),
where Cin < 1. The precise value of Cin, given later, will depend on the
initial condition of ∆(0) and on the system matrix A. Then, by monitoring
δ(k) the algorithm will switch to Dwell-Time mode.

• “Dwell-Time" state freezes the evolution of ∆(k). That is, ∆(k + 1) =
∆(k). Let kDT be the time when the algorithm enters in Dwell-Time state.
Using the information collected during the time period of [kDT , kDT +ν−1],
the algorithm is able to determine whether y(kDT ) ∈ Bext; or y(kDT ) /∈
Bext. Then, the algorithm backs to “Zoom-In" mode if y(kDT ) ∈ Bext.
Otherwise; if y(kDT ) /∈ Bext, then the algorithm moves to “Zoom-Out"
mode. The duration in Dwell-Time mode is finite and bounded by a param-
eter ν which depends only on the open loop system eigenvalues, the num-
ber of words (M1, ..., Mµ) and the initial values of the quantization steps
(∆1(0), ..., ∆µ(0)).
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ZOOM IN

DWELL TIME ZOOM OUT

∆(k + 1) = ∆(k) ∆(k + 1) = Cout∆(k)

∆(k + 1) = Cin∆(k)

CT false

after ν samples

δ(k) ∈ Bu

k < kDT + ν

δ(k) ∈ Bu

δ(k) /∈ Bu

CT true

δ(k) /∈ Bu

Figure 30: D-ZIZO state machine for multivariable systems and Mi > 3.

5.3 Stability analysis: Without System Noise

In this section, the stability of the D-ZIZO algorithm will be analyzed, without
system noise (i.e., S = 0), throughout the following steps:

• Capture and transition from Zoom-Out to Zoom-In (Lemma 3),

• Invariance property of Bext during Zoom-In mode (Lemma 4),

• Transition from Zoom-In to Dwell-Time (Lemma 5),

• Definition of the transition condition CT (Lemma 6)

• Stability of the closed-loop system (Theorem 5.1).

5.3.1 Standard mode transitions

We start this section with the following lemma, which shows that if the algorithm
is initialized in Zoom-Out mode, then there exists a finite time kcatch, at which the
algorithm switches to Zoom-In mode. Note that for Mi > 3, the condition for
switching is that δ(kcatch) ∈ Bu; and for Mi = 2, the condition is that the sign of
each components of vector δ(kcatch) has been changed.
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Lemma 3 (Capture and Transition from ZO to ZI) Assume that initially, the al-

gorithm is in Zoom-Out mode, and let the initial values of the quantization steps

be constrained by

|λ| + κ 6 Mi, 1 6 i 6 µ, ∆µ+1(0) = 0, ∆1(0) 6= 0, 1 6 i 6 µ. (85)

And Cout > 0 satisfies

max
16i6µ

(|λ| + κ) < Cout. (86)

Then, there exists a finite time, kcatch > 0, after which the algorithm reaches in

Zoom-In mode. That is, for any arbitrary initial condition y(0), we have:

y(kcatch) ∈ Bo ⊂ Bext, ∀Mi > 3,

y(kcatch) ∈ Bext, Mi = 2.

or, equivalently y(kcatch) ∈ Bext, ∀Mi > 2.

Proof The analysis is done for two separate cases: Mi > 3 and Mi = 2.

• Case Mi > 3. Without loss of generality, assume that y(0) /∈ Bo. With the
adaptive quantization rule ∆i(k + 1) = Cout∆i(k), from the error equation
(83) we have:

ρ = ||G(λ)‖∞ = max
16i6µ

(|λ| + κ)
1

Cout

‖y(k + 1)‖∞ 6 ρ‖y(k) − δ(k)‖∞ 6 ρ‖y(k)‖∞

‖y(k + 1)‖∞ 6 ρk+1‖y(0)‖∞

If ρ < 1, then the sequence ρk+1‖y(0)‖∞ is contractive. ρ < 1 is satisfied if

max
16i6µ

(|λ| + κ) < Cout (87)

Therefore, under the assumption of (87), for all initial conditions y(0) there
exists a kcatch > ln((Mi −2)/(2‖y(0)‖∞))/ ln(ρ) such that ‖y(kcatch)‖∞ 6
(Mi − 2)/2 > 0, ∀1 6 i 6 µ. This completes the proof because
||y(kcatch)||∞ 6 Mi−2

2
, ∀i implies that δ(kcatch) ∈ Bu.

• Case Mi = 2

The main idea here is to show that the sign of each signal δi(k) changes.
Inspired by the analysis obtained for the scalar case in [41], we propose
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the following: Without loss of generality, we can assume that yµ(0) > 0
(the case of yµ(0) < 0 follows from the same analysis); and subsequently,
δµ(0) > 0 (due to the quantization rule given earlier). During Zoom-Out
state, we have

yµ(k) =
|λ|

Cout

(yµ(k) − δµ(k)
︸ ︷︷ ︸

<0

) (88)

As long as yµ(k) > 0, we have δµ(k) = 1/2 . Subsequently,

yµ(k) =

(
|λ|

Cout

)k

yµ(0) −
k−1∑

i=0

|λ|
Cout

(
|λ|

Cout

)i

δµ(k − i − 1)

=

(
|λ|

Cout

)k (
yµ(0) +

|λ|/(2Cout)

1 − |λ|/Cout

)

︸ ︷︷ ︸
→0 when k→+∞

−
(

|λ|/(2Cout)

1 − |λ|/Cout

)

︸ ︷︷ ︸
<0

So ∃kµ ∈ N such that yµ(kµ) < 0 (and subsequently δµ(kµ) < 0); and
therefore using (88), we can conclude that |yµ(k)| 6 1 for all k > kµ until
the D-ZIZO state machine is in Zoom-Out state.

Now, we will show that if we have the above property for yµ(k), then this
property also holds for yµ−1(k), ..., y1(k). So we suppose that for k > ki+1,
we have |yi+1(k)| 6 1 and also yi(ki+1) > 0 (and subsequently δi(ki+1) >
0). Now, we show that the same holds for yi(k).
During Zoom-Out state we have

yi(k + 1) =
|λ|

Cout

(yi(k) − δi(k)) +
κ

Cout

(yi+1(k) − δi+1(k)), k > ki+1

6

(
|λ|

Cout

)k−ki+1
(

yi(ki+1) +
(|λ| − κ)/(2Cout)

1 − |λ|/Cout

)

︸ ︷︷ ︸
→0 when k→+∞

−
(

(|λ| − κ)/(2Cout)

1 − |λ|/Cout

)

︸ ︷︷ ︸
<0

So ∃ki ∈ N such that yi(ki) < 0 (and subsequently δi(ki) < 0); and conse-
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quently, we can also conclude that |yi(k)| 6 1 for k > ki until the D-ZIZO
state machine is in Zoom-Out state.
Hence, from the above analysis it follows that there exists a finite time
kcatch at which all components of the vector δ(k) = (δ1(k), ..., δµ(k))T have
changed their sign and y(kcatch) ∈ Bext. This completes the proof.

Remark i) If the D-ZIZO algorithm is in ZO mode; while y(k) ∈ Bext, then y(k)
will decrease until at the time instant kcatch, we have y(k) ∈ Bu. At this time, we
have δ(kcatch) = Bu; and therefore, the D-ZIZO algorithm switches to ZI mode.
ii) It is interesting to note that the bigger Cout is, the faster the signal is caught.
However, taking a big value for Cout implies a big value for ∆(k). This results in
a larger excursion of the solution of y(k) from its equilibrium.

Now, we show that if the algorithm is in Zoom-In mode, at some time k, i.e.,
y(k) ∈ Bext, then y(k + 1) ∈ Bext, at time k + 1.

Lemma 4 (Invariance of Bext during Zoom-In mode) Assume that the algorithm

is in Zoom-In mode with y(k) ∈ Bext, and that the initial values of ∆(0) and the

number of quantization levels/words Mi is constrained by the inequality (85), with

Cin > 0 satisfying

max
16i6µ

(
|λ| + κ

Mi

)
< Cin < 1. (89)

Then, y(k + 1) ∈ Bext.

Proof According to (83) and (84), the error equation in Zoom-In mode gives:

yi(k + 1) =
|λ|
Cin

(yi(k) − δi(k)) +
κ

Cin

(yi+1(k) − δi+1(k)). (90)

yµ(k + 1) =
|λ|
Cin

(yµ(k) − δµ(k)). (91)

With y(k) ∈ Bext we have |yi(k) − δi(k)| 6 1
2
. Then, using (90), for 1 6 i 6 µ,

we get

|yi(k+1)| 6 |λ|
Cin

|yi(k)−δi(k)|+ κ

Cin

|yi+1(k)−δi+1(k)| 6 |λ|
2Cin

+
κ

2Cin

6
Mi

2
.

(92)
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Also, from (91) and (89) it follows that

|yµ(k + 1)| 6 Mµ

2
. (93)

That is, y(k + 1) ∈ Bint with Bint as defined earlier. From condition (89), it
follows that Bint ⊆ Bext; and therefore, together with the constraint on the value
of Cin, we have that y(k + 1) ∈ Bext.

Now in the following lemma, we show that transitions from Zoom-In mode to
Dwell-Time mode preserves invariance property of Bext.

Lemma 5 (Transition from Zoom-In to Dwell-Time) Suppose that the algorithm

switches to Dwell-Time mode at time k, and y(k) ∈ Bext. Then, in this mode at

time k + 1, we also have y(k + 1) ∈ Bext.

Proof The algorithm behavior in Dwell-Time mode can be analyzed along the
same lines of Lemma 4 with Cin replaced by 1, and y(k) ∈ Bext.

We next analyze the transition condition CT . Towards this goal, let kDT be
the time instant when the state machine enters to Dwell-Time state from Zoom-In
mode. Also, let S(i,kDT ) be the sign of δi(kDT ); and define the condition CT as
follows:

CT = true if{k = kDT + ν − 1} ∧ {∃i, 1 6 i 6 µ : |
k∑

j=k−ν+1

δi(j)| =
Mi − 1

2
ν}

Transitions from Dwell-Time to either Zoom-Out, or Zoom-In depend on the
condition CT . In the following lemma, we investigate the cases where this transi-
tion conditions are satisfied.

Lemma 6 (Transition condition CT ) Suppose that we have the inequality 1 <
|λ| < Mi, and also that κ is chosen sufficiently small such that:

|λ| + κ < Mi, 1 6 i 6 µ. (94)

Also, suppose that the duration of the Dwell - Time ν satisfies

ν = max(νi), (νi − 1) ∈ N > li
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where

li =
ln
(
Mi + |λ| − 2 − κ

)

ln(|λ|) −
ln
(
Mi − |λ| − κ

)

ln(|λ|) . (95)

Then, we obtain the following condition:

CT ⇒ y(kDT ) /∈ Bext. (96)

Proof We start by assuming that k = kDT is the instant when Dwell-Time mode
begins. In what follows the objective is to prove that (96) by showing that

if y(kDT ) ∈ Bext ⇒ CT is false,

which is equivalent to say that:
If y(kDT ) ∈ Bext, then ∀i (1 6 i 6 µ), |∑kDT +ν−1

j=kDT
δi(j)| 6= Mi−1

2
ν.

We consider each component yi(k) separately and determine νi − 1 as follows:

(νi − 1) ∈ N > li

ν = max
16i6µ

νi.

If we decompose each component yi and each νi − 1 corresponds to an upper
bound of the maximal time such that the following conditions are verified:

y(kDT ) ∈ Bext (97)

S(i,kDT )

kDT +νi−2∑

j=kDT

δi(j) = (νi − 1)
Mi − 1

2
(98)

We need to show that at kDT + νi − 1, it is impossible to have S(i,kDT )δ(kDT +
νi − 1) = Mi−1

2
, which is equivalent to have S(i,kDT )yi(kDT + νi − 1) > Mi−2

2
.

Thus, in what follows, we find conditions under which the following inequality
S(i,kDT )yi(kDT +νi−1) 6 Mi−2

2
holds. To reach this goal, consider yi(kDT +νi−1);

and suppose that the equation (97) is verified. Using Lemma 5, we know that
if y(kDT ) ∈ Bext, then during all Dwell - Time period, we have y(j) ∈ Bext,
∀j ∈ [kDT , kDT + ν − 1]. Thus, we can conclude that |yi+1(j) − δi+1(j)| 6 1/2.
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From this conclusion and the error equation (83) it follows that:

S(i,kDT )yi(kDT +νi −1) 6 |λ|νi−1|yi(kDT )|−
(

Mi − 1

2

)
|λ|

νi−2∑

j=0

|λ|j +
κ

2

νi−2∑

j=0

|λ|j.

But, we have |yi(kDT )| 6 Mi/2 (since y(kDT ) ∈ Bext). Thus, if we want to have
S(i,kDT )yi(kDT + νi − 1) 6 Mi−2

2
it is sufficient that

Mi − 2

2
> |λ|νi−1 Mi

2
− Mi − 1

2
|λ|
(

|λ|νi−1 − 1

|λ| − 1

)
+

κ

2

(
|λ|νi−1 − 1

|λ| − 1

)
.

It can be shown after a few calculations that this condition is true if

(νi − 1) ∈ N > li =
ln
(
Mi + |λ| − 2 − κ

)

ln(|λ|) −
ln
(
Mi − |λ| − κ

)

ln(|λ|)

To conclude, we make the choice of ν = max(νi) with νi − 1 > li.

In normal operation, there is a continuous transition between ZI and DT modes
which results in a contraction of the estimation error z̃(k). From Lemma 4 it
follows that when the algorithm enters to ZI mode at time kcatch, y(k) remains in
Bext for all k > kcatch. If δ(kcatch + 1) ∈ Bu, the algorithm stays in ZI mode;
otherwise, it switches to DT mode. But, because of the invariance property of
Bext during ZI mode, we have y(kDT ) ∈ Bext; and therefore, in normal situations,
condition CT is never activated. Hence, the D-ZIZO algorithm always switches
between DT mode and ZI mode in normal situations.

In fact, condition of Lemma 6, can be used to detect abnormal situations
where, due to some unmodeled disturbances, y(kDT ) leaves Bext. In those situ-
ations, the algorithm needs to switch to ZO mode. This procedure is described
next.

5.3.2 Transition to ZO due perturbations

Starting from ZI mode, the event δ(k) /∈ Bu triggers the DT mode. In order to
check condition CT , the system must remain in DT for at least ν samples, unless
we have some k during that period such that |δi(k)| < Mi−1

2
for all i (which would

mean that the system has returned to Bu and the ZI is activated). If this is not the
case, we would remain at DT until the ν samples have elapsed, and then, condition
CT would be evaluated for all components, with the following decision map:
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• If C holds, a perturbation has occurred and ZO mode should be activated.

• Otherwise, switch to ZI.

Recoding for disambiguation

In order to consider all possible cases, a slight fix must be done to the coding
algorithm. In fact, (96) is a one-way implication, and it might happen that CT is
false and still y(kDT ) /∈ Bext. So, even without fulfilling CT we must be able to
detect the quantizer overload and switch to ZO mode. This is tackled by using the
fact that the sender (encoder) can directly detect from the measures that yi(kDT ) /∈
Bext for some i; in that case, even if the straight coding sequence should not result
in CT , the sequence of δi(k) transmitted during Dwell-Time should be transformed
for it to fulfill the condition |∑k

j=k−ν+1 δi(j)| = Mi−1
2

ν. With that fix, the receiver
will be properly aware that it should switch to ZO mode.

Now, we are ready to show the global stability using the proposed algorithm.
This is shown in the following theorem:

5.3.3 Main stability result

Theorem 5.1 Let the number of words Mi satisfy the inequality (94). To build

the algorithm, we must introduce two scalars Cout, Cin which are respectively

constrained by (86) and (89).
Then, for all initial conditions z̃(0),

• ∃kcatch > 0 such that ∀k > kcatch, y(k) ∈ Bext

• z̃(k) converges to 0

• The system is globally stable and this can be realized under the condition

on the channel rate R, given as follows:

n∏

i=1,|λi|>1

⌈|λi|⌉ < 2R =
n∏

i=1,Mi 6=0

Mi. (99)

Proof The system is described by the equation:

x(k + 1) = (A − BK)x(k) + BKT (k)z̃(k)
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Since A − BK is Schur, then if we prove that z̃(k) converges to 0, we ob-
tain global stability. The adaptive quantization law, D-ZIZO, provides this prop-
erty. Lemma 3 proves that there exists a finite time kcatch such that y(k) ∈ Bext,
∀k > kcatch and ∆(kcatch) is finite. Lemma 4 and Lemma 5 imply respectively
that in Zoom - In mode and Dwell - Time mode, Bext is invariant. With Lemma 6,
at the end of Dwell - Time mode, the condition CT is never activated (in normal
conditions) due to the invariance property of Bext. Therefore, the adaptive quan-
tization law always switches between Dwell - Time mode and Zoom - In mode.
If we decompose this switching, each cycle is composed of ν samples in Dwell -
Time mode with ∆(k + 1) = ∆(k) and at least one sample in Zoom - In mode
with ∆(k + 1) = Cin∆(k). Hence, we obtain the following inequality for all
k > kcatch:

‖z̃(k)‖∞ 6
Mi

2
C

k−kcatch
ν+1

in ‖∆(kcatch)‖∞, Cin < 1

Thus, z̃(k) converges to 0.
Now, if a perturbation occurs such that the condition CT is activated (or explicitly
coded at the sender), the algorithm leaves the DT mode, and then this process will
start over following the condition of Lemma 6.

5.4 The D-ZIZO algorithm in the presence of system noise

This far, the analysis has been based on the noiseless system model (65). In order
to take into account additive disturbances entering the system and their effect on
the stability of the D-ZIZO algorithm, the system and error equations will be
rewritten as follows:

x(k + 1) = Ax(k) + Bu(k) + s(k)

x̂(k + 1) = (A − BK)x̂(k) + Aˆ̃x(k)

z̃(k + 1) = T −1(k + 1)AT (k)(z̃(k) − ˆ̃z(k)) + T −1(k + 1)s(k)

where s(k) is the additive noise. Before entering the analysis, two situations must
be distinguished: i) That of bounded input noise on the system, i.e. ||s(k)|| < S
and ii) unbounded additive disturbances. The main difference, is that in i, as
shown in this section, an appropriate choice of the system parameters will guar-
antee that ZO mode will be executed at startup in order to catch the initial state,
and it will not be triggered anytime later, while in ii), Zoom - Out stages may be
required at any time due to state deviations provoked by time-limited noise bursts.
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As we saw in previous section, in that case, some conditions (e.g., CT ) derive from
these bursts such that the overall dynamics does not result in total loss of stability.

5.4.1 Bounded noise

The infinity norm of T (k) is bounded; and hence the bound on s(k) immediately

implies that w(k)
△
= T −1(k + 1)s(k) is bounded as

||w(k)||∞ < W

and the error equation is rewritten as

z̃(k + 1) = F (λ)(z̃(k) − ˆ̃z(k)) + w(k)

The analysis will be focused on the error-to-quantizer ratio as in previous sections,
whose dynamics is

y(k + 1) = D−1(k + 1)z̃(k + 1) = D−1(k + 1)(F (λ)(z̃(k) − ˆ̃z(k)) + w(k))
(100)

= D−1(k + 1)F (λ)D(k)(y(k) − δ(k)) + D−1(k + 1)w(k) (101)

= G(λ)(y(k) − δ(k)) + D−1(k + 1)w(k) (102)

In the following sections we will assume that in the noisy case the D-ZIZO
modes are DT, ZI, ZO as in the standard algorithm, and that the switching condi-
tions are left unchanged.

Transition from ZO to ZI with noise: Assume that the systems starts in ZO
mode. We will show that there is a finite time, in which the systems switches to
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ZI by analyzing he evolution of y(k) along a Zoom-Out stage:

y(k + 1) = G(λ)(y(k) − δ(k)) + D−1(k + 1)w(k) (103)

‖y(k + 1)‖∞ = ‖G(λ)‖∞‖y(k) − δ(k)‖∞ + ‖D−1(k + 1)w(k)‖∞

6
|λ| + κ

Cout

‖y(k)‖∞ +
W

∆1(k)Cout

=

(
|λ| + κ

Cout

)k+1

‖y(0)‖∞ +
W

∆1(0)Ck+1
out

k∑

j=0

(|λ| + κ)j

=

(
|λ| + κ

Cout

)k+1

‖y(0)‖∞ +
W

∆1(0)Ck+1
out

(
1 − (|λ| + κ)k+1

1 − |λ| − κ

)

Now by choosing Cout > |λ| + κ, we ensure that all elements in this expression
tend to zero; and hence, we conclude that after some time y(k + 1) enters Bo and
the algorithm enters the Zoom - In mode.

Invariance of Bext in ZI mode: In order to check this property, it will be as-
sumed that the system has entered the Zoom - In stage with an initial value of
∆(kcatch). The time evolution of y(k) is described as

y(k + 1) = G(λ)(y(k) − δ(k)) + D−1(k + 1)w(k)

yi(k + 1) =
1

Cin

(|λ|(yi(k) − δi(k)) + κ(yi+1(k) − δi+1(k)))

+
wi(k)

Cin∆(k)
, ∀i = 1 . . . µ − 1

yµ(k + 1) =
1

Cin

|λ|(yµ(k) − δµ(k)) +
wµ(k)

Cin∆(k)

Now using the bound y(k) ∈ Bext ⇒ |yi(k) − δi(k)| 6 1/2 we have

|yi(k + 1)| 6
1

2Cin

(
|λ| + κ + 2

W

κµ∆1(k)

)
, ∀i = 1 . . . µ

and the invariance of Bext is ensured by making |yi(k + 1)| < Mi/2. This can
be only attained if the latter expression is upper bounded, for which ∆1(k) should
be lower bounded, i.e. a lower limit must be set for the quantization step by
constraining the Zoom In operation to ∆1(k) > ∆min for all k. This is the price
to be paid in terms of quantization resolution in the presence of noise, which
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is reasonable enough as the presence of noise eventually carry variations in the
steady state, rendering infinite resolution impractical.

With this analysis, the necessary data-rate condition can be stated regardless
of the noise power as

|λ| < Mi ∀i = 1 . . . µ

because if this condition is fulfilled, the following bound (from above)

|yi(k + 1)| 6 1

2Cin

(
|λ| + κ + 2

W

κµ∆min

)
<

Mi

2
∀i = 1 . . . µ (104)

will be satisfied with the appropriate choice of Cin, κ and ∆min,

Invariance of Bext in DT mode: If the previous bound holds for Cin < 1, it will
consequently be true for Cin = 1, which corresponds to the Dwell-Time mode of
operation.

Condition for entering the ZO mode: This far we have proved that Bext is an
invariant both in ZI and DT modes. The transition from DT to ZO mode will
be triggered by quantizer saturation (|yi(k)| /∈ Bext) only in abnormal cases, for
instance due to a temporary disturbance increase above the upper bound W or to
a loss of estimator synchronization (this will be discussed in the next section).

In order for the receiver to detect such event, a sequence of δi(k) must be
unambiguously related to its occurrence. As in the noiseless case, we will prove
that

CT ⇒ y(k) /∈ Bext

where the condition CT is defined as

CT = true if {k = kDT + ν − 1}∧


∃i, 1 6 i 6 µ : |

k∑

j=k−ν+1

δ(j)| =
M − 1

2
ν





which is equivalent to say that if y(kDT ) ∈ Bext,
then ∀i (1 6 i 6 µ), |∑kDT +ν−1

j=kDT
δi(j)| 6= Mi−1

2
ν. We consider each component

yi(k) separately and determine νi − 1 as follows:

(νi − 1) ∈ N > li

ν = max
16i6µ

νi.
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where each νi corresponds to an upper bound of the maximal time such that the
following conditions are verified:

y(kDT ) ∈ Bext (105)

S(i, kDT ) ·
kDT +νi−2∑

j=kDT

δi(j) = (νi − 1)
Mi − 1

2
. (106)

We will show that at kDT + νi − 1, it is impossible to have S(i, kDT )δ(kDT + νi −
1) = Mi−1

2
which is equivalent to have S(i, kDT )yi(kDT + νi − 1) > Mi−2

2
.

Thus, in what follows, we will find conditions under which the inequality
S(i, kDT )yi(kDT + νi − 1) 6 Mi−2

2
holds. For this, it will be assumed that equa-

tions (105) and (106) are verified along the period ∀j ∈ [kDT , kDT + ν − 2]. From
previous arguments, we know that if y(kDT ) ∈ Bext, then during all the Dwell
- Time period, we have y(j) ∈ Bext, ∀j ∈ [kDT , kDT + ν − 2]. Thus, we can
conclude that |yi+1(j) − δi+1(j)| 6 1/2. From this fact and the error equation
considering noise (103) it follows that:

S(i, kDT )yi(kDT + νi − 1) 6 |λ|νi−1|yi(kDT )| −
(

Mi − 1

2

)
|λ|

νi−2∑

j=0

|λ|j

+

(
W

∆i(kDT )
+

κ

2

)
νi−2∑

j=0

|λ|j.

And under the assumption |yi(kDT )| 6 Mi/2, and using the lower bound ∆1(k) >
∆min proposed in the previous analysis for the noisy case, we have that the suf-
ficient condition for S(i, kDT )yi(kDT + νi − 1) 6 (Mi − 2)/2 thus violating CT
turns into

|λ|νi−1 Mi

2
− Mi − 1

2
|λ|
(

|λ|νi−1 − 1

|λ| − 1

)

+

(
|λ|νi−1 − 1

|λ| − 1

)(
W

κi∆min

+
κ

2

)
6

Mi − 2

2
.
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From above equation and by a direct calculation, it follows that

νi = ν ∈ N > 1 +

ln

(
1 +

|λ|+Mi+2−κ− 2W

κi∆min
−κ

Mi−|λ|−κ− 2W

κi∆min

)

ln(|λ|) = · · · (107)

1 +

ln

(
1 + 2(1+|λ|)

Mi−|λ|−κ− 2W

κi∆min

)

ln(|λ|) . (108)

Note that to have above inequality, we need to assume that Mi > |λ|+κ+ 2W
κi∆min

.
With this choice, if yi(kDT ) ∈ Bext, it is impossible to have a ν-long sequence

of δi(k) fulfilling CT . However, the backwards implication yi(kDT ) /∈ Bext ⇒
remains uncertain. The solution is again to recode the δi(k) signals at the encoder
side as CT whenever the event yi(kDT ) /∈ Bext is detected (see Section 5.3.2). With
that fix, the ZO mode will be triggered and the system will recover from time-
limited unbounded disturbances (i.e. after an unbounded disturbance or burst,
sufficient time must elapse, possibly with W -bounded noise, in order to recover
the ZI mode and approach the attainable limit set).

5.5 Robustness to packet losses

A final fix to the D-ZIZO algorithm will be done in order to deal with the abnor-
mal situation of packet losses. A lost or corrupted packet results in a bad reception
of δ(k) at some instants k. For this, we will distinguish between the data and vari-
ables computed at the sender (superscript s) and their counterparts as perceived by
the receiver (superscript r) whenever they differ. The state estimation dynamics
turns into

x̂s(k + 1) = (A − BK)x̂s(k) + AT (k)Ds(k)δs(k)

x̂r(k + 1) = (A − BK)x̂r(k) + AT (k)Dr(k)δr(k)

where δs(k) = [δs
1(k), . . . , δs

µ(k)]T and δr(k) = [δr
1(k), . . . , δr

µ(k)]T . The estima-
tion divergence is computed as

x̂e(k) = x̂r(k) − x̂s(k) =
k−1∑

j=0

(A − BK)k−jAT (j) (Dr(j)δr(j) − Ds(j)δs(j))︸ ︷︷ ︸
e(j)

.
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and the error dynamics at the sender side will be affected by this divergence ac-
cording to

z̃s(k + 1) = T −1(k + 1)AT (k)(z̃s(k) − ˆ̃zs(k)) + T −1(k + 1)s(k)−
T −1(k + 1)BKx̂e(k)

However, boundedness of x̂e(k) depends on boundedness of e(j) and this is only
guaranteed if both sender and receiver remain in ZI-DT modes. The main issue is
that ZO modes may be triggered not only at the sender when the x̂e(k) disturbance
is large, but anytime at the receiver as a result of a corrupted δr(k) sequence (e.g. a
sequence corresponding to CT ). Whatever the case is, unsynchronized ZO modes
make the term e(j) drift according to Dr(k) = C l

outD
r(k) where l is the number

of times that the receiver has been unduly in ZO. As l is obviously unbounded
(e.g. due to a corrupted sequence of all δ(k) = (Mi − 1)/2 for all k), we have that
x̂e(k) is unbounded.

This difficulty is easily addressed by slightly fixing the algorithm. First, as
long as the disturbance remains bounded in such a way that

‖T −1(k + 1)(s(k) − BKx̂e(k))‖∞ < W ∀k

with W the bound used for parameter tuning, the system will alternate naturally
between ZI and DT. When, for the above reasons, the sender detects |y(kDT )| /∈
Bext, it should transmit the sequence CT and both parts will enter ZO. A use-
ful fact is that the stability proofs do not change if these ZO modes start always
from predefined values, say, ∆1(0) = ∆min and x̂0(0) = 0, both in receiver and
transmitter. This will produce full resynchronization at ZO stages.

However, the mode synchronization at ZO is reliable only if both systems are
at the present time in ZI mode. For instance, if the receiver is already in ZO, it will
not obey the CT sequence. As the sender ignores the mode of the receiver, a safe
recovery procedure is required to ensure that a number of error-free consecutive
transmissions, recover full synchronization.

Assume that at time instant k the sender detects |y(kDT )| /∈ Bext. By con-
sidering the 3x3 combined-state machine of Table 5.5, we see that the desirable
position to trigger ZO is from 9, but in reality, any could be active. So, in case of
saturation, the sender must do as follows,

1. Stop its Zoom machine

2. Issue a sample with the minimal values of δi(k) for all i (e.g. δi(k) = 0 for
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Sender
ZO DT ZI

Receiver
ZO 1 2 3
DT 4 5 6
ZI 7 8 9

Table 6: Loss of synchronization in Zoom modes.

M=3) in order to drive the receiver to ZI mode7.

3. Once position 9 is secured, a ν-long sequence of ±(Mi − 1)/2 with the
sign of the estimation error values would drive the receiver to ZO mode,
recovering at position 1.

Then, as long as ν + 1 consecutive samples are transmitted without errors, the
synchronization is recovered via the normal operation of ZO.

Remark It is important to recall that this recovery procedure works as long as
no packet loss occurs for a sufficiently long period of time, which may be com-
puted in terms of the initial deviation of the estimators. Hence, the packet loss
assumption is not a strictly random one, as it requires a deterministic behavior
during that period. This is consisting with existing results where it is stated that it
is impossible to guarantee stability in this type of systems with a strictly random
(nonzero-erasure probability) channel, see for instance [73].

7For this case we assume that the Dwell-Time is canceled the first time a vector with non-
extreme values of δi(k) is received instead of waiting for the whole ν-sequence.
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6 Conclusions and further work

The conclusions drawn form the presented work is divided in four parts, as the
contents of the document itself.

The first part proposes a novel cross-layer protocol for control applications
over WSNs (TREnD), which satisfies application requirements on reliability and
latency while minimizing energy consumption. In addition, it posed and solved
an optimization problem to select the protocol parameters by a simple algorithm.
The experimental results showed that TREnD achieves reliable and timely trans-
mission of packets, ensuring low node duty cycle and load balancing. Moreover,
TREnD outperformed some existing solutions in terms of reliability and energy
efficiency.

The second part deal with the problem of robust model predictive power con-
trol within a wireless CDMA cellular network in the presence of uncertain channel
fading and interference has been considered. The problem has been formulated as
an open-loop min-max MPC problem in a decentralised fashion. The efficacy of
the proposed robust power control law has been illustrated by various numerical
test scenarios carried out on a CDMA network simulation model. The results,
achieved in terms of the robust SINR tracking, reduction in transmit power, re-
duced occurrence of outage events, and improvements in the observed standard
deviation of the tracking error, indicate that the min-max MPC exhibits superior
performance when compared to other approaches.

The third part proposes a novel mechanism to configure 802.11 networks
based on the dynamic selection of the contention window and retry limit param-
eters. This mechanism is designed with the twofold objective of maximizes the
energy efficiency and provides minimum QoS levels. Extensive numerical results
show that our algorithm achieves better energy efficiency and QoS performance
than default 802.11 configurations. We also proves that our strategy achieves sim-
ilar energy efficiency than other optimization mechanisms and outperforms it in
terms of and QoS performance. Additionally, it provides new analytical expres-
sions for energy consumption and energy efficiency which take into account the
erroneous channel effect and can used for both active and power saving mode.

The fourth part introduces a new adaptive differential coding algorithm for
systems controlled over digital channels subject to limited bit rate constraint. As
shown, the proposed algorithm provides the global stability for general multivari-
able systems; while it improves transient behavior and reaches the rate theoretical
limits under constant length coding. These are obtained by introducing a Dwell -
Time state in addition of ZI and ZO classical modes. For future, it will be inter-
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esting to consider more complicated systems, such as partially observed systems.

A Refinement for energy expression

A.1 power consumption

In order to decompose the total energy in detail, paper [34] considers an analytical
model of 802.11 where timeline is divided into six kinds of slots.

1) Idle, 2) Successful reception of packet destined for the tagged station l, 3)
Successful reception of packet not destined for the tagged station l 4) Reception
of a collided packet, 5) Successful transmission of a packet by the tagged station
l y 6) Colliding transmission of a packet by tagged station l.

We extend this energy decomposition by including the three additional kinds
of slots which represent the energy wasted on transmitting or receiving an error
affected packet. Then, we define the extra slots as: : 7) Erroneous transmission
of a packet by tagged station l. , 8) Reception of error affected packet destined
for the tagged station l, y 9) Reception of error affected packet not destined for
the tagged station l. The energy consumed by each kind and its probability of
occurrence are listed below:

(1) Idle slot, probability: τ(1 − τ)n

(2) Successful reception of packet destined for the tagged station l, probability:
(1 − pe)τ(1 − τ)n−1

(3) reception of packet not destined for the tagged station l, probability: (1 −
pe)(n − 2)τ(1 − τ)n−1

(4) ) Reception of a collided packet, probability: (1−τ)(pc−(n−1)τ(1−τ)n−2)

(5) Successful transmission of a packet by the tagged station l, probability: (1−
pe)τ(1 − pc)

(6) Colliding transmission of a packet by tagged station l, probability: τpc

(7) Erroneous transmission of a packet by tagged station l, probability: peτ(1−
pc)

(8) Reception of error affected packet destined for the tagged station l con prob-
ability: peτ(1 − τ)n−1
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(9) Reception of error affected packet not destined for the tagged station l.
probability: pe(n − 2)τ(1 − τ)n−1

Putting all terms together the average energy consumption per slot can as(18).
Being Jσ, Jrx

s (l), Jrx
s (∼ l) ,Jrx

c , J tx
s , J tx

c , J tx
e y Jrx

e the energy consumed in
each kind of slot. These values can be obtained from (110).

Jσ = ρσSLOT

Jrx
s (l) = ρrxTDAT A + ρσ(SIFS + δ) + ρtxTACK + ρσ(δ + DIFS)

Jrx
s (∼ l) = ρrxTDAT A + ρσ(SIFS + δ) + ρrxTACK + ρσ(δ + DIFS)

Jrx
c = ρrxTDAT A + ρσ(EIFS + δ)

J tx
s = ρtxTDAT A + ρσ(SIFS + δ) + ρrxTACK + ρσ(δ + DIFS)

J tx
c = ρtxTDAT A + ρσ(EIFS + δ)

J tx
e = J tx

c

Jrx
e = Jrx

c

(110)
Where ρσ, ρrx, ρtx and ρpsm is the power (Watts) consumed in idle, transmit,
receive and sleep state, respectively. TDAT A represents the time taken to send a
data packet of size P , TACK is the time taken to send ACK packet, and δ is the
propagation delay.

A.2 Energy efficiency

We solve the equation dEf/dτ = 0 using the expression E[Jts] given in 18 with
the aim of calculating the optimal probability τ e

opt accurately. After deriving and
some algebra, we get:

(pe − 1)PL(1 − τ)n
[
−Jσ(1 − τ)n + J tx

c (n − 1)τ 2

+Jrx
c (−1 + (1 − τ)n − n(τ − 1)τ + τ 2)

]
= 0 (111)

Note that pe is a common factor which can be cancelled. It means that optimal
probability τ e

opt does not depend on the probability pe. We can solve this equation
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analytically by making the common assumption τ << 1. Then

1

2

[
−2J tx

c + Jrx
c (n − 2)(n − 1)

+2n(J tx
c + Jσ − 2Jσn)

]
τ 2 + 2nτJσ − Jσ = 0 (112)

Solving the equation for τ and after some algebra, we canwrite the optimal prob-
ability τopt:

τ e
opt =

1

n +

√
Jσ(n − 1)(2J tx

c + (n − 2)Jrx
c − 2nJσ)

√
2Jσ

(113)

Assuming that the term n·Jrx
c is dominant and approximating n − 1 and n − 2 as

n we get:

τ e
opt =

1

n

1

1 +

√
Jrx

c

2Jσ

≈ 1

n

√√√√2Jσ

Jrx
c

≈ 1

n

√√√√ 2Jσ

ρrxTs

(114)

which is the result found in [90]. We compares both expression in Fig. 31. Ser-
rano’s expression underestimate the maximal energy efficiency due to it provides
an optimal transmission probability lower than the real one.
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Figure 31: Maximum energy effiency resulting from appling the two possible
expressions of τ e

opt. The packet error probability is 0.5.

B Modelling q under big buffer size assumption

Assuming a M/M/1/k queue of length k with Markovian arrival and departure, we
can define the probability that the queue is nonempty q according to [58]:

q = 1 − p0 =
fsT svc − (fsT svc)

k+1

1 − (fsT svc)k+1
(115)

Where fs is the packet arrival rate and ,T svc is the average service time. These
alternative expressions consider the queue waiting time which is relevant if the
stations’ buffer size is not negligible.
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