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A detailed study of GaN-based planar asymmetric nanodiodes, promising devices for the fabrication

of room temperature THz Gunn oscillators, is reported. By using Monte Carlo simulations, an

analysis of the static I-V curves and the time-domain evolution of the current obtained when varying

some simulation parameters in the diodes has been made. Oscillation frequencies of hundreds of

GHz are predicted by the simulations in diodes with micrometric channel lengths. Following

simulation guidelines, a first batch of diodes was fabricated. It was found that surface charge

depletion effects are stronger than expected and inhibit the onset of the oscillations. Indeed, a simple

standard constant surface charge model is not able to reproduce experimental measurements and a

self-consistent model must be included in the simulations. Using a self-consistent model, it was

found that to achieve oscillations, wider channels and improved geometries are necessary. VC 2012
American Institute of Physics. [http://dx.doi.org/10.1063/1.4724350]

I. INTRODUCTION

Until the last few years, the terahertz frequency range,

sandwiched between the far infrared and the millimetre

waves, was one of the least explored regions of the electro-

magnetic spectrum, but nowadays there are many efforts try-

ing to conquer the “terahertz gap” because of its countless

applications in a wide range of fields.1,2 Nevertheless, there is

still a long way to go in order to efficiently achieve such an

ambitious goal, mainly due to the lack of room temperature

THz sources. One possibility to follow up is to take advantage

from well known phenomena and devices usually employed

in the microwave field and try to adapt them for higher fre-

quency operation. In this line, we propose to exploit Gunn

oscillations in GaN-based nanodiodes to obtain room temper-

ature sources.

Microwave radiation sources based on Gunn effect3

have been developed for almost 50 years. Currently, the key

aspect is to improve power and heat dissipation and to

increase the oscillation frequency of these Gunn oscillators.

GaN has several features that turn this semiconductor into a

promising candidate in this field. We are referring to its high

electrical strength, directly related to its large energy gap, as

well as its high peak and saturation velocity and its low

relaxation time as compared with other III-V materials typi-

cally used in Gunn diodes.4 In order to improve the heat dis-

sipation and design flexibility with respect to the vertical

structures previously explored (with little success to obtain

Gunn oscillations in GaN diodes),5–7 we have chosen a pla-

nar topology as those proposed for GaAs/AlGaAs and

InGaAs/AlGaAs diodes in Refs. 8 and 9, but using GaN to

take advantage of its excellent properties. In this paper, we

will investigate the use of the special geometry of planar

asymmetric nanodiodes, so-called self-switching diodes

(SSDs), to provide Gunn oscillations. These diodes were pro-

posed by Song et al. in 2003;10 and since then, this seem-

ingly simple device has already demonstrated detection

capability up to 110 GHz in a guided setup,11 and up to 1.5

THz in a free space system,12 both at room temperature, and

even up to 2.5 THz at 10 K in free space.13 The challenge

now is to use it as emitter.

In previous works, by means of Monte Carlo (MC) sim-

ulations,14 the physics of the operation of SSDs and their

static,15 dynamic,16,17 and noise properties18,19 have been

successfully explained. Our research focus, motivated by the

work presented in Ref. 20, showing that the appearance of

Gunn oscillations is promoted by the shape of the SSDs, is

the design and fabrication of a compact, cheap, and room

temperature Gunn source approaching the THz range using

GaN-based SSDs. The initial numerical estimations predict

high frequency oscillations at hundreds of GHz,21,22 but no

experimental evidence has been reported yet. Therefore, the

aim of this work is to improve the modeling and to study in

detail the possibility of achieving THz oscillations by means

of Gunn effect in GaN SSDs. To this end, MC simulations of

the diodes were initially performed. Then, a first batch of

GaN SSDs was fabricated, the results of their experimental

characterization being compared with simulations.

The content of this paper is structured as follows. In

Sec. II, the numerical model and the main features of the

simulated structures are explained. Section III presents the

influence on Gunn oscillations of some characteristic param-

eters of the SSDs (both geometrical and of the MC model)

obtained with a simple standard constant surface charge

model. In Sec. IV we carry out a comparison of those prelim-

inary results with the experimental ones from a first fabrica-

tion run, showing the need for an improved self-consistent

surface charge model, taking into account a more realistic

computation of the surface charge value. Also, the design

strategies to experimentally attain THz generation are
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presented. Finally, in Sec. IV, the main conclusions of this

work are drawn.

II. MONTE CARLO MODEL AND DIODES UNDER
STUDY

To model SSDs, whose typical geometry is shown in

Fig. 1(a), we have made use of an in�house 2D simulator

that consists of a semiclassical ensemble MC code self-

consistently coupled with a 2D Poisson solver. The conduc-

tion band of GaN (Wurtzite crystal structure) is modeled by

three non-parabolic spherical valleys (C1, U, and C3), and the

considered scattering mechanisms are acoustic, optical and

intervalley phonons, ionized impurities, and piezoelectric

scattering. Obviously, because of the geometry of the devices,

a 3D simulator would have been more appropriate, but it

would add a huge computational effort and contribute with

little new information.23 So, as shown in Fig. 1(b), where the

shape of the simulation domain (which includes access

regions) is sketched, only the GaN layer is considered in the

so-called “top-view” simulations, where we include two ad
hoc parameters: (i) a “virtual” background net doping, NDb, is

assigned to this layer (although the associated scattering is

not considered) in order to account for the fixed charges at

the top surface and the heterojunction, and (ii) a negative sur-

face charge density, r, is assigned to the semiconductor-air

interfaces to account for the influence of the surface states

originated during the etching process. NDb and r are the only

two parameters of our MC model to be fixed by comparison

of simulations with experiments. The DC voltages are applied

by step-like biasing. More information about the simulator

can be found in Refs. 24 and 25.

The negative value of the surface charge r (associated

with electrons trapped at surface states) induces that, as a

consequence of Coulomb repulsion, the carrier density near

the sidewalls is lowered, thus leading to a depletion of the

channel. The depletion width at each side of the channel can

be estimated as Wd¼r/NDb. Therefore, the effective conduc-

tion width is Weff¼W� 2Wd, with W the lithographic width

of the channel. The simplest and more standard model for r
(constant surface charge model), is to give it a constant value

independently of the topology, bias, and time. This model is

valid under certain conditions: not very small devices (larger

than the depletion width) and low bias. In order to correctly

simulate the global effect of surface charges on the electron

transport in nanodevices, we have developed a self-

consistent surface charge model of further validity. In such

an improved model, the local value of the surface charge is

continuously updated according to the value of the carrier

density nearby until a stationary behavior is achieved. Fur-

ther details of this model can be found in Refs. 18 and 26.

The DC to AC conversion efficiency is evaluated in

order to analyze the SSDs capability as emitters. To this end,

we used a common technique already used by other

authors:27–29 a single-tone sinusoidal potential of amplitude

VAC is superimposed to a DC bias VDC. These working con-

ditions are somehow equivalent to the operation of the diode

in a resonant circuit with appropriate elements, as shown in

Ref. 27. Under such conditions, the dissipated DC power,

PDC, and the time-average AC power, PAC, are evaluated

and the conversion efficiency, g, is calculated as the ratio

between PAC and PDC, with a minus sign: g¼�PAC/PDC.

Therefore, negative values of g indicate a resistive behavior

of the diode, while positive values mean AC generation from

DC. Also, in order to perform a spectral analysis of the cur-

rent oscillations (when g is positive), the MC extracted cur-

rent sequences, I(t), are transformed into the frequency

domain by means of fast Fourier transform (FFT) to deter-

mine its spectral density, SI (f). We will present both the val-

ues of SI (f) and I normalized in such a way that their

absolute values (in A2s for SI and A for I) in a given device

can be obtained just multiplying by the experimental sheet

electron density in the channel (in units of m�2).

III. MONTE CARLO WITH CONSTANT SURFACE
CHARGE MODEL: ANALYSIS OF BASIC
DEPENDENCES

Previously to the fabrication of the GaN SSDs, we have

performed simulations of different devices using the simple

(and fast) constant surface charge model in order to study the

ability of these nanodevices to generate Gunn oscillations at

room temperature. We have used this simple model to ana-

lyze the influence of some characteristic parameters (both

geometrical and of the MC model), in order to identify the

individual influence of each of them avoiding the complex

effects arising when the surface charges are not fixed. We

will consider as reference structure a diode with L¼ 1 lm,

W¼ 150 nm, WV¼ 200 nm, WH¼ 100 nm, and C¼ 600 nm,

with a background doping NDb¼ 2� 1017 cm�3 and a sur-

face charge density r¼�0.75� 1012 cm�2. As a general

feature, this structure shows oscillations in the current when

the applied voltage exceeds 30 V, originated by the classical

Gunn effect, but no evidence of the onset of the oscillations

is observed in the I-V curves as shown in Figs. 2 and 3 (the

values of the current are obtained as the time average over

long simulations, including a large number of periods when

oscillations are present).

FIG. 1. (a) Typical geometry of SSDs and (b) scheme of the top-view simu-

lations of the GaN channel with the involved parameters (“virtual” doping

NDb and negative surface charge density r). L and W are the length and

width of the channel, respectively, WH the width of the horizontal trenches,

WV the width of the vertical trenches, and C the length of the access region.
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As the two critical parameters in our model are r and

NDb (whose values are unknown and should be determined

by comparison of simulated results with measurements), the

first set of simulations, Fig. 2, analyzes the influence of these

parameters. The I-V curves of the reference structure and

time sequences of the current for an applied voltage of 50 V,

for which this diode exhibits small-amplitude Gunn oscilla-

tions (around 300 GHz), are shown in the figure for several

values of r and NDb. As expected, the higher the value of r,

the higher the induced channel depletion and the lower the

current level, Fig. 2(a). The frequency and amplitude of the

oscillations are also decreased, and even disappear for the

highest r due to the excessive channel depletion.

Concerning the influence of NDb, when r is kept con-

stant, the current is higher as NDb increases because of the

higher electron concentration, Fig. 2(b). Additionally, the

inset shows that the Gunn oscillations are reinforced by a

higher NDb due to a stronger feedback provided by the elec-

tric field allowing the onset and development of such current

oscillations. It is interesting to note that this also makes the

oscillation frequency increase.

The influence of the channel length and the operation

temperature is presented in Fig. 3. As observed, the oscilla-

tion frequency essentially scales with the channel length L
(150 GHz for 2 lm), while the I-V curve is less affected. Just

a change in the slope for low voltages is observed while the

same saturation current is reached for high forward voltages.

We can confirm that, remarkably, Gunn oscillations still

remain even with a strong heating of the diodes (uniform

temperature of 500 K considered in the simulations), condi-

tions expected to occur in these small devices in normal

operation (under very high voltages and large dissipated

power). At 500 K, only a drop of the electron velocity takes

place, so that the current level lowers and the oscillation fre-

quency decreases (from 300 to 260 GHz).

In order to analyze the performance of SSDs operating

as emitters, the DC to AC conversion efficiency, g, has been

evaluated by means of the superposition of a single-tone si-

nusoidal potential of amplitude VAC to a DC bias VDC. The

dependence of g on the frequency of the AC excitation when

varying several parameters is shown in Figs. 4 and 5. We

have first considered four different values for VAC (1, 5, 10,

and 20 V) keeping constant VDC¼ 50 V [Fig. 4(a)], and then

used a variable VDC (40, 50, and 60 V) while VAC is set at

10 V [Fig. 4(b)]. Several bands of AC generation, with a typ-

ical maximum efficiency between 0.1% and 0.5%, are

observed at the fundamental frequency of the Gunn effect

and also at around double frequency. Even if these values

are not very high, as GaN diodes are able to support a large

DC power, the AC power they can deliver could still be of

practical use at such high frequencies.

As expected, the efficiency depends on the amplitude of

both the DC and AC excitation. In particular, lower effi-

ciency at generation bands of higher frequencies is observed

for high amplitudes of AC excitation [see Fig. 4(a)], while

the opposite behavior is observed for the DC amplitude, i.e.,

higher efficiency is found for higher frequency bands as VDC

increases [see Fig. 4(b)].

The influence of NDb, L, T, and r on the efficiency is

shown in Figs. 4(c) and 4(d). Similarly to the previous results

when just a DC excitation is applied, higher values of NDb

FIG. 2. I-V curves of the GaN SSDs (L¼ 1 lm, W¼ 150 nm, WV¼ 200 nm,

WH¼ 100 nm, and C¼ 600 nm) when varying: (a) the surface charge density

r (for NDb¼ 2� 1017 cm�3) and (b) the background doping NDb (for

r¼�0.75� 1012 cm�2). The plotted value of the current is obtained as the

time average for long simulations, including a large enough number of peri-

ods when oscillations are present. The insets show current sequences calcu-

lated for an applied voltage of 50 V.

FIG. 3. I-V curves of the GaN simulated SSDs (r¼�0.2� 1012 cm�2,

NDb¼ 2� 1017 cm�3, W¼ 150 nm, and WH¼ 100 nm) when varying the

channel length L and the temperature (for L¼ 1 lm). The inset show current

sequences calculated for an applied voltage of 50 V (100 V for L¼ 2 lm).
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reinforce the oscillations, thus improving the efficiency. When

increasing the temperature of operation a shift of the emission

bands to lower frequencies takes place because of the smaller

drift velocity of electrons at higher temperature, but the effi-

ciency is not degraded. When comparing the efficiency for

diodes with different channel lengths, wider emission bands

are observed for shorter channels, with the frequency scaling

as 1/L. This result opens the possibility to increase the emis-

sion frequency of SSDs by reducing the channel length.

Finally, a higher surface charge density r, leading to a reduced

Weff, surprisingly provides higher efficiencies.

In all the cases, intriguingly, the frequency of the oscil-

lations observed when the SSDs are biased with just a DC

voltage (around 300 GHz for L¼ 1 lm) lies within the sec-

ond generation band and not the fundamental one (around

150 GHz) of the oscillations taking place in the presence of

an additional AC bias.

In order to explain the previous results and to illustrate

the microscopic processes leading to the presence of genera-

tion at different bands, we will study a diode where four

emission bands are clearly identified, as shown in Fig. 5.

Figure 6 shows the profiles of carrier concentration and elec-

tric field along the centre of the channel: (i) at one given

time for different frequencies of the AC excitation (at the

centre of each generation band), Figs. 6(a) and 6(b), and (ii)

at different equidistant time moments during one period of

excitation with an AC signal of 310 GHz (central frequency

of the fourth generation band), Figs. 6(c) and 6(d). As

FIG. 4. DC to AC conversion efficiency g as a function of the frequency of the AC excitation when varying: (a) the AC bias conditions (VDC¼ 50 V), (b) the

DC bias conditions (VAC¼ 10 V), (c) background doping NDb and temperature T, and (d) channel length L and surface charge r (NDb¼ 1� 1017 cm�3). Unless

otherwise indicated, L¼ 1 lm, W¼ 150 nm, WV¼ 200 nm, WH¼ 100 nm, C¼ 600 nm, r¼�0.2� 1012 cm�2, NDb¼ 2� 1017 cm�3, and T¼ 300 K. In (c) and

(d), VDC¼ 50 V and VAC¼ 10 V (except for the case L¼ 2 lm, for which VDC¼ 100 V and VAC¼ 20 V).

FIG. 5. DC to AC conversion efficiency g as a function of the frequency of

the AC excitation for a diode with L¼ 2 lm, W¼ 150 nm, WV¼ 300 nm,

WH¼ 100 nm, C¼ 600 nm, r¼�0.2� 1012 cm�2, NDb¼ 2� 1017 cm�3, and

T¼ 300 K. VDC¼ 100 V, and VAC¼ 7 V.
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observed, an increasing number (from 1 to 4) of charge

domains (high field regions) drift along the channel for

increasing frequencies of the AC excitation at the centre of

each generation band. These domains are originated by the

transfer of electrons from the C1 to U valleys (with higher

effective mass) in the conduction band of GaN, as occurs in

standard GaAs Gunn diodes. It is also noteworthy that the

peak frequencies of the higher generation bands are not

exactly integer multiples of the fundamental oscillation

because the formation of more than one accumulation do-

main increases the “dead space” (distance needed for the for-

mation of the domain) at the entrance of the SSD.

The remarkably high values of the electric field

observed in Fig. 6 do not pose any problem for the correct

simulation of the carrier dynamics even if the MC model

does not include impact ionization processes, since the elec-

tron energy is not still high enough for generating a signifi-

cant number of electron-hole pairs. Indeed, such electric

fields are still well below the breakdown field of Wurtzite

GaN.

IV. COMPARISON WITH EXPERIMENTAL RESULTS:
MC SELF-CONSISTENT SURFACE CHARGE MODEL

In order to fix the value of the fitting parameters of the

MC model, r and NDb, we have compared our simulations

with experimental measurements obtained from the first run

of GaN SSDs fabricated at IEMN following the guidelines of

MC results. The devices are made on an epitaxial layer con-

sisting of 1.8 lm of undoped hexagonal GaN ([0001] orienta-

tion) on a HR Si substrate, with a barrier of 23 nm of

Al0.3Ga0.7 N and covered by 5 nm of SiN for passivation. We

have decided to use GaN on Si because of its lower price, in

spite of the poorer thermal conductivity since, as confirmed

by the results shown in Sec. III, heating should not be a criti-

cal issue for the onset of Gunn oscillations (even if the tem-

perature increase has an important effect in the I-V curves).

Measured values of sheet carrier density ns in this epilayer

are in the range 6–8� 1012 cm�2, with a Hall mobility around

1200 cm2/Vs. The fabrication process starts by depositing

ohmic contacts (Ti/Al/Ni/Au, with a resistance of 0.3 X mm)

and isolation by ionic implantation (Heþ). Then, the etching

of the trenches takes place (with a PMMA resist and induc-

tively coupled plasma (ICP) chlorine based technology), and

finally the top metal layer (Ti/Pt/Au) is deposited for coplanar

waveguide line access. Several sizes and arrays of SSDs have

been processed. A strong technological effort has been neces-

sary in order to obtain a deep etch (45 nm) together with a

small recess width (50 to 100 nm), as shown in Figs. 7(a) and

7(b). Figure 7(a) is a SEM view of an array of 16 SSDs in

parallel, and Fig. 7(b) a FIB cut view showing the shape of

the trenches. We want to remark that this is a completely new

FIG. 6. Profiles of (a) and (c) carrier concentration and (b) and (d) electric field along the centre of the channel of one SSD at room temperature for

VDC¼ 100 V and VAC¼ 7 V. Curves in (a) and (b) correspond to a given time within one period of the AC signal for frequencies at the center of the emission

bands observed in Fig. 5 (60, 140, 230, and 310 GHz). In (c) and (d), they correspond to equidistant time moments during one period of the AC excitation of

frequency 310 GHz. The diode has L¼ 2 lm, W¼ 150 nm, WV¼ 300 nm, WH¼ 100 nm, C¼ 600 nm, r¼�0.2� 1012 cm�2, and NDb¼ 2� 1017 cm�3. Vertical

lines indicate the position of the vertical trenches and the end of the channel.
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technological process and these are the first ever SSDs fabri-

cated on GaN. The electrical characterization of several top-

ologies (different number of channels in parallel: 1, 4, 16,

and 32 SSDs) are shown in Figs. 8(a) and 8(b). The correct

linear law of the current versus the number of SSDs in paral-

lel, inset of Fig. 8(a), shows that there is no apparent thermal

limitation associated to the Si substrate. MC simulations also

indicate that there is not a phase mismatch between the possi-

ble Gunn oscillations within the individual channels.22 More-

over, the dependence of the I-V curves on the length and

width of the channels, Fig. 8(b), follows the trends observed

in simulations, what validates the quality of the fabrication

process. From these results, we have estimated the width of

the depletion region Wd, obtaining a value of 25 6 5 nm for

both 1 lm and 2 lm channels. Then, taking into account that

Wd¼r/NDb within the constant surface charge model, we

have performed simulations using several values of r and

NDb, always providing a ratio of 25 nm. The obtained com-

parison with the experimental results is shown in Fig. 9. As

observed, for the lowest values of r and NDb, it is possible to

fit the ohmic conductance (slope at low voltage), and for the

highest values, it is possible to obtain a similar saturation cur-

rent (both for forward and reverse bias). However, there is no

set of parameters able to correctly reproduce the whole I-V
curve (even without keeping the ratio of 25 nm, results not

shown), thus indicating that the simple constant surface

charge model used in these MC simulations is not adequate

for the modeling of these devices.

The fact that the constant surface charge model used so

far in the simulations is unable to reproduce the experimental

results indicates that the surface charge density along the

boundary of the trenches is strongly non-homogeneous and

voltage dependent, thus leading to the low saturation voltages

and currents measured in the SSDs. Other possible reason for

FIG. 7. (a) SEM image of an array of 16 SSDs in parallel and (b) FIB cut

view showing the shape of the recess.

FIG. 8. Experimental I-V characteristics of (a) arrays of SSDs with different

number of diodes in parallel with L¼ 1 lm and W¼ 75 nm, and (b) of a single

SSD with different lengths and widths (all with WV¼ 100 nm, WH¼ 50 nm,

and C¼ 400 nm). The inset in (a) shows the current for an applied bias of

10 V as a function of the number of SSDs in parallel.

FIG. 9. Comparison between measured and simulated I-V curves for a diode

with L¼ 1 lm and W¼ 75 nm with different sets of values of NDb and r pro-

viding the same Wd¼r/NDb¼ 25 nm.
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the discrepancies could be heating effects, not self-

consistently considered in the MC simulations. As pointed out

in Sec. II, to account for the dependence of the surface charge

on the position and applied voltage, we have to make use of

the self-consistent model. Basically, this model allows a local

auto-adaptation of the surface charge at the boundaries

according to the evolution of the carrier concentration in the

conductive channel, which depends on position and bias. As a

consequence, the effective channel width is locally modu-

lated, and in a different way for each applied voltage. Figure

10 compares the MC results obtained for SSDs with L¼ 1 and

2 lm and W¼ 75 and 150 nm with the measured I-V curves in

devices with the same geometry (NDb¼ 1� 1017 cm�3 is con-

sidered). MC simulations are now able to satisfactorily repro-

duce the experimental behavior of the current, both for high-

bias (saturation) and low-bias, and for SSDs with different

values of channel length and width. The value used to convert

the current densities (in A/m) obtained from the 2D simulator

to absolute currents (in A) is the transversal size that provides

the experimental sheet carrier density of the layer structure

(ns), thus obtained as Z¼ ns/NDb. In this particular case, we

are using ns¼ 8� 1012 cm�2, well within the range of experi-

mental values measured in our epilayers. Even if the low-

voltage conductance and the saturation current are not per-

fectly reproduced, the comparison is much more favorable

than with the constant surface charge model. A more satisfac-

tory fitting could be obtained considering the exact dimen-

sions (underetch of about 20 nm has been detected in the SEM

images of the devices) instead of the nominal ones used in the

design tool. Heating effects (not considered here) could also

be important, mainly for the higher current levels.

In order to understand the effect of the self-consistent

charge model, in Fig. 11, the profiles of the surface charge

(or, equivalently, theoretical induced depletion Wd) for differ-

ent bias and geometries are shown. It can be observed that

they are non-homogeneous and strongly dependent on the

applied voltage. The self-adaptation of the surface charge

provides values of Wd about 25�30 nm at equilibrium,

Fig. 11(a), very close to those obtained from the experimental

measurements, thus supporting the physical consistency of

this model. The evolution of the profiles of Wd with the

applied voltage, reported in Fig. 11(b), explains the saturation

of the current for voltages lower than in the case of using the

constant surface charge model, and the lower value reached

by the current. Since the voltage applied to the anode contact

Vbias reaches the sidewalls of the trenches surrounding the

channel, it acts similarly to the gate voltage in a field effect

transistor. This means that by increasing Vbias, the carrier con-

centration in the channel should increase. That is what hap-

pens with the constant surface charge model, in which the

current increases with positive Vbias and only for very high

FIG. 10. Comparison between experimental and simulated I-V curves

of SSDs with channel length (a) 1 lm and (b) 2 lm (WV¼ 100 nm,

WH¼ 50 nm, and C¼ 400 nm). The self-consistent charge model is used

with ns¼ 8� 1012 cm�2 and NDb¼ 1� 1017 cm�3.

FIG. 11. Profiles of theoretical induced depletion Wd¼r/NDb originated by

the surface charge in the diodes of 1 lm length and two different widths

(W¼ 75 and 150 nm). (a) Equilibrium conditions. (b) Positive applied vol-

tages. Solid lines correspond to W¼ 150 nm and dashed lines to W¼ 75 nm.
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voltages, a trend to saturation is observed due to electron ve-

locity saturation effects in GaN (see, e.g., Fig. 2). However,

in the case of the self-consistent model, when the carrier con-

centration tends to increase because of a higher Vbias, the sur-

face charge also increases, as observed in Fig. 11(b), due to

the presence of more carriers close to the boundaries of the

trenches. The final result is that the influence of an increase

of Vbias on the carrier concentration in the channel is compen-

sated by an enhanced r, so that a saturation regime is reached

in the current, taking place for values of Vbias much lower

than with constant surface charge. The increase of r with

Vbias is also non-homogeneous along the channel, being more

pronounced at the entrance for low voltages, while for vol-

tages beyond the threshold for intervalley transfer is more

significant at the anode side of the channel, where intervalley

mechanisms lead to an accumulation of electrons. As a conse-

quence of the presence of an enhanced surface charge, the

channel region close to the trenches is depleted even for high

voltages applied to the anode, thus localizing the current flux

along the centre. This is opposite to what is found in the sim-

ulations using the constant surface charge model (not shown),

in which once the applied voltage has compensated the deple-

tion originated by the constant r, more and more carriers are

attracted towards the sidewalls by the positive Vbias, and elec-

trons accumulate in their vicinity.

The role played by the charges present at the etched

surfaces was known to be essential in the behavior of the

SSDs,15 but these results show an unexpectedly strong influ-

ence, mainly due to the high applied voltages (much higher

than in previously fabricated GaAs- or InGaAs-based SSDs).

Indeed, the geometry of the first fabrication batch of diodes

was designed with narrow channels (75 and 150 nm) expect-

ing to have an electron concentration in the channel high

enough for the onset of oscillations (relying on the results

obtained with the constant surface charge model shown in

Sec. III). However, unfortunately both experimental measure-

ments (S parameters up to 325 GHz) and MC simulations

with the self-consistent model exhibited no oscillations due

to an insufficient electron density in the channel. Thus, the

width of the channels must be increased in order to achieve

the onset of Gunn oscillations. As an example, Fig. 12 shows

results for diodes with larger widths (up to 750 nm), always

keeping a channel length of 1 lm, obtained with the MC sim-

ulator using the self-consistent surface charge model. It is

observed that current oscillations only appear for channels

wider than 500 nm, with threshold voltages of about 40–50 V

and frequencies around 300 GHz. In these diodes with wider

channels, MC results including the self-consistent charge

model exhibit the same qualitative dependencies and basic

operation as those discussed in Sec. III, obtained with con-

stant charge. Other approaches that may allow the onset of

Gunn oscillations by modifying the geometry of the SSDs are

being investigated at this moment and, together with wider

channels, will be considered in next fabrication batches.

In Ref. 30, low-frequency noise measurements were

suggested as an indicator of high-frequency oscillations as

illustrated by calculations performed, with the constant sur-

face charge model, in a reference GaN SSD with a geometry

(1 lm long, 80 nm wide channel) similar to those analyzed

here. As explained above, because of surface charge issues,

such structures, when fabricated with our technology, have

been found unable to generate Gunn oscillations. However,

the proposed indicator is expected to be of validity in appro-

priately designed diodes.

V. CONCLUSIONS

The potentiality of GaN based planar asymmetric nano-

diodes for the generation of THz signals exploiting Gunn

effect has been analyzed. MC simulations have been used to

confirm the principle of operation of the diodes and the de-

pendence of their performance on several geometrical and

physical parameters. The 1 lm channel length SSDs exhibit

oscillations for voltages above 30 V at frequencies higher

than 300 GHz.

A first batch of diodes (a challenge in GaN technology

because of their small dimensions) has been successfully

fabricated. However, no oscillation was found due to the

strong and unexpected influence of surface charge that was

identified by means of MC simulations (in which a self-

consistent charge model was necessary to reproduce the ex-

perimental I-V curves). Such a model evidenced the presence

of an enhanced surface charge under far-from-equilibrium

conditions due to the very high voltages applied to the diodes

(necessary for the onset of the oscillations). The depletion

induced by the surface charge reduces the carrier concentra-

tion in the channel to a level that inhibits the appearance of

oscillations.

MC simulations indicate that wider channels where car-

rier concentration is larger and improved geometries to coun-

teract the influence of surface charge must be used in future

fabrication runs in order to achieve the oscillations.
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FIG. 12. Current sequences for diodes with different widths and applied vol-

tages of 20, 30, and 50 V. The channel length is 1 lm and the temperature of

operation is 300 K. The numbers in the graph correspond to W in nm. The

chosen value for ns is 8� 1012 cm�2.
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Appl. Phys. Lett. 94, 093512 (2009).
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