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The rest of the paper is organized as follows: Section 2

gives an overview of related work and outlining our goals.

Section 3 defines the network model. Section 4 describes our

platform and develops our approach. Section 5 evaluates the

performance of the algorithm proposed. Conclusion and future

Works are presented in Section 6.

II. RELATED WORKS

A geographic routing is based on location nodes. The

efficiency of an algorithm for locating and routing is measured

by the satisfaction of the constraints; for example the energy

consumption and the choice of the optimal path routing

messages to a destination.

A. Geographic routing

Several studies dealing with geographic routing algorithms

[3]–[9]. The geographic routing algorithms presented in the

state of art switch between greedy mode and recovery mode,

according to the network topology. In a greedy approach

(greedy geographic forwarding), the nearest node is selected

from the neighboring nodes, it is possible to use the Euclidean

distance between the current node and the destination [5].

On the other hand MFR (Most Forward Within Radius) [10]

prefers the neighbor with the shortest projected distance on the

straight line joining the current node and the destination.

B. Location

Many methods assume that some sensors (called anchors)

know their position via GPS, or human intervention.... The

systems location deduced the positions of other nodes based

on the coordinates of the anchors sensors. An examples of

these methods are described in [2], [11]–[13].

Other techniques allow calculating the distances separate the

nodes with their neighbors. The most popular methods that

calculate the distance between two neighbors are, the RSSI

[14], TOA [15] and AOA [16]. The method RSSI (Received

Signal Strength Indicator) measures the signal strength at

the receiver, based on theoretical and empirical models, the

weakening of the signal received by the receiver will be

translated into distance. To refine the measure, we consider

that a RSSI value can always be obtained through several

consecutive measurements of received power, a mainly in the

mobility.

To conclude this section, the geographic routing is well

adapted to the sensor networks. In fact, it requires only local

information network, in order to give the adapted coverage

to the network. The confidence range of the result depends

essentially on the environment of network deployment (Indoor,

Outdoor).

III. THE TOPOLOGIE

A. Problematic

Illustrated for the proposal of this paper, we consider the

following scenario: mobile sensors move by taking a defined

trajectory, and they have to send measurements to a fixed sink

in order to treat or register them. The sink serves as a gateway

to another network on which measurements are transmitted. It

is assumed that the antennas are unidirectional and denote the

radius RC communications, Two cases are presented:

1) If the distance D between the mobile sensor and the

sink is less than RC at any point of the trajectory, the

transmission can always be direct between the sensor

and the sink.

2) Otherwise, the mobile sensor is sometimes outside the

coverage area of the sink as shown in figure1.

Fig. 1. Example of trajectory with D > RC

It is necessary to predict fixed and mobile relay nodes to ensure

connectivity between the mobile and the sink. The question is

about the number of mobile relay in our study. Relay nodes

that will ensure communication between a mobile node and

the sink must take the same trajectory than the mobile node.

In our case study, and to simplify the problem, we are

limited to a circular path and we considered a single mobile

node that performs the action. The sink is located close to the

path of this node, relay nodes are mobile, they move with the

same speed as the mobile node.

B. Topology for circular path

The purpose of this section is to calculate the minimum

number of mobile node ”N” must be implanted in the circular

path to ensure full coverage of the trajectory of the mobile.

The figure2 shows the study case chosen, in which the

mobile sends information to the relay node that is upstream

or downstream according to its position in the path.

We consider the vector �U connecting two closest mobile

relay R3 and R4, �W the vector that gives the position of the

mobile relay R4 relative to the center of the path, and �V the

vector which gives the position of the mobile relay R3. β is

the angle between the two vectors. Express the angle β as a

function of communication radius ”RC”, the path radius ”r”

of the mobile, and ”d” the Euclidean distance between R3 and

R4.

we have:
�U = �W + �V (1)

��U�2 = ��V �2 + � �W�2 − 2��V � × � �W� × cos
�

(�V , �W ) (2)

��V � = � �W� = r (3)

��U� = d (4)



Fig. 2. Circular path for the case N=7

�
(�V , �W ) = β (5)

Expression (2) will be:

d2 = 2r2 − 2r2 cos(β) (6)

β = arccos(1−
d2

2r2
) (7)

The distance between two neighboring nodes ”d” must be

less than or equal to the radius of communication RCmax,

beyond this distance, the nodes cannot communicate properly

figure3.

On the other hand if d is less than RCmax
2

the message sent

by the sensor at position i is received both by the sensor at

position i + 1 and i + 2 figure4. The value of N should be

Fig. 3. Case RCmax Fig. 4. Case RCmax

2

chosen so that ”d” is between RCmax and RCmax
2

.

�
2π

β
� ≤ N < �

4π

β
� (8)

IV. GEOGRAPHIC ROUTING

Before deployment, each sensor has a vision of the local

network, through the knowledge of its neighbors. The main

idea of the geographical routing algorithm is explained as

follows: when the mobile node decides to send a message,

it must calculate, through knowledge of its position, the best

path to the sink. It will transmit this information to the next

node in the path. The relay nodes do the same upon receipt

of a message. There is another method of communicating

periodically the number of hops from the sink period must

be very large compared to its speed. The receiver of these

messages stocks information in a table that associates each

neighbor to the number of hops. This receiver communicated

its neighbors. This method is expensive in the energy and

rating bandwidth. The position of the mobile is calculated

Fig. 5. the possible paths

locally using an acceleration sensor figure6

Fig. 6. Mobile node

A. Dynamics of system

To give a model for this problem, we represent the dynamics

of the system by a state model as follow:
�

Ẋ = AX

h(x) = CX
(9)

It is assumed that the mobile node has a circular rotation with

any speed: ω(t) = θ̇(t) We consider in the plane a landmark

(O,X, Y ) where the origin O is a fixed point, which is the

center of the trajectory (figure7). In this case, the position

vector is written as: �
x = R cos(θ(t))
y = R sin(θ(t))

(10)

We deduce the acceleration vector of (10):
�

ax = ẍ = −Rθ̈(t) sin(θ(t))−R(θ̇(t))2 cos(θ(t))

ay = ÿ = +Rθ̈(t) cos(θ(t))−R(θ̇)(t)2 sin(θ(t))
(11)

We suppose:

Ẋ =




ẋ1

ẋ2

ẋ3

ẋ4


 =




ẋ

ẏ

ẍ

ÿ


 (12)

Taking into account equations (9), (10) and (12), the equation

of state is:


ẋ1

ẋ2

ẋ3

ẋ4


 =




ẋ

ẏ

ẍ

ÿ


 =




0 0 1 0
0 0 0 1

−θ̇2 −θ̈ 0 0

θ̈ −θ̇2 0 0







x1

x2

x3

x4


 (13)



Fig. 7. position of the mobile

The signals accessible to measurement are the acceleration

components, and then we take as an output.

Y = h(x) =

�

ẋ3

ẋ4

�

=

�

−θ̇2 −θ̈ 0 0

θ̈ −θ̇2 0 0

�









x1

x2

x3

x4









(14)

Finally the representation of system state is:
�

Ẋ = A(θ̇, θ̈)X

Y = C(θ̇, θ̈)X
(15)

With:

A(θ̇, θ̈) =









0 0 1 0
0 0 0 1

−θ̇2 −θ̈ 0 0

θ̈ −θ̇2 0 0









(16)

C(θ̇, θ̈) =

�

−θ̇2 −θ̈ 0 0

θ̈ −θ̇2 0 0

�

(17)

B. Luenberger observer

Values useful in the measures are the values of x and y

according to the (15). The difficulty is solving this equation

system (non-stationary system). For this, we propose a rat-

ing system named observer luenberger [17]. The Luenberger

observer takes the form:






˙̂
X = AX̂ +B(X̂)u+K(Y − Ŷ )

Y =

�

y1
y2

�

= C(u)X̂
(18)

The equation (18) allows the observer to ask the following:

˙̂
X = (A(θ̇, θ̈)X̂ −KC(θ̇, θ̈))(X − X̂) (19)

The difference between the equation (18) and Equation (19)

introduced the following error:

˙̂
X =

�

A(θ̇, θ̈)−KC(θ̇, θ̈)
�

X̃ (20)

With the estimation error: X̃ = X − X̂

The matrix K can fix the dynamic convergence of the

observer. We can consider that F (t) = (A(θ̇, θ̈)−KC(θ̇, θ̈))
belongs to a convex polytope with four vertices. It suffices to

find a matrix P = PT > 0 and a gain K such that:

P (Ai −KCi) + (Ai −KCi)
TP < 0, ∀i = 1, 2, 3, 4 (21)

Where Ai and Ci represent matrices (16) and (17) for each of

the four vertices of the polytope defined by:

θ̇ ∈ [a1 a2] et θ̈ ∈ [a3 a4] with known ai.

We can solve (21) as LMI (Linear Matrix Inequality) by setting

Y = PK in (21). The study of eigenvalues of (A−KC) is not

enough because it takes a single Lyapunov matrix P for the

four vertices of the polytope. In order to the four LMIs in (21)

have a solution; it is necessary that the unstable eigenvalues of

Ai are observable with Ci. If we want to place the eigenvalues

of (Ai − KCi) left of a vertical line ”−αi”, we replace the

formula (21) by:

P (Ai+
αi

2
I−KCi)+(Ai+

αi

2
I−KCi)

T P < 0, ∀i = 1, 2, 3, 4

(22)

V. MAIN OBJECT OF THE ALGORITHM

Before deployment, each sensor recognizes the successor

sensor and pre-immediate successor neighboring and

Algorithm 1 Update contact and address of the recipient

function FindRout()
Begin

(x,y)=calcul()
Synchronize()
if IamMobile then

if x2 < x < x3 and y < 0 then

MyParentAdress ← Sink

else if (x1 < x) then

MyParentAdress ← RouterLast

else if (x2 > x) then

MyParentAdress ← RouterNext

end if

else if IamRouter then

if x2 < x < x3 and y < 0 then

MyParentAdress ← Sink

else

MyParentAdress ← Default

end if

end if

End

finally the routing geographical positions P1, P2 and P3

figure5. Following deployment, each sensor measures acceler-

ation and updates its coordinates (x, y). The main idea of the

algorithm is: when a mobile sensor wants to send a message

(or relay a message) it compares, through his knowledge of

its position, the best path (the closest geographically) between

him and the destination and transmits the message to the next

node in the path. The nodes are programmed with an event

programming; nodes make measurements with a frequency of

100Hz. The function calcul return the x and y coordinates,

the function synchronizes resets each time by the magnet,the

function find rout updates the destination address according

to the position of the mobile and the postions P1(x1, y1),
P2(x2, y2) and P3(x3, y3), each node will have the adresses

RouterLast, RouterNext and Sink.



VI. EXPERIMENTAL PLATFORM

To realize the approach of geographic routing, and validate

the theoretical passages, we established an experimental

platform described in figure8, to perform real experiments.

We set the mobile nodes at the end of propellers driven by

a synchronous motor; the motor is controlled by a variable

speed to ensure a constant speed. We also placed a magnet

to synchronize the coordinates (x, y). Only one mobile node

performs measures, while others perform the relay function.

We implemented the same routing algorithm on all mobile

nodes. The sensor nodes are used with MicaZ Mts310
senserboard, programmed with TinyOS [18] with a low power

radio, and we removed the antennas to reduce the maximum

focused radio. The type of accelerometer used is ADXL202
with two axes (x, y); the measurement range is ±2g. The

ADXL202 may measure both dynamic acceleration (for

example vibration), and static acceleration (for example

gravity), the measured acceleration depends on the supply

voltage. So, we adapted the measure to the supply voltage

node.

We have been experimenting with a 20tr/min as rotation

speed; the nodes are programmed to take measurements of the

acceleration with a frequency of 100hz or 300 measure per

rotation. We placed a sniffer node, to analyze traffic across

our network (Packet loss, message flows, the information sent

Fig. 8. Experimental Platform

by NAP, the details of association, etc.). We considered data

from the senserboard Mts310 following experience with the

mobile node. The movement described by the latter is uniform

circular in a horizontal plane. figure9 presents measurements

of the acceleration vector from the card Mts310 during the

first sixty seconds.

VII. EXPERIMENTAL RESULTS

The accelerometer data are biased. This is mainly due to

the gravity and vibration of the propeller. Remove from the

acceleration the static part is not enough. We cannot calibrate

the sensor, because the static bias is not always the same

value, and is different from the dynamic bias. By integrating

acceleration, we get the speed, and we accumulate a bias.

To avoid this pitfall we shift position once the mobile passes

Fig. 9. Measurements of acceleration in the moving frame In m/s2 from the
senserboard Mts310

through the axis (O, �X) it means that, the mobile set the angle

to zero once it detects the presence of the magnet figure8. We

can also add an observer who thwarted the drift velocity.

Fig. 10. the theta value calculated by the mobile in radians

At system startup, the angle theta measured gives us an

idea of the angle between the mobile and the axis of the

abscissa. Once the mobile node detects the presence of the

magnet, it resets the theta value by zero, the theta value

enables the mobile to calculate the coordinates (x, y) figure8.

These coordinates will permit the algorithm routing to make a

decision to change the relay. During the experiment with the

Fig. 11. Change relay

mobile node knows its position with better precision.

Figure12 shows that the routing algorithm embedded on the

mobile node changes dynamically the relay according to the

position, it is attached to R1 if its coordinate x less than zero,

or it attaches to the sink once its abscissa passing through

the threshold y0. Once the ordered x becomes positive, it



Fig. 12. Change relay

attaches to R3. Every time the mobile detects the magnet, and

initializes theta. The consumption of the mobile node is linear,

these values were experimentally measured with an electronic

circuit, which allows us to deduce the energy consumption,

and we found the same curve with the simulation.

Fig. 13. delivery times of messages in seconds

Fig. 14. Energy consumption in joules

The delay value changed figure14 depending on the position

of the mobile, and according to the number of hops. We also

note that the time increases from 0.006s to 0.013s, which

explains that the mobile moves away from the sink, then the

time passes its maximum value 0.019s at t = 14s, the time

drops to 0.012s, we can know the position of our mobile node

from the delay.

VIII. CONCLUSIONS AND FUTURE WORKS

In this work we aim to optimize the routing in a mobile

sensor network traveling the same path (circular path). This

type of network can be used for monitoring or controlling

system, it must operate under time pressure constraints in

addition to optimal energy. We proposed a method for topol-

ogy routing optimization of a circular path that is simple

but frequently used. We also proposed a geographic routing

algorithm. Experimental results have shown the contribution

of this algorithm that ensures optimal delivery times. Thus it

helps to improve the performance and lifetime of the network.

We plan to extend our study using directional antennas,

which should provide a significant gain since the mobile knows

the position of the bridge after learning. We will also develop

an algorithm to adapt the radio range depending on the position

and the remaining energy of nodes and a model for energy to

facilitate maintenance. We also plan to extend our study to

other more complex mobile trajectories.
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