
HAL Id: hal-00787143
https://hal.science/hal-00787143

Submitted on 6 May 2013

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Electronic spectroscopy of UO2(2+), NUO(+) and
NUN: an evaluation of time-dependent density

functional theory for actinides.
Pawel Tecmer, Andre Severo Pereira Gomes, Ulf Ekström, Lucas Visscher

To cite this version:
Pawel Tecmer, Andre Severo Pereira Gomes, Ulf Ekström, Lucas Visscher. Electronic spectroscopy
of UO2(2+), NUO(+) and NUN: an evaluation of time-dependent density functional theory for ac-
tinides.. Physical Chemistry Chemical Physics, 2011, 13 (13), pp.6249-59. �10.1039/c0cp02534h�.
�hal-00787143�

https://hal.science/hal-00787143
https://hal.archives-ouvertes.fr


Electronic spectroscopy of UO2+
2 , NUO+ and NUN: An Evaluation of

Time-Dependent Density Functional Theory for actinides
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The performance of the time-dependent density functional theory (TDDFT) approach has been evaluated for the electronic

spectrum of the UO2+
2 , NUO+ and NUN molecules. Different exchange-correlation functionals (LDA, PBE, BLYP, B3LYP,

PBE0, M06, M06-L, M06-2X, CAM-B3LYP) and the SAOP model potential have been investigated, as has the relative

importance of the adiabatic local density approximation (ALDA) to the exchange-correlation kernel. The vertical excitation

energies have been compared with reference data obtained using accurate wave-function theory (WFT) methods.
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1 Introduction

The importance of theoretical modeling in furthering the un-

derstanding of the chemistry of actinide-containing systems,

compared to other branches of chemistry, is by now well es-

tablished. This prominent role has to do with the experimental

difficulties involved in actinide research: besides the acute ra-

diotoxicity of most species, which place severe restrictions on

laboratory manipulations, the wide range of oxidation states

possible for early actinides (U–Am), together with a relative

ease of changing their oxidation states often makes it difficult

to isolate and characterize species.

One of the most active areas of chemical research on ac-

tinides is related to the reprocessing of nuclear waste, whose

objective is to separate uranium and plutonium from the other

(minor) actinides. Such separation has implications both to the

recycling of irradiated nuclear fuels (by allowing the retrieval

of important quantities of U and Pu from spent fuel and their

subsequent reconversion back to usable fuel) and to the dis-

posal of nuclear waste (as it decreases the volume of material

to be stored). While separation methods based upon liquid-

liquid extraction ion-exchange, such as the plutonium uranium

extraction (PUREX)1,2 or transuranic extraction (TRUEX)3

processes are rather well established, the details of the inter-

action of the extraction ligand with the actinide species (such
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as the simple atomic ions Acn+ or the frequently found actinyl

(AcOn+
2 ) species) are still far from fully understood.

Bridging this gap in understanding would be particularly

helpful in designing more efficient and selective complexing

agents. Modeling this process is challenging, because it re-

quires an accurate description of the actinide and the com-

plexing species, as well as their interactions with the solvent

environment. This is currently only possible with Density-

Functional Theory (DFT), as its relatively modest computa-

tional cost makes the study of structure and energetics of rela-

tively large model complexes possible, even in the condensed

phase.4–12

Notwithstanding this progress, the success of DFT still de-

pends on careful parametrization and benchmarking studies

that establish the reliability of exchange-correlation function-

als for a particular application. This is particularly serious

for molecules containing heavy elements since such systems

were usually not accounted for in the parametrization and val-

idation stage of the currently available density functionals.

One particular reason for concern is the strong (static and dy-

namic) electron correlation effects in actinides. The 5 f ,7s,6p

and 6d orbitals should all be considered valence orbitals that

can contribute to the chemical bonding. While energetically

close, these orbitals have a rather different spatial character

making the description of the exchange-correlation interac-

tion by a density functional more difficult than for lighter el-

ements. These difficulties have been investigated for uranium

oxides13, showing that DFT, using proper functionals, is typi-

cally suitable for geometry optimization and thermochemistry

of the electronic ground state for these systems. Based on a se-

ries of studies of solvated uranium fluorides and oxofluorides
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Schreckenbach and Shamov14 conclude that GGA functionals

yield accurate geometries and frequencies while hybrid den-

sity functional theory (DFT) functionals are found to be supe-

rior for the thermochemistry.

The question of suitability of DFT for studying actinide-

containing molecules carries over to its time-dependent gen-

eralization (TDDFT), which is is used to calculate properties

depending upon the response of the density to an external per-

turbation. These calculations allow one to predict and analyze

electronic spectra, polarizabilities or magnetizabilities, and vi-

brational Raman spectra, all of which are useful tools in study-

ing the interactions of the actinide system with the complex-

ing agents, or of that complex with the environment. While

TDDFT has been shown to work rather well for some tran-

sition metal excited states15–17, currently there are still only

relatively few studies18–20 assessing the reliability of TDDFT

for actinide-containing molecules.

The aim of this paper is, therefore, to explore different fla-

vors of TDDFT for the calculation of electronic spectra for

such systems - that is, evaluating (meta-)GGAs and (meta-

)hybrid functionals within the adiabatic approximation. We

will also study the further approximation of replacing the

derivatives of the functionals in the exchange-correlation (XC)

kernel by the simpler LDA approach (ALDA) that is often

used to simplify the implementation of TDDFT.

Our initial focus will be on small molecules, namely UO2+
2 ,

NUO+ and NUN, since: (a) they are closed-shell systems in

their ground-states, thus avoiding problems with the validity

of the reference state for TDDFT; (b) they are all isoelectronic,

making it instructive to see how changes in, for instance,

electronegativity of the ligands affect the spectra; (c) the -

N=U=N- and O=U=N- groups appear in larger organometal-

lic systems, so they can serve as stepping stones for descrip-

tion of their oxo(MO), imido (MNR) and phoshorane imi-

nato (MNPR3)21–24 analogs, which are very important in nu-

clear waste separation, and (d) in contrast to UO2+
2 , which

has received extensive attention from theoreticians18,20,25–30,

the electronic spectra of the isoelectronic species NUO+ and

NUN31–33) have not yet been investigated in detail.

The lack of of experimental data requires that our assess-

ment be done by comparison with accurate wavefunction-

based (WFT) calculations, namely the complete active space

second-order perturbation theory (CASPT2)34,35 and interme-

diate Hamiltonian Fock-space coupled cluster (IHFSCC)36–38

methods. Our aim in using both in tandem is to provide a

cross-validation of WFT results, and to get access to the rich

set of analysis tools available for CASPT2 (in our case popu-

lation analysis of the excited states).

CASPT2 and IHFSCC are examples of multi-reference

approaches to the electron correlation problem, and are

know to perform well for actinide and other heavy element-

containing molecules since such systems often present

(nearly-)degenerate electronic states19,39–41 (e.g. half-filled f

shells etc). Unsurprisingly, they also show a very good per-

formance in cases where the reference wavefunction is still

dominated by a single determinant27,42.

The IHFSCC method is particularly interesting here be-

cause of its ability to yield a number of electronic states of

the molecule (and those due to electron attachment or detach-

ment) in a single calculation. Furthermore, as all states have

a common Fermi vaccum, it has as advantage the elimina-

tion of a potential bias towards a given reference state. The

Intermediate Hamiltonian ansatz thereby circumvents a well-

known drawback of the Fock Space (FS) (and other multiref-

erence coupled cluster) approaches by largely eliminating the

intruder states that could otherwise obstruct the convergence

of the FSCC algorithm. As it is beyond the scope of this

work to discuss in depth IHFSCC and other coupled-cluster

approaches for the calculation of electronic spectra, we refer

the reader to recent reviews43–45.

We note that spin-obit (SO) effects are small in the ground

states of these molecules, with scalar relativistic and 4-

component relativistic methods agreeing to within 1 pm on

the bond distance of UO2+
2

27. The effects on the electronic

spectra are more important but do not affect the comparison

between different correlation methods that is the subject of the

current paper. We will therefore focus exclusively on spin-free

calculations to simplify the discussions, and refer to a previ-

ous paper by two of us for a more detailed discussion of the

SO-CASP2 and SO-IHFSCC results for UO2+
2 .27 We shall ad-

dress spin-orbit effects on the spectra of NUN and NUO+ in a

subsequent publication.

2 Computational Details

All calculations were performed with spin-free relativistic

methods using ADF2008 (and ADF200946–48 for the (meta-

)hybrid functionals), as well as with a development version of

the DIRAC08 49 program. To facilitate comparisons with the

TDDFT calculations of van Besien and Pierloot18 we used for

UO2+
2 ion the same geometry (a U–O bond distance of 1.708

Å). The geometries of NUN and NUO+ were optimized with

the PBE exchange-correlation functional, the ADF TZ2P basis

set and the all-electron scalar relativistic ZORA (Zero Order

Regular Approximation)50 Hamiltonian. The U–N distance

in NUN molecule was determined to be 1.739 Å, whereas

for NUO+ it was found to be 1.698 Å. The U–O distance in

NUO+ is calculated to be 1.761 Å.

2.1 TDDFT

In the TDDFT calculations we applied the adiabatic approxi-

mation, where the frequency-dependent exchange-correlation

kernel has been replaced by the local (in time) functional
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derivatives of the frequency-independent functional. In ADF

the ALDA approximation is used for all XC functionals,

whereas for DIRAC 20 we used the full derivatives of the func-

tionals (obtained via the XCFun DFT library51) in the XC

kernel in addition to the ALDA approach. We note that, in

the case of hybrid functionals, in both ADF and DIRAC the

fractional Hartree-Fock exchange is always included in the

TDDFT kernel.

For both ADF and DIRAC, we have evaluated the following

functionals: LDA52, PBE53, BLYP54–56, B3LYP57, PBE058

as well as the SAOP model potential59,60. Additionally, the

functionals M06, M06-L, M06-2X61,62 were evaluated in the

ALDA approximation using ADF, whereas CAM-B3LYP63

was evaluated in DIRAC for both the ALDA and full (non-

ALDA) TDDFT kernels.

In all calculations with ADF TZ2P basis sets

(U:15s13p9d5 f ; O:5s3p1d1 f )64 were used, whereas for

DIRAC we used the triple zeta basis set of Dyall65 for

the uranium atom (33s29p20d13 f 5g2h), and the uncon-

tracted aug-cc-pVTZ basis set for oxygen and nitrogen

(11s6p3d2 f )66,67. We have used the scalar ZORA50 Hamil-

tonian in ADF, and the spin-free Dirac-Coulomb68 (DC)

Hamiltonian in DIRAC. In the DC case the (SS|SS) integrals

have been approximated by a point charge model.69

Our work focused on five low-lying vertical excitations de-

termined by DFT calculations. For UO2+
2 we studied transi-

tions mainly consisting of excitations 3σu → 1φu, 3σu → 1δu,

2πu → 1φu, 3σg → 1φu and 3σg → 1δu. For NUO+ molecule

the following dominant excitations were studied: 6σ → 1φ,

6σ → 1δ, 3π → 1φ, 3π → 1δ and 5σ → 1φ, while for NUN

the dominant excitations are 3σu → 1φu, 3σu → 1δu, 3σg →
1φu, 2πu → 1φu and 3σu → 4σg.

2.2 CASPT2

CASPT2 calculations were carried out with the MOLCAS

7.470 program. For all CASPT2(MS-CASPT2)34,35,71 cal-

culations we utilized the scalar second-order Douglas-Kroll-

Hess (DKH2) Hamiltonian72,73, together with the (con-

tracted) ANO-RCC basis sets, optimized specifically for this

Hamiltonian: (26s23p17d13 f 5g3h) → [10s9p7d5 f 3g2h] for

uranium, (14s9p4d3 f 2g) → [5s4p3d2 f ] for oxygen and

(14s9p4d3 f 2g) → [4s3p2d1 f ] for nitrogen74.

The most important point in the CASSCF calculation is the

proper choice of active space. In the molecules investigated,

the U-O and U-N bonds are formed out of the 6p, 7s, 5 f ,

6d orbitals of the uranium atom and the 2s and 2p orbitals of

the oxygen and nitrogen atoms. While it would be ideal to

take into account all molecular orbitals that are formed out of

these atomic uranium, oxygen and nitrogen orbitals and corre-

late them in the CASPT2(MS-CASPT2) level, such an active

space becomes too large to handle and we are forced to trun-

cate the active space. It was possible to enlarge the active

space for the UO2+
2 compound in comparison to the previous

work by Réal27, and we took into active space 12 electrons

and 16 orbitals - CAS(12,16): 3σg, 1πg, 2πu, 3σu, 1δu, 1φu,

3πu, 4σg, 4σu and 2πg. For NUO+ and NUN molecules we

also correlated 12 electrons and 16 orbitals - CAS(12,16), that

is 5σ, 2π, 3π, 6σ, 1δ, 1φ, 7σ, 2δ, 4π and 8σ in case of NUO+

and 3σg, 1πg, 2πu, 3σu, 1δu, 1φu, 4σg, 3πu, 1δg and 4σu in

case of NUN. Due to technical problems encountered with

MOLCAS 7.4 it was not possible to obtain the CAS(12,16)

results for some of the higher-lying states of NUO+, in order

to obtain these energies we also employed a CAS(12,15) space

in which the 7σ orbital was not taken in the active space.

In order to eliminate weakly intruding states in the second-

order perturbation theory, we used the imaginary shift

method75 with a shift parameter of 0.25 Hartree when ex-

ploratory calculations indicated problems with intruder states.

2.3 IHFSCC

Intermediate Hamiltonian Fock space coupled cluster (IHF-

SCC)36–38 calculations were performed with a development

version of DIRAC08 49. In those, the spin-free68 DC Hamil-

tonian was used with the same uncontracted basis sets as de-

scribed above for the TDDFT Dirac calculations.

In order to be consistent with our previous calculations on

UO2+
2 , and due to the fact that in their ground state these

molecules are well described by a single determinant, we have

essentially followed the procedure outlined in27(with the dif-

ference that we used 1.708 Å as the U-O bond length); that is,

we have utilized the ”one particle, one hole” sector (1h,1p)
of Fock space to obtain the excitation energies, and have in-

cluded in the correlated calculations orbitals with energies (in

a.u.) ε ∈ [−3.00;20.00], which correspond to 12 occupied and

253 (252) virtual orbitals for NUN (NUO+).

In Fock space calculations it is necessary to subdivide the

space spanned by the active orbitals in two subspaces: the

model or P space, containing the active valence orbitals which

are directly involved in the electronic excitations and the com-

plementary Q space that includes the remaining “correlation-

active” orbitals. As we are employing a formulation based on

an intermediate Hamiltonian76, the P space is further divided

into a main model (Pm) space and an intermediate model (Pi)

space that is not dressed and serves as a buffer between the

Pm and Q spaces, in order to alleviate problems with the so-

called intruder states (further details can be found in27 and

references therein). One must keep in mind, however, that ac-

curate solutions are only obtained for states dominated by Pm

components.

Thus, in the definition of the Fock space used here, P con-

tains all the occupied plus the 63 lowest-lying virtuals (for

NUN, 29 virtuals are contained in gerade irreducible repre-
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sentations, and 34 in ungerade ones), whereas the remaining

virtuals have been assigned to the Q space. As for the par-

tition into Pm and Pi orbital spaces we have, for the occu-

pied orbitals, the five innermost orbitals in Pi – which corre-

spond to {1σg,1σu,1πu,2σg} for NUN and {1σ,2σ,1π,3σ}
for NUO+ – and the remaining seven orbitals in Pm – namely

{3σg,2σu,3σu,1πg,2πu} for NUN and {4σ,5σ,6σ,2π,3π}
for NUO+.

For the virtuals the Pm active spaces correspond to 31 (22)

orbitals for NUN (NUO+), assuring that the resulting lowest-

lying excited states are dominated by Pm components. These

orbitals correspond roughly to about two to three lowest-lying

φ(=φu) and δ(=δu,δg) orbitals of Uranium, apart from the same

number of π and twice as many σ orbitals. The difference

between these sets is due to the difference in charge for both

systems and the nature of the Hartree-Fock virtuals; contrary

of what is obtained with DFT, the φ,δ orbitals of Uranium are

not the lowest-lying ones – a number of π,σ orbitals lie below

and in between the former and had to be included in the model

space as well.

3 Wavefunction Benchmark Calculations

As the main goal of this work is assessing the performance

of TDDFT by comparison to benchmark WFT values we will

begin with a brief discussion of the two WFT methods em-

ployed here, before having a closer look at the actual DFT and

TDDFT results.

3.1 Electronic structure from IHFSCC

We refer the reader to the paper of Réal and coworkers27 for a

detailed discussion of the UO2+
2 IHFSCC calculations. These

calculations were done at a different bond length, leading to

slightly different numbers in Table 1, compared to those previ-

ously reported (see Table 2 of the aforementioned paper), but

analysis of the wavefunctions at both geometries yields essen-

tially the same picture. For UO2+
2 the lowest Φg and ∆g states

are dominated by excitations of the σu → φu and σu → δu

kind, respectively, while the Γg states arises from predomi-

nantly πu → φu excitation. The Φu and ∆u states correspond

to exciations from σg → φu and σg → δu, respectively.

For NUN, the Φg and Φu states in Table 3, differ essentially

in the occupied σ orbital (σu for the first and σg for the sec-

ond). These two σ orbitals, in turn, differ only in the degree

of contributions from the orbitals centered on N and U, with

σu having more U character and the σg having more N char-

acter. And, since the φu orbital is essentially a pure f from U,

we can argue that the two transitions have different degrees of

charge-transfer character. The other higher-lying excitations

are dominated by πu → φu (for Γg, where πu has dominant

contributions from N, but still some U character), and σu →σg

(for Σu, where both σs have N and U character).

For NUO+, shown in Table 2, the picture is similar, but

having as significant differences that the lowest Φ and ∆ states

are made up of excitations to the uranium φ,δ from σ orbitals

with either N-U character or U-O character, whereas the Γ
and Φ arise from excitations to the same uranium φ,δ from a

π orbital with N-U character.

The Hartree-Fock virtual orbitals correspond to a system

with one electron added relative to the reference determinant.

While this is optimal for calculating electron affinities, it is not

so for excitation energies calculated within the (1h,1p) sector

of Fock space. In order to compare to the TDDFT results, the

model spaces (P and Pm) should include the δu,φu orbitals.

These are the lowest virtuals for UO2+
2 , both for Hartree-Fock

and DFT, but the decreasing charge on the metal in NUO+ and

particularly in NUN places other orbitals at lower energy. For

instance, for NUO+, three σ and two π virtual orbitals have

lower energies than the relevant δ,φ orbitals, while for NUN

several (e.g. two σu, three πu, three σg and one πg) orbitals

are in between the HOMO and the δu,φu. These differences

illustrate the need for increased model spaces in this work,

compared to UO2+
2 , for which the δu and φu are the lowest-

lying virtuals.

A related difference to the UO2+
2 case is the extent to which

the participation of a second set of δ,φ virtuals is important for

NUO+ and NUN. This is due to the energy separation of the

first and second δ and φ virtuals, which for UO2+
2 is of about

8 eV, but decreases to within 1.5 – 2 eV for NUO+ and NUN,

making these virtuals more important for orbital relaxation in

the latter case.

Lastly, we note that in all three cases the T1 diagnostic77 for

the (0h,0p) sector (which here is equivalent to a conventional

CCSD calculation), namely 0.045 for UO2+
2 , 0.048 for NUO+

and 0.049 for NUN, is rather similar and a bit higher than what

is usually considered an indicator (< 0.02) of single-reference

character in light systems. This is typical for heavy elements,

and should not be taken as an indication of multi-reference

character.

3.2 CASPT2 electronic structure

The CASSCF wavefunction analysis points to ground-states

of essentially single reference character, with weights for the

HF determinant of about 0.86, 0.92 and 0.91 for UO2+
2 , NUO+

and NUN respectively. Also of importance is the fact that the

determinants which contribute to the remaining 0.10 are made

up of double excitations, and therefore do not point to impor-

tant orbital relaxation effects78.

CASPT2 provides in a fairly straightforward manner infor-

mation about the bond orders in the ground state (2.935(U–O)

for UO2+
2 , 2.952(U–N) for NUN, and 1.957(U–O) and 2.977
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(U–N) for NUO+). Changes in the electron density upon exci-

tation can be studied by means of an analysis of the Mulliken

charges for each excited state. From these charges, summa-

rized in Table 4, we can see that there is a general trend of dis-

placing a small amount of density towards the uranium atom

in comparison to the ground state. This effect is more sys-

tematic (in the sense of all states showing a transfer of charge

from the ligands to the uranium) in the case of UO2+
2 than for

NUN, for which only the Σu states have a rather pronounced

ligand to uranium charge transfer relative to the ground state.

For NUO+ the most important effect is the migration of charge

from one end of the molecule (the O atom) to the other (the N

atom) rather than a net movement of charge towards the cen-

tral atom.

3.3 Comparison of WFT excitation energies

In a previous investigation of the performance of IHFSCC and

CASPT2 in calculating the electronic spectrum of UO2+
2

27,

two of us observed that CASPT2 typically shows discrepan-

cies with respect to IHFSCC for individual excitation energies

within a range of 0.1–0.4 eV. Furthermore, for the lowest Φg

and ∆g, both singlet and triplet, CASPT2 overestimated the ex-

citation energies, whereas for higher-lying states the opposite

is true. The singlet-triplet splittings, however, were quite sim-

ilar for both methods. The same general trends are seen here

for NUO+ and NUN in Tables 2 and 3, respectively. The dif-

ferences between individual excitation energies for both meth-

ods are typically in the 0.1–0.3 eV range. We may conclude

that the two WFT methods give the same semi-quantitative re-

sult and will take IHFSCC as the reference method, given its

more systematic treatment of the excited states and inclusion

of dynamic correlation effects beyond second order perturba-

tion theory.

4 The performance of DFT and TDDFT

Our TDDFT tests were focused on a subset of XC function-

als, covering the following basic classes: LDA, GGAs (PBE,

BLYP) and meta-GGAs (M06-L), hybrids (B3LYP and PBE0,

with 20 and 25% of HF exchange, respectively) and meta-

hybrids (M06 and M06-2X, with 27 and 54% of HF exchange,

respectively), model potentials (SAOP) and range-separated

hybrids (CAM-B3LYP).

We have chosen to represent all systems by restricted

(closed-shell) Kohn-Sham calculations, given the evidence

both from our wavefunction calculations and from previous

studies (e.g. that of Kaltsoyannis10, Pierloot and cowork-

ers18,25, those of Réal and coworkers26 and that of Fro-

mager78 and coworkers, that this yields a proper descrip-

tion for their ground states. The suitability of this approach

for uranyl was further demonstrated in the recent Kramers-

restricted TDDFT calculations by Bast et al.20.

4.1 Ground-state electronic structure

Before discussing the performance of (TD)DFT for the dif-

ferent electronically excited states, it is instructive to discuss

the molecular orbitals (MOs) and the chemical bonding. The

essentials of bonding in the actinyls are nicely summarized in

a review by Denning79; in particular, for UO2+
2 the currently

accepted picture, in terms of the highest-lying occupied MOs,

is that of a system of σ,π orbitals arising from the combina-

tion of oxygen 2p orbitals and the 5 f ,6p orbitals of uranium,

ordered as πg > πu > σg > σu. In UO2+
2 the contribution from

the uranium 6p shows up in the relatively large gap between

the σ orbitals, due to the repulsion between σu and 6p,80 a

so-called “pushing from below” interaction.

To our knowledge only the aforementioned work of Kalt-

soyannis has paid attention to the valence MO picture of NUN

and NUO+. Using a GGA functional (PB86), he found: (a)

the same orbital ordering for NUN and UO2+
2 , but with a

smaller (larger) energy gap between the σ (π) orbitals; and

(b) an ordering of type π > σ > π > σ for NUO+, with the

(energetically) lower π,σ pair mostly centered over the U–O

bond, whereas the HOMO and HOMO-1 are mostly centered

over the U–N bond. This picture is qualitatively consistent

already with the Hartree-Fock results, but in order to obtain

reliable information about the orbital ordering electron corre-

lation should also be included. To remain within an orbital

picture, we shall do so by comparing the vertical ionization

potentials (IPs) obtained from the (1h,0p) sector in the IHF-

SCC calculations to those obtained from DFT.

The DFT IPs are here taken as approximations to the nega-

tive of the respective orbital energies, and while this is strictly

valid only for the HOMO,81 our results (shown in Table 5) in-

dicate that this is a good approximation, in line with the find-

ings of Chong and coworkers82.

4.1.1 Describing the occupied space From the numbers

in Table 5, we can confirm that the orbital scheme outlined

above is maintained for all three molecules, with one excep-

tion for M06-2X (which for NUN places the σu orbital below

the σg). On the other hand, we observe significant quanti-

tative differences as far as the differences in energy between

orbitals (for a given molecule) are concerned. These are very

much dependent on the type of functional in use (LDA/GGA,

hybrids, metaGGAs/hybrids, etc); for instance, the energy dif-

ference between the HOMO and HOMO-1 for NUN or UO2+
2

can be halved just by going from GGAs to hybrids. Also strik-

ing is the fact that there is very little difference (of the order

of 0.1 eV) in energy between σg and σu for IHFSCC in the

case of UO2+
2 , whereas the DFT calculations yield differences

between 0.3 and 1 eV.
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These numbers are rather insensitive to the Hamiltonian; in

general, we observe discrepancies no larger than 0.1 eV (but

generally lower than 0.05 eV) between the ZORA and DC

Hamiltonians (keeping in mind that one also might have ef-

fects due to the different basis sets used by ADF and DIRAC).

This is in line with experience that approximate (but computa-

tionally efficient) two-component relativistic schemes such as

ZORA yield accurate valence energies.

Looking at the performance of the various DFT approaches,

we find the best agreement with IHFSCC for the SAOP poten-

tial. Comparing the DC values it shows errors in the range

-0.3 – 0.5 eV. It is followed by CAM-B3LYP and M06-2X,

which systematically underestimate the IPs by about 1 eV and

1–1.5 eV, respectively. Next come two blocks, one grouping

the remaining (meta)hybrids, and another encompassing LDA

and the (meta)GGAs, which underestimate the IPs by about 3

and 4 eV, respectively.

While other factors, like the correlation part of the func-

tionals, also play a role these trends may be rationalized by

considering the degree to which self-interaction errors (SIE)

are eliminated from each functional. The reader is referred to

refs.83–86 for discussion of the self-interaction problem. Im-

portant to note in the present context is the inability of approx-

imate functionals to, in a one-electron picture (1-SIE), cor-

rectly cancel out the Coulomb interaction of the electron with

itself through the exchange interaction (which in Hartree-Fock

theory is exactly cancelled out) or, in a many-electron case

(N-SIE), to properly describe the discontinuity of the deriva-

tive of the total energy with respect to (fractional) changes in

particle number (the so-called integer discontinuity). The in-

ability of GGAs to properly represent such discontinuities in

the energy and exchange-correlation (xc) potential (the latter

denoted here by ∆xc) have been shown to be behind the fail-

ures of TDDFT in describing charge-transfer excitations87, or

to reproduce the correct asymptotic behavior of the exchange-

correlation potential88,89. The latter defect is remedied by

model potentials with the correct asymptotic (long-range) be-

havior, like LB9460 and SAOP59.

Based on the analysis of Teale and coworkers90, valid for

the case of pure functionals, we can estimate the value of ∆xc

from the relation

∆xc = 2(I0 + εHOMO) (1)

where I0 is a reference ionization potential (taken to be the

IHFSCC value here) and εHOMO is the Kohn-Sham orbital en-

ergy for the HOMO of the molecules (with the factor two

arising from the assumption that, instead of a discontinuity,

(meta)GGAs will exhibit an averaged potential over such dis-

continuity). From the differences between the LDA or GGAs

and IHFSCC in Table 5 one sees that ∆xc may have values of

up to 8 eV, an indication that the effect of the integer discon-

tinuity on the spectra of these systems is potentially large. We

furthermore note that the asymptotically correct SAOP poten-

tial indeed provides a good agreement with the IHFSCC val-

ues.

An alternative to imposing the proper asymptotic behavior

with a model potential is to introduce non-locality and reduce

SIE is via the inclusion of Hartree-Fock exchange (as in hy-

brid functionals), via an explicit dependence of the functional

on the kinetic energy (metaGGAs) or a combination of both

(metahybrids). This is also done in range-separated hybrids

such as CAM-B3LYP or others91,92, that offer a more detailed

control over the incorporation of exact exchange than is possi-

ble in conventional hybrids84,93,94. While the analysis of Teale

is not applicable to (meta)hybrids, their better performance

(in particular when compared to the analogous GGA, as one

can then suppose similar errors due to electron correlation or

other factors), does indeed suggest improvements relative to

the non-hybrid functionals.

4.1.2 Remarks on the virtual space A detailed discus-

sion concerning the representation of the virtual orbital space

will not be made here. The main reason for that lies at the

very different meaning of the virtual orbital energies95 when

pure (e.g. LDA or (meta)GGAs) or hybrid functionals are em-

ployed. It is well-known that for pure functionals the virtual

orbital energies are good approximations to the ionization po-

tentials of excited states, whereas in Hartree-Fock they repre-

sent approximations to electron affinities. For hybrids they are

thus somewhere in between these two values making it diffi-

cult to compare these values with the IHFSCC values (that

strictly represent electron affinities).

A consequence of the difference between Hartree-Fock and

pure DFT is that one finds, for the GGA functionals employed

here, the low-lying virtuals to be uranium-centered fφ and fδ

orbitals (to which we will observe the transitions from the oc-

cupied σ,π orbitals discussed above), whereas for the hybrids

these are often found higher in energy than other orbitals such

as the σ and π antibonding orbitals.

4.2 The performance of different functionals for the ex-

cited states

All investigated XC functionals were subsequently compared

to the wave function methods in Tables 1 (UO2+
2 ), 2 (NUO+)

and 3 (NUN), which are known to perform very well for

molecules containing heavy elements19,27,39,41,42. Since pre-

vious works indicate that IHFSCC energies are generally in

better agreement with experiment than those from CASPT2,

we chose to employ the former as our reference.

The tables contain, apart from the individual excitation en-

ergies and singlet-triplet splittings, the mean unsigned (MUE)

and largest absolute (Max) errors with respect to IHFSCC for

each molecule. We also provide a global picture in Figure 1,
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where the (signed) errors are depicted for each individual ex-

citation.

4.2.1 General trends The statistical measures help to

identify trends and we start discussing the MUE. For that,

LDA and the GGAs considered show essentially the same re-

sults for all molecules, namely large underestimations with

GGAs showing no clear improvement over LDA. The meta-

GGA M06–L on the other hand does show improvement over

both LDA and GGAs, almost halving the error. For the

(meta)hybrids the errors are smaller still, about four times

smaller than those of GGAs or LDA. We thereby note that

whereas for NUN and UO2+
2 the excitation energies are gen-

erally underestimated, for NUO+ some functionals also show

slight overestimations.

The B3LYP functional shows somewhat larger MUEs than

PBE0 or M06(XALDA). The latter two show nearly identical

results which is not so surprising as M06 bears a number of

similarities to PBE0 (about the same amount of Hartree–Fock

exchange, and exchange and correlation functionals based on

those of PBE). It is nevertheless unfortunate that the higher

flexibility in the functional form available for M06 does not

translate into better accuracy than observed for PBE0. This

may be due to the ALDA approximation employed in the cur-

rent ADF implementation of this functional, however.

The M06-2X(XALDA) functional, in spite of having the

same functional form as M06 (except for the amount of

Hartree-Fock exchange), shows a worse performance than

B3LYP, again indicating the important role played by the ex-

change energy. The model potential (SAOP) performs compa-

rably to M06-2X(XALDA), while the range-separated (CAM-

B3LYP) functional tends to show yet an improvement over

PBE0 or M06. Furthermore, CAM-B3LYP generally matches

the performance of CASPT2, even slightly outperforming it

for NUN and UO2+
2 .

Nearly the same ranking of functional performance is seen

for the largest absolute errors (Max), which are generally two

to three times larger than the corresponding MUEs. The su-

perior performance of (meta)hybrids and CAM-B3LYP com-

pared to LDA or GGAs is evident for all three molecules, and

it is interesting to see that, while the (meta)hybrids show a

sightly better agreement with IHFSCC for NUN and UO2+
2 in

comparison to NUO+, for (meta)GGAs the opposite is true.

We believe that, as stated above for the ionization poten-

tials, the large errors seen for LDA and GGAs have to do with

a poor description of exchange energies, that are quite differ-

ent for the ground and excited states. The xc kernel plays a

significant role in determining the accuracy here, and in it,

the amount of HF exchange is important as the differences

between M06(XALDA) and M06-2X(XALDA), and the sim-

ilarities between PBE0(XALDA) and M06(XALDA) can at-

test. However, it remains to be seen whether or not the same

will hold for other actinide compounds, especially in con-

nection to typical charge-transfer or Rydberg-type excitations

(and where one would expect CAM-B3LYP to clearly outper-

form the other hybrids).

Providing an understanding of the differences in standard

deviation between the different groups of functionals, on the

other hand, seems to be a much more difficult task. We can

at this time only speculate that, at least to some extent, N-

SIE effects that affect the various exited states differently will

be important. In that case, one could expect that calculations

with functionals that show large N-SIE, as is the case with

GGAs84,93,94 would then exhibit larger standard deviations. In

this respect, the SAOP potential is perhaps an interesting ex-

ample. We have already discussed that SAOP reduces the SIE

by correcting the long-range part of the potential. However,

since SAOP was conceptualized to be used with the ALDA

approximation, the errors inherent to the LDA functional find

themselves back into the response calculation (as indicated

by the large standard deviations for the excitation energies).

These errors are incidentally of about the same order of any

other calculations with (meta)GGAs and, more generally, of

calculations with the ALDA kernel.

Also worth noting here is that, in spite of its better perfor-

mance on the mean error compared to the investigated (local)

GGA functionals, M06–L(ALDA) ultimately remains more in

line with them than with the (meta)hybrids. At this point we

cannot exclude that improvements could be seen if we de-

parted from the ALDA kernel given which, as discussed be-

low, can have significant effects on individual excitations.

4.2.2 ALDA or Exact derivatives in the kernel? In or-

der to judge whether the ALDA approximation changes signif-

icantly the electronic spectrum of investigated molecules we

consider calculations with the PBE, PBE0, BLYP, B3LYP and

CAM-B3LYP xc functionals with and without ALDA. The ef-

fect of the ALDA approximation is depicted in Figure 2 for the

lowest two excitations of each of the molecules considered.

From Figure 2 and the values in Tables 1 through 3 we con-

clude that for the singlet states the effect of ALDA is small, but

a surprisingly large discrepancy occurs for the triplet states,

especially in the lowest electronic transitions (differences up

to 0.4 eV). For the higher transitions the effect is smaller (dif-

ference up to 0.04) in all investigated molecules and function-

als. PBE0 and B3LYP suffer somewhat less than PBE and

BLYP from the ALDA approximation for the triplet energies,

due to the fractional Hartree–Fock exchange still present in

the kernel. We may thus expect that the ALDA approximation

also has a large effect on triplet energies for the M06-L func-

tional (for which an implementation of the full kernel is not

yet available) but less so for M06 and in particular M06-2X

which contain a large portion of Hartree–Fock exchange. Fi-

nally we note that by its construction as a model potential, it
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is difficult to remove the ALDA ansatz for SAOP, and here the

large errors (see Fig. 1) in the triplet energies can not be easily

remedied.

4.2.3 Comparison to previous calculations and bench-

marks The results discussed above are in line with those

from recent benchmark calculations on different molecular

databases that do not include molecules containing heavy cen-

ters96–102. In particular, the recent comparison of the M06

family to other functionals by Jacquemin and coworkers99

points to the same general trends seen here: M06 does show

the best overall performance in the family and is close to

PBE0, while M06-2X shows a slightly worse performance.

They also show that M06–L outperform different GGAs, but

still cannot match the accuracy of conventional hybrids func-

tionals such as B3LYP.

It is difficult to directly compare our MUE values and those

of Jacquemin and coworkers99, or those of Silva–Junior and

coworkers101,102, due to the different methodologies used to

obtain the reference values (and the extent to which basis set

effects can influence the WFT102 or TDDFT103 results). We

can nevertheless observe, for hybrids such as M06 or B3LYP, a

rather good agreement between our MUE and those of the lit-

erature (and similarly for the unsigned errors shown in Fig. 1).

For GGAs, on the other hand, the values in the literature seem

to be much smaller than ours. We are not able at this time to

say whether this is definitely a degradation of performance for

the GGAs for actinides or whether this is an artifact due to the

limited size of our benchmark set.

Considering now calculations on molecules with heavy ele-

ments we confirm, for the uranyl spectrum, the observations of

Bast et al.20 who included spin-orbit coupling and compared

the performance of functionals relative to the LR-CCSD re-

sults of Réal and coworkers26. While the latter have not con-

sidered the M06 family of functionals, they also reported a

lowest MUE for CAM-B3LYP with LDA and GGAs severely

underestimating the excitation energies.

Comparing our results to the benchmark calculations of

Zhao and Truhlar (Table 17 in62) where a broad range of

excitation energies calculated with different functionals are

compared to reference values, we do not see the same drastic

improvement going from hybrid functionals (B3LYP, PBE0)

to metahybrids (M06, M06-2X). In our application, M06-2X

brings the excitation energies too close to the Hartree–Fock

values and introduces significant errors. Most likely this dis-

crepancy between our particular molecules and excitations and

the data presented by Zhao and Truhlar is due to the fact that

we do not include Rydberg or extreme charge transfer states in

our benchmark. In these cases it is crucial to use functionals

with a correct treatment of the nonlocality of the change in the

electron density. Based on our results we cannot recommend

M06-2X for the systems and excitations studied in this work,

despite its good performance in other benchmarks.

5 Conclusions

We investigated the performance of different classes of ap-

proximate exchange-correlation functionals in describing ten

low-lying valence excitations for the uranyl ion (UO2+
2 ) and

two isoelectronic analogs, NUO+ and NUN by comparing

them to wavefunction calculations (CASPT2 and Fock-space

coupled cluster). A marked characteristic of such systems, all

of which are closed-shell species in the ground state, is that the

low-lying excited states under consideration correspond to ex-

citation from the σ,π bonding orbitals to unoccupied orbitals

which are essentially Uranium f orbitals.

We can identify the following trends regarding the func-

tional’s performance: a) LDA and (meta)GGAs show some-

what larger mean errors than (meta)hybrids or model poten-

tial such as SAOP; however, the standard deviation for those

is significantly larger than for the (meta)hybrids. b) one

hardly observes an improvement for metaGGAs or meta hy-

brids in comparison to GGAs or hybrids, with perhaps the

exception of the improvement of the mean error for M06-L

over the GGAs considered; and c) The performance of M06,

PBE0 and CAM-B3LYP approaches that of CASPT2, both in

terms of relatively small MAEs and standard deviations for

the excitations. Of course, with only three molecules stud-

ied, one cannot rule out that the present agreement is for-

tuitous, but based on this benchmark M06, PBE0 and espe-

cially CAM-B3LYP appear appropriate for quantitative stud-

ies of actinide spectroscopy. Other hybrid functionals such as

M06-2X and B3LYP are suited for (semi)quantitative or qual-

itative work, but we would strongly argue against employing

non-hybrid (meta)GGAs even for qualitative investigations of

excited states of actinyls.

In view of those trends, we believe that, while the correla-

tion functional does play an important role in the accuracy of

results – as seen in the differences between different function-

als of same kind (GGAs, hybrids etc), what appears to be a

critical factor governing the accuracy of the functionals tested

is the degree of non-locality introduced through inclusion of

HF exchange in hybrids or meta-hybrids. We could thereby

rationalize why: i) hybrids outperform their pure GGA coun-

terparts; ii) M06-L(ALDA) shows some improvement over the

GGAs regarding the mean error but not in the standard devia-

tion; iii) the SAOP model yields excellent ionization potentials

and mean errors for the excitation energies but has standard

deviations similar to GGAs.

It is also clear that one must go beyond the ALDA approx-

imation, given the rather large differences observed between

the low-lying triplet states. Equally (or perhaps more) im-

portant, however, is that non-local effects should also be in-

corporated to the exchange-correlation kernel, as done for all
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(meta)hybrids and CAM-B3LYP, if one wishes to approach

the accuracy of methods such as CASPT2.

It is, finally, interesting to note that for excitation ener-

gies the choice of relativistic (spin-free) Hamiltonian is al-

most irrelevant, so one can safely investigate the spectra

of actinide-containing molecules with the more approximate

two-component methods (such as ZORA), instead of using

four-component approaches.
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Table 1 Comparison of different xc functionals for UO2+
2 (in eV). S-T indicates singlet-triplet splitting, MUE the mean absolute error and Max the maximum absolute error,

respectively.

XC/Hamiltonian 13Φg 11Φg S-T 13∆g 11∆g S-T 13Γg 11Γg S-T 13Φu 11Φu S-T 13∆u 11∆u S-T MUE Max

ZORA/LDA 2.02 2.46 0.44 2.36 3.07 0.71 3.37 3.57 0.20 2.99 3.07 0.08 3.47 3.48 0.01 1.04 1.70

DC/LDA 2.04 2.54 0.50 2.37 3.22 0.85 3.38 3.66 0.28 3.00 3.08 0.08 3.47 3.50 0.03 1.00 1.69

ZORA/PBE(ALDA) 2.01 2.45 0.44 2.40 3.10 0.70 3.38 3.58 0.20 3.04 3.12 0.08 3.57 3.59 0.02 1.00 1.65

DC/PBE(ALDA) 2.03 2.53 0.50 2.41 3.25 0.84 3.38 3.65 0.27 3.04 3.12 0.08 3.55 3.58 0.03 0.97 1.65

DC/PBE 1.73 2.46 0.73 2.05 3.16 1.11 3.20 3.59 0.39 2.99 3.11 0.12 3.51 3.57 0.06 1.09 1.70

ZORA/BLYP(ALDA) 2.01 2.46 0.45 2.43 3.11 0.66 3.31 3.52 0.21 3.00 3.08 0.08 3.55 3.56 0.01 1.02 1.69

DC/BLYP(ALDA) 2.05 2.55 0.50 2.45 3.26 0.81 3.31 3.58 0.27 3.00 3.09 0.09 3.53 3.56 0.03 0.99 1.69

DC/BLYP 1.84 2.45 0.61 2.22 3.13 0.91 3.19 3.50 0.31 2.98 3.08 0.10 3.50 3.55 0.05 1.08 1.71

ZORA/M06-L(ALDA) 2.38 2.84 0.46 2.71 3.46 0.75 3.77 3.97 0.20 3.60 3.68 0.08 4.08 4.08 0.00 0.61 1.09

ZORA/B3LYP(XALDA) 2.30 2.80 0.51 2.51 3.39 0.88 4.01 4.23 0.22 4.22 4.31 0.09 4.57 4.58 0.01 0.34 0.56

DC/B3LYP(XALDA) 2.37 2.92 0.55 2.58 3.59 1.01 4.04 4.31 0.27 4.23 4.33 0.10 4.56 4.61 0.05 0.29 0.53

DC/B3LYP 2.21 2.84 0.63 2.40 3.49 1.08 3.95 4.26 0.31 4.20 4.32 0.12 4.53 4.59 0.06 0.35 0.62

ZORA/PBE0(XALDA) 2.35 2.88 0.53 2.50 3.43 0.94 4.25 4.48 0.23 4.56 4.66 0.10 4.84 4.85 0.01 0.19 0.36

DC/PBE0(XALDA) 2.42 2.99 0.57 2.58 3.63 1.05 4.29 4.57 0.28 4.57 4.68 0.11 4.84 4.89 0.05 0.16 0.28

DC/PBE0 2.15 2.94 0.79 2.24 3.57 1.33 4.15 4.54 0.39 4.53 4.67 0.14 4.79 4.88 0.09 0.22 0.55

ZORA/M06(XALDA) 2.42 2.97 0.54 2.52 3.50 0.98 4.26 4.49 0.23 4.60 4.70 0.10 4.84 4.85 0.01 0.16 0.31

ZORA/M06-2X(XALDA) 2.34 2.94 0.60 2.23 3.35 1.12 4.94 5.21 0.27 5.63 5.74 0.11 5.57 5.62 0.05 0.56 1.00

ZORA/SAOP(ALDA) 3.07 3.51 0.44 3.27 4.00 0.73 4.29 4.48 0.19 4.21 4.29 0.08 4.55 4.56 0.01 0.37 0.79

DC/SAOP(ALDA) 3.01 3.50 0.49 3.24 4.10 0.86 4.33 4.57 0.24 4.22 4.31 0.09 4.59 4.63 0.04 0.35 0.76

DC/CAM-B3LYP(XALDA) 2.56 3.13 0.57 2.71 3.77 1.06 4.41 4.69 0.26 4.70 4.81 0.11 4.93 5.00 0.07 0.15 0.29

DC/CAM-B3LYP 2.43 3.07 0.64 2.56 3.69 1.13 4.36 4.65 0.29 4.69 4.81 0.12 4.91 4.99 0.08 0.15 0.28

ZORA/TDHF 3.01 3.78 0.77 2.40 4.00 1.60 7.12 7.17 0.05 8.82 9.00 0.18 8.15 8.54 0.39 2.19 4.26

CASPT2 2.91 3.40 0.49 2.77 3.88 1.11 4.61 4.83 0.22 4.82 4.85 0.03 4.72 4.64 -0.08 0.16 0.31

CASPT21 2.94 3.47 0.57 2.79 3.90 1.11 4.66 4.86 0.20 4.71 4.74 0.03 4.63 4.55 -0.08 0.16 0.33

IHFSCC 2.70 3.24 0.54 2.48 3.57 1.09 4.57 4.78 0.21 4.69 4.74 0.05 4.76 4.71 -0.05
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Table 2 Comparison of different XC functionals for NUO+ (in eV). S-T indicates singlet-triplet splitting, MUE the mean absolute error and Max the maximum absolute

error, respectively.

XC/Hamiltonian 13Φ 11Φ S-T 13∆ 11∆ S-T 13Γ 11Γ S-T 13Π 11Π S-T 23Φ 21Φ S-T MUE Max

ZORA/LDA 0.77 1.09 0.32 1.34 1.73 0.39 2.00 2.14 0.14 2.61 2.98 0.37 2.61 2.65 0.04 0.80 1.31

DC/LDA 0.86 1.20 0.34 1.40 1.88 0.48 2.08 2.29 0.21 2.67 3.13 0.46 2.64 2.84 0.20 0.69 1.23

ZORA/PBE(ALDA) 0.85 1.17 0.32 1.45 1.86 0.41 2.13 2.27 0.14 2.79 3.16 0.37 2.79 2.82 0.03 0.66 1.18

DC/PBE(ALDA) 0.84 1.20 0.36 1.41 1.92 0.51 2.07 2.29 0.22 2.71 3.10 0.39 2.71 2.88 0.17 0.68 1.24

DC/PBE 0.52 1.15 0.63 1.11 1.87 0.76 1.91 2.24 0.33 2.59 3.07 0.48 2.54 2.82 0.28 0.81 1.40

ZORA/BLYP(ALDA) 0.87 1.19 0.32 1.50 1.90 0.40 2.06 2.21 0.15 2.75 3.12 0.37 2.75 2.78 0.03 0.68 1.25

DC/BLYP(ALDA) 0.87 1.23 0.36 1.47 1.96 0.49 2.01 2.23 0.22 2.66 3.05 0.39 2.66 2.84 0.18 0.69 1.30

DC/BLYP 0.67 1.17 0.50 1.28 1.88 0.60 1.89 2.15 0.26 2.59 3.01 0.42 2.54 2.74 0.20 0.80 1.42

ZORA/M06-L(ALDA) 1.13 1.48 0.35 1.68 2.15 0.47 2.55 2.70 0.15 3.18 3.54 0.36 3.18 3.21 0.03 0.34 0.76

ZORA/B3LYP(XALDA) 1.25 1.68 0.43 1.67 2.29 0.62 2.66 2.82 0.16 3.17 3.54 0.37 3.17 3.22 0.05 0.28 0.65

DC/B3LYP(XALDA) 1.29 1.75 0.46 1.68 2.40 0.72 2.62 2.85 0.23 3.11 3.51 0.40 3.12 3.29 0.17 0.26 0.69

DC/B3LYP 1.13 1.68 0.55 1.52 2.33 0.81 2.56 2.80 0.24 3.07 3.48 0.41 3.03 3.23 0.20 0.31 0.75

ZORA/PBE0(XALDA) 1.31 1.76 0.45 1.65 2.34 0.69 2.87 3.05 0.18 3.32 3.70 0.38 3.32 3.37 0.05 0.18 0.44

DC/PBE0(XALDA) 1.34 1.83 0.49 1.67 2.46 0.79 2.84 3.08 0.24 3.28 3.68 0.40 3.28 3.46 0.18 0.19 0.47

DC/PBE0 1.06 1.78 0.68 1.35 2.41 1.06 2.70 3.05 0.35 3.18 3.66 0.48 3.14 3.42 0.28 0.27 0.61

ZORA/M06(XALDA) 1.33 1.79 0.46 1.64 2.36 0.72 2.92 3.09 0.17 3.35 3.72 0.37 3.35 3.40 0.05 0.16 0.39

ZORA/M06-2X(XALDA) 1.32 1.86 0.54 1.34 2.28 0.94 3.39 3.60 0.21 3.54 3.91 0.37 3.57 3.63 0.06 0.21 0.41

ZORA/SAOP(ALDA) 1.93 2.26 0.33 2.34 2.78 0.44 3.02 3.16 0.14 3.50 3.84 0.34 3.50 3.54 0.04 0.31 0.78

DC/SAOP(ALDA) 1.84 2.21 0.37 2.28 2.82 0.54 2.96 3.16 0.20 3.47 3.83 0.36 3.47 3.63 0.16 0.30 0.72

DC/CAM-B3LYP(XALDA) 1.50 1.99 0.49 1.83 2.63 0.80 2.91 3.16 0.25 3.35 3.76 0.41 3.35 3.53 0.18 0.18 0.40

DC/CAM-B3LYP 1.37 1.94 0.57 1.69 2.56 0.87 2.85 3.12 0.27 3.31 3.73 0.42 3.28 3.48 0.20 0.19 0.46

ZORA/TDHF 2.05 2.79 0.74 4.73 5.15 0.42 5.51 5.76 0.25 6.09 6.33 0.24 5.93 6.15 0.22 2.26 3.17

CASPT2 1.88 2.23 0.35 1.84 2.42 0.58 3.19 3.35 0.06 0.29

CASPT2(12,15) 1.89 2.32 0.43 1.90 2.55 0.65 3.18 3.26 0.08 3.20 3.39 0.19 0.06 0.34

IHFSCC 1.59 2.06 0.47 1.56 2.37 0.81 3.31 3.45 0.14 3.34 3.50 0.16 3.36 3.38 0.02
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Table 3 Comparison of different XC functionals for NUN (in eV). S-T indicates singlet-triplet splitting, MUE the mean absolute error and Max the maximum absolute error,

respectively.

XC/Hamiltonian 13Φg 11Φg S-T 13∆g 11∆g S-T 13Φu 1 1Φu S-T 13Γg 11Γg S-T 13Σu 11Σu S-T MUE Max

ZORA/LDA 1.07 1.51 0.44 1.64 2.24 0.58 1.88 1.97 0.09 2.26 2.47 0.21 2.34 2.60 0.26 0.78 1.55

DC/LDA 1.13 1.63 0.50 1.67 2.41 0.74 1.95 2.06 0.11 2.32 2.60 0.28 2.21 2.48 0.27 0.74 1.46

ZORA/PBE(ALDA) 1.05 1.49 0.44 1.68 2.26 0.58 1.90 2.00 0.10 2.28 2.49 0.21 2.35 2.60 0.25 0.77 1.52

DC/PBE(ALDA) 1.12 1.62 0.50 1.70 2.43 0.73 1.96 2.07 0.11 2.32 2.60 0.28 2.23 2.49 0.26 0.74 1.45

DC/PBE 0.72 1.54 0.82 1.31 2.34 1.03 1.89 2.05 0.16 2.13 2.54 0.41 2.14 2.47 0.33 0.83 1.49

ZORA/BLYP(ALDA) 1.07 1.51 0.44 1.73 2.28 0.65 1.92 2.01 0.09 2.22 2.43 0.21 2.24 2.51 0.27 0.80 1.51

DC/BLYP(ALDA) 1.16 1.66 0.50 1.76 2.44 0.68 1.98 2.09 0.11 2.27 2.54 0.27 2.14 2.41 0.27 0.76 1.43

DC/BLYP 0.90 1.55 0.65 1.53 2.32 0.79 1.94 2.08 0.14 2.13 2.46 0.33 2.10 2.40 0.30 0.82 1.44

ZORA/M06-L(ALDA) 1.32 1.77 0.45 1.91 2.55 0.64 2.20 2.30 0.10 2.63 2.83 0.20 3.13 3.31 0.18 0.52 1.22

ZORA/B3LYP(XALDA) 1.29 1.79 0.50 1.74 2.53 0.79 2.92 3.04 0.12 2.77 3.00 0.23 2.62 2.93 0.31 0.34 0.60

DC/B3LYP(XALDA) 1.40 1.95 0.55 1.81 2.74 0.93 2.98 3.11 0.13 2.84 3.13 0.29 2.56 2.87 0.31 0.31 0.53

DC/B3LYP 1.21 1.87 0.66 1.62 2.64 1.02 2.95 3.10 0.15 2.74 3.07 0.33 2.53 2.86 0.33 0.33 0.63

ZORA/PBE0(XALDA) 1.32 1.84 0.52 1.69 2.55 0.86 3.18 3.30 0.12 2.97 3.21 0.24 2.87 3.17 0.30 0.19 0.40

DC/PBE0(XALDA) 1.42 1.99 0.57 1.77 2.76 0.99 3.23 3.37 0.14 3.05 3.35 0.30 2.79 3.08 0.29 0.16 0.32

DC/PBE0 1.09 1.94 0.85 1.38 2.70 1.32 3.16 3.36 0.20 2.92 3.31 0.39 2.69 3.06 0.37 0.21 0.45

ZORA/M06(XALDA) 1.34 1.88 0.54 1.70 2.59 0.89 3.16 3.29 0.13 2.98 3.21 0.23 2.97 3.26 0.29 0.20 0.39

ZORA/M06-2X(XALDA) 1.26 1.86 0.60 1.30 2.40 1.10 3.97 4.12 0.15 3.49 3.76 0.27 2.87 3.32 0.45 0.26 0.60

ZORA/SAOP(ALDA) 2.03 2.47 0.44 2.50 3.06 0.56 2.89 2.99 0.10 3.04 3.23 0.19 2.61 2.86 0.25 0.47 1.02

DC/SAOP(ALDA) 1.98 2.47 0.49 2.46 3.18 0.72 2.93 3.04 0.11 3.09 3.35 0.26 2.45 2.71 0.26 0.48 0.98

DC/CAM-B3LYP(XALDA) 1.75 2.14 0.39 1.91 2.91 1.00 3.43 3.57 0.14 3.21 3.48 0.27 2.82 3.16 0.34 0.19 0.43

DC/CAM-B3LYP 1.65 2.08 0.43 1.75 2.83 1.08 3.41 3.57 0.16 3.09 3.42 0.33 2.83 3.18 0.35 0.13 0.28

ZORA/TDHF 1.88 2.66 0.78 1.37 2.98 1.61 6.79 6.98 0.19 5.53 5.84 0.31 3.87 4.54 0.67 1.52 3.46

CASPT2 1.80 2.30 0.50 1.77 2.66 0.89 3.23 3.29 0.06 3.04 3.51 0.47 2.62 2.85 0.23 0.22 0.33

IHFSCC 1.51 2.06 0.55 1.48 2.56 0.88 3.38 3.52 0.14 3.37 3.58 0.21 2.87 3.14 0.27
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Table 4 CASPT2 Mulliken charges for the ground and excited states

of UO2+
2 , NUO+ and NUN.

UO2+
2 NUO+ NUN

State U O State U N O State U N

X1Σ+
g 2.41 -0.21 X1Σ 1.72 -0.39 -0.33 X1Σ+

g 0.77 -0.39
1Φg 2.36 -0.18 1Φ 1.70 -0.57 -0.12 1Φg 0.78 -0.39
3Φg 2.36 -0.18 3Φ 1.71 -0.57 -0.14 3Φg 0.76 -0.38
1∆g 2.35 -0.17 1∆ 1.73 -0.55 -0.19 1∆g 0.76 -0.38
3∆g 2.37 -0.18 3∆ 1.70 -0.57 -0.13 3∆g 0.79 -0.39
1Γg 2.25 -0.13 1Γ 1.70 -0.57 -0.12 1Φu 0.74 -0.37
3Γg 2.26 -0.13 3Γ – – – 3Φu 0.72 -0.36
1Φu 2.25 -0.13 1Π 1.74 -0.57 -0.17 1Γg 0.78 -0.39
3Φu 2.26 -0.13 3Π – – – 3Γg 0.79 -0.40
1∆u 2.26 -0.13 21Φ – – – 1Σu 0.64 -0.33
3∆u 2.26 -0.13 23Φ – – – 3Σu 0.64 -0.32
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Table 5 Comparison of DFT and IHFSCC for the first three ionization potentials (IPs) for UO2+
2 , NUO+ and NUN (in eV). As these ionized

states in the IHFSCC are dominated by contributions from a single orbital and the DFT values are approximated by the negative of the orbital

energies, we identify the IPs with the respective orbitals (which range from HOMO-2 to HOMO for DFT). ZORA and DC are Zero Order

Regular Approximated and Dirac-Coulomb Hamiltonians, respectively.

NUN NUO+ UO2+
2

πu σg σu σ(U-O) π σ(U-N) πu σg σu

LDA ZORA 6.58 6.08 5.50 14.57 13.78 12.59 23.45 22.95 22.22

DC 6.53 6.05 5.46 14.51 13.63 12.47 23.39 22.87 22.16

PBE ZORA 6.32 5.84 5.22 14.33 13.52 12.32 23.19 22.74 21.94

DC 6.29 5.82 5.21 14.28 13.38 12.23 23.12 22.66 21.90

BLYP ZORA 6.18 5.76 5.15 14.22 13.36 12.24 23.02 22.59 21.84

DC 6.16 5.77 5.17 14.18 13.22 12.16 22.95 22.52 21.81

M06-L ZORA 6.25 5.72 5.07 14.40 13.53 12.12 23.19 22.91 21.93

B3LYP ZORA 7.26 6.85 6.50 15.63 14.45 13.59 24.36 24.03 23.39

DC 7.24 6.83 6.50 15.61 14.40 13.50 24.32 23.98 23.38

PBE0 ZORA 7.57 6.85 6.50 16.01 14.90 13.92 24.76 24.45 23.78

DC 7.54 7.08 6.79 15.98 14.76 13.82 24.72 24.39 23.76

M06 ZORA 7.56 7.10 6.97 16.07 14.92 13.99 24.73 24.46 23.97

M06-2X ZORA 8.86 8.30 8.58 17.66 16.24 15.45 26.27 25.90 25.64

SAOP ZORA 10.16 9.92 9.28 18.73 17.69 16.69 27.82 27.64 26.72

DC 10.08 9.83 9.10 18.62 17.52 16.49 27.76 27.55 26.57

CAM-B3LYP DC 9.02 8.48 8.44 17.49 16.22 15.37 26.23 25.78 25.40

IHFSCC DC 10.15 9.45 9.43 18.66 17.76 16.74 27.76 27.15 27.08
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the ALDA approximation.
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Fig. 2 Errors for the first singlet and triplet Φ states due to the

ALDA approximation for the PBE, PBE0, BLYP, B3LYP and

CAM-B3LYP functionals.
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