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HARNACK TYPE INEQUALITY FOR POSITIVE SOLUTION OF SOME INTEGRAL
EQUATION

JEROME COVILLE

MAX PLANCK INSTITUTE FOR MATHEMATICS IN THE SCIENCES
INSELSTRASSE 22
D-04103 LEIPZIG
GERMANY

ABSTRACT. In this paper, we establish some Harnack type inequalities satisfied by positive
solutions of nonlocal inhomogeneous equations arising in the description of various phenom-
ena ranging from population dynamics to micro-magnetism. For regular domains, we also
derive an inequality up to the boundary. The main difficulty in such context lies in a precise
control of the solutions outside a compact set and the existence of local uniform estimates.
We overcome this problem by proving a contraction result which makes the L' norms of the
solutions on two compact sets w1 CC w2 equivalent. We also construct the principal pos-
itive eigenfunctions associated to particular nonlocal operators by using the corresponding
Harnack type inequalities.

1. INTRODUCTION AND MAIN RESULTS

In this paper, we investigate the existence of a Harnack type inequality for positive con-
tinuous solutions of

where the operator is defined by
(12) £l i= [ Kag)uty) dy = boa

with Q € R, k > 0 and b(x) € C(9). Precise assumptions on 2, k and b will be given later
on.

Such type of linear operator has been widely used to describe the dispersal of a population
in its environment in the following sense. As stated in [25, 26, 32], if u(y, t) is thought of as a
density at a location y at a time ¢ and k(z, y) as the probability distribution of jumping from
a location y to a location z, then the rate at which the individuals from all other positions are
arriving to the location z is

[ ket dy
Q

On the other hand, the rate at which the individuals are leaving the location z to travel to
all other places is —b(x)u(x,t). The operator L is called nonlocal since the behaviour of a
function at a given point depends on its values at points some distance away rather than just
nearby ones.
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In the past few years, there has been an intense interest to use such nonlocal operators
to model problems in mathematical physics or in ecology, see, among other references, [22,
26, 32, 34, 38]. In particular, much attention has been devoted to the study of the nonlocal
reaction diffusion equation

(1.3) % = L[u] + f(z,u(z,t)) in QxR

where the usual elliptic diffusion operator is replaced by the operator £, see for example
[5, 16, 32, 34]. Problems related to (1.3) with a homogeneous nonlinearity have been widely
treated in the literature when b(z) = 1 and the kernel take the form of a convolution operator,
ie. k(x,y) = J(x — y) with J a probability density. For instance, the works in the references
[5,18,19,21, 23] are devoted to the study of travelling front solutions existing for the problem
(1.3) with a homogeneous bistable or monostable nonlinearity, while [4, 13] deal with the
study of the steady state solutions of the problem (1.3) with a logistic type, bistable or power-
like nonlinearity. The particular instance of the parabolic problem in R™ when f = 0 is
considered in [12, 17]. In the heterogeneous case ( b and k general), few results are known.
This is due mostly to the lack of compactness properties of £ + A or of its inverse. We quote
[20, 32] which deal with a convolution kernel in a periodic environment with a monostable
type nonlinearity and [16] in the case of a linear heterogeneous dispersal process in R.

When the kernel k(z,y) is smooth and compactly supported, it is easy to see that, when
applied to a smooth function, the operator £ can be rewritten into the following form

Llu] := Mu] + R[u]
with M an elliptic operator
(1.4) Mu] := ai;j(2)0;ju + bi(x)du + c(x)u,

and R an operator involving derivatives of higher order than in M. Indeed, we have

Clu] = /Q Bz, y)[u(y) — u(@)] dy — c(z)u,

with ¢(z) == b(x) — [, k(z,y)dy. Hence, setting = = 2 — y and performing a formal Taylor
expansion of u in the integral, we obtain

/Q k(z,z — 2)[u(x — 2z) — u(x)] dy = ai;j(x)0;;u + bi(x)du + R[z, 0;j,ul

with a;;(z) and b;(z) defined by the following expressions
a;j(x) = 1/ k(x,x — 2)zi2; dz
2 z—

bi(x) = /an—Q k(x,x — 2)z; dz

and

11 gl
Rz, 0jjpu] == / Qk(x,x — 2)2 22, (/0 /0 /0 st?0;pu(x — hstz) dhdsdt) dz.

Therefore, for suitable kernels %, it seems reasonable to expect that the operator £ shares
many of the properties of M.
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For a uniform elliptic operator M, it is well known that the positive solutions of the equa-
tion M[u] = 0 are satisfying an Harnack inequality, see [24, 27]. That is to say

Theorem 1.1 (Harnack Inequality [24, 27]). Let Q@ C R" be a domain and let w C C 2 be a compact
sub-domain. Then there exists a constant C(w) such that for all positive smooth solutions u so that

Mu] =0
we have
u(z) < Cu(y) forall z,y€w.

Such estimate is an extremely important tool in the study of partial differential equations
since they are providing in particular various key estimates in the analysis of the regularity
of the solutions of PDE’s. Moreover, such estimate plays a central role in the construction
of a positive eigenfunction of M, which is also an essential tool in the analysis of various
nonlinear partial differential equations, see for example [7, 8, 9].

As observed in [16, 19, 32] for some particular choice of b and k, the principal eigenvalue
A1 of £ and its corresponding positive eigenfunction ¢y, that is

(1.5) Lip1] +Mpr =0 in Q,

are central in the analysis of the nonlocal reaction diffusion problems such as (1.3). However,
due to the lack of compactness of £ + X or of its inverse, proving the existence of a principal
eigenpair in this context is a very difficult task and no general result is known. As for elliptic
operators, an Harnack type inequality for the positive solutions of such nonlocal equation
(1.5) is expected to provide a priori estimates for the construction of eigenpairs of a general
operator L. It is therefore of great interest to investigate the existence of such estimates. For

some particular kernel k(z,y), the Harnack estimate for solutions of (1.1) are often obtained
as a consequence of the harmonic property of the solution. Indeed, when k(z,y) takes the
following form

ko) = LG 9 € Bl @)
7 0 otherwise

where ¢y < r(z) < d(x,0Q) is a given function, then the positive solutions of (1.1) are har-
monic functions. There exists a vast literature dealing with what is called in potential theory
"The Converse Mean Value Problem”. The central question is then to find the conditions on
k(x,y) so that the solutions u of (1.1) are harmonic. For more details on this subject, we refer
the interested reader to [6, 15, 28, 29, 31, 30, 36, 39] and references therein. For the above
kernel, to our knowledge, Veech [39] was the first to obtain a Harnack type estimate for the
positive solutions of (1.1) as a consequence of the restricted mean value property itself rather
than the harmonic property of the solution. Later, Cornea and Vesely [14, 15] have extended
the Harnack type estimate obtained by Veech to some more general kernels. More precisely,
they have obtained the following

Theorem 1.2 ([14, 15]). Let k(x,y) be a kernel so that Va € €, there exists V,, and W, two compact
neighbourhoods of x and two strictly positive constants m, and M, such that W, C Q and for any
y € V, we have

1
(1.6) Mz Xy, < mk(,y) < Myxyy,
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where x , is the characteristic function of the set A. Then, for all compact set w C € there exists a
constant C(w, k) such that for all super-median function u (i.e. any function v satisfying u(x) >
Tlx) Jo k(x, 2)u(z) dz for all x) and any two points x,y € w, one have

5. .
— | k(z,2)u(z)dz < C—— | k(y,2)u(z)dz.
i L ke e dz < O [ k()

Some Harnack inequality for nonlocal operators have also been proved for singular ker-
nel, essentially for the generators of pure jump processes, see for example [1, 2, 3, 10, 11, 33].
In this context, the operator L takes the form

1.7) Clu] = /Q Kz, y)u(y) — u()) dy,

where k(z,y) ~ W with a > 0. This particular structure implies some extra regu-

larity for the solutions of (1.1) and plays an essential role in the derivation of the Harnack
inequality.

In this work, we investigate the existence of a Harnack type inequality for a class of non-
local operators £ for which the condition on the kernel (1.6) is not always verified and when
the compact set w can touch the boundary J€) when it exists. More precisely, we study the
existence of a Harnack type inequality for the positive solutions of the operator defined in
(1.2), for any positive function b(z) and when the kernel k(z,y) takes the form introduced
by Cortazar et al. in [16]:

Y AN
(18) kuwy_J(ﬂ@)aWw’

where J is a probability density and the function g is bounded and non negative. We are
particularly interested in finding some simple conditions on J, g, b and €2 such that a Harnack
type inequality holds for the positive solutions of the following equation

—y\ u®) e o
(1.9) /Qj<g(y) ) ) dy — b(z) 0. in €.

Now let us state the precise assumptions that we impose on J, g and b. Throughout this
paper and without further notice we will always assume that J b and g satisfy the following
assumptions

J e L®RY N LY(RY), (H1)

MOX p0.ry) < J < MoX o p,, fOr some positive constants ro, Ro, mo, Mo, (H2)
1

be C(Q),b(z) > 0. (H4)

Let us also denote by S the set of point where g is vanishing (i.e. S := {z € Q|g(z) = 0} ).
Without loss of generality we will also assume that Ry = 1. Note that when § # () the kernel

k(z,y) =J (%) g%(y) does not satisfy automatically the assumption of Cornea and Vesely

(i.e. the condition (1.6)) moreover the operator £ can not be rewritten as a jump operator like
in the equation (1.7).
Under the above assumptions on J, g, and b, we first establish some kind of uniform
estimate satisfied by the positive solutions of (1.9). More precisely, we prove the following
4



Theorem 1.3. Let J, g, and b satisfying (H1-H4) and assume that QNS CC Q and let w C Qbea
compact set. Let us denote Q(w) the following set

Qw) == B(=,8).
TEW
Then there exists a positive constant n* such that for any 0 < n < n* there exist a compact set
W' CC Qw) NQand a constant C(J,w,w’, b, g,n) such that the following assertions are verified
(1) {z € Qw) NWyld(z,d(Qw) NW)) > n} C W', where Wy, := {z € Qlg(x) > n}
(ii) for all positive continuous solutions u of (1.9), the following inequality holds:

uw(x) < Culy) forall zew,yew Nuw.

Under an additional assumption on the regularity of the compact set w, we have a more
precise estimate. Namely, we prove the following result.

Theorem 1.4. Let J, g, and b satisfying (H1-H4) and assume that Q NS CC Q. Let w C Q be
a compact set which satisfies an uniform inner cone condition. Then there exists a positive constant
n* such that for any 0 < n < n*, there exists a constant C(J,w,b, g,n) such that for all positive
continuous solutions w of (1.9) the following inequality holds

u(z) < Cu(y) forall zew,yecwni{yegly)>2n}.

Note that in the above Theorems (Theorems 1.3 and 1.4), no condition is required on the
open set Q). Therefore, the respective inequalities are holding as well when 2 = R". In this
particular case the assumption on S can be weakened. More specifically instead of assuming
that QNS CC 2 we can require that for any subset S of S, there exists a ball B(zp, R) such
that

B(I‘Q,R) ns CC B(zg, R).

Corollary 1.5. Let J, g, and b satisfying (H1-H4) and assume that S satisfies the above con-
dition and let w C R" be a compact set. Then there exists a positive constant n* such that
for any 0 < n < n* there exists a constant C(.J,w, b, g, ) such that for all positive continuous
solutions u of (1.9) the following inequality holds

u(z) < Cu(y) forall zew,yecwn{yegly) >2n}.

Observe that when the compact set w C €2 and the considered kernel k(z,y) satisfies the
condition (1.6) we recover the Harnack type estimate obtained by Cornea in [14, 15].

As consequence of Theorems 1.3 and 1.4 we get various uniform estimates on the posi-
tive solutions u of (1.9) when 2 is a bounded domain. More precisely for general bounded
domains we have

Corollary 1.6. Assume J, g and b satisfy (H1-H4), let Q2 be a bounded domain and assume
that g% € LP(Q) for p > 1. Then there exists a positive constant n* such that for any 0 <

n < n* there exists a compact set w’ CC Q and a constant C(.J, Q,w’, b, g,n) such that the two
following assertions hold

(i) {z e Q|d(x,0W,) >n} C '
(ii) for all positive continuous solutions u of (1.9),

supu < Cu(y) forally € o'
Q
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Note that in this case, the assumption S N Q CC  is not any more required and the
function g can vanish at the boundary.

In the case of a regular bounded domain and assuming that g > « the above inequality
extends up to the boundary.

Corollary 1.7. Let J, g, and b satisfying (H1-H4) and assume that ¢ > o > 0 and 2 is
a bounded domain which satisfies an uniform inner cone condition. Then there exists a
constant C'(€2, g, J, b) such that for all positive continuous solutions « of (1.9) it holds

supu < C'inf u.
9 Q

Note that, in this particular case, whereas the classical Harnack type inequality remains
true for positive solutions of the uniformly elliptic equation (1.4) its extension up to the
boundary (Corollary 1.7) does not. The validity of such an extension is a consequence of the
nonlocal nature of the equation considered.

Our last result is an application of these estimates to the construction of a positive solution
of (1.9) for a particular b(z). Let us consider the equation

(1.10) /Q J (%) ;‘n(—(yy)) dy —a(z)u=0 in Q,

where a(z) is defined as follows

—x d .
a(z) ::{ fQJ(%)W—(yx) if z¢s

1 otherwise

In the literature this equation corresponds to the nonlocal analogue of the usual eigenvalue
problem for an elliptic operator with homogeneous Neumann boundary condition. For
some particular situations, the existence of a positive solution is also well known. Indeed
when g = cste then it is easy to see that for any J any constant is a solution of the prob-
lem (1.10). In this particular situation the kernel is of Markov type which is not true when
g % cste.

Another well known case is when (2 is a bounded domain and J is assumed to be a smooth
(i.e. at least continuous ) function. Then in such a case the equation (1.10) reduces to a
homogeneous second kind Fredholm integral equation, well studied in the literature, see
for example [37]. To our knowledge besides the two above situations the existence of a non
trivial positive solution of (1.10) under some general assumptions on J, g and b has only been
obtained in the case €2 = R see [16].

Let us now state our result.

Theorem 1.8. Let J, g, and b satisfying (H1-H4) and assume that QNS CC ). Then there exists
a positive continuous solution p of (1.10).

2. COMMENTS AND STRAIGHTFORWARD GENERALISATIONS

Before going into the proofs of these results, let us make some comments and explain our
strategy of proofs.
6



We first want to emphasize that the continuity assumption H4 made on b is not necessary
and all the results can be proved assuming that b € L*>°(Q2) with in fob > 0. We want also to
point out that all the above results extend obviously to the kernels k(x,y) of the form

k(xy):J<x1—y1,x2—y2,m,xn—yn> L
’ n) " W) T ) ) 1T 0iv)

We also remark that the assumption J > coxp(o,r,) cannot be removed easily and a general-
isation of the Harnack type estimate for more general measure .J seems delicate. Indeed it is
well known that the Harnack type inequality is false for some discrete Laplacian A; which
corresponds to have in our framework b = g = 1and J := %(6;1 + 0_p) where ¢y, denotes the
Dirac mass at the point &, see [35]. For example by taking h = 2w we have 1+ cos(x) is a non
negative solution of the average equation

ulz) = / I~ y)uly) dy = 5(u(e +2m) + uz — 27)).

Extension of these Harnack type inequality for positive measure .J are currently under con-
sideration.

We want also to emphasize even though the average equation (1.9) have some similarities
with the average equations studied in the "Converse Restricted Mean Value Problem”, the
two equations are fundamentally different. Indeed whereas a function satisfying a Restricted
Mean Value Property with respect to a measure p verifies

(2.1) u(z) = /B o) u(y)du(y)

for some function d(x), a solution u of (1.9) satisfies

ulz) = /B g M)

which in the case g # cste cannot be rewritten in the form (2.1) for some measure .

We also have recently observed that all our results on Harnack type inequality can be ex-
tended to the framework of super-median function (i.e u so that L]u] < 0). In this framework,
we have a Harnack type estimate of the form

Theorem 2.1. Let J, g, and b satisfying (H1-H4). Assume that QNS CC Qand let w CC Q be a
compact set. Let Q(w) denote the following set

Qw) == | B(=,d.),

rTEW

where d,, := d(w, ). Then there exists a positive constant n* such that, for any 0 < n < n*, there
exists a compact set w' CC Q(w) and a constant C(J,w,w’, b, g,n) such that the following assertions
are verified

(i) {z € Qw) NWyld(z, 0(Qw) NW,)) > n} C W', where W, := {x € Qlg(x) > n}

(ii) for all positive continuous super median function w of (1.9) the following inequality holds:

i L7 G ) e <O 7 (5 ) Sy forat wewwesne

We have remarked that some of our results can be generalized easily to the situation where
the function ¢ is vanishing at the boundary of the set 2 provided that g(z) < d(z, 02). More
precisely, we have

7



Theorem 2.2. Let J, g, and b satisfying (H1-H4). Assume that S = 0Q U S; with QN S; CC Q
and g(x) < d(x,09). Let w CC € be a compact set and let Q)(w) denote the following set

Qw) = | B(=,du),

rTEW

where d,, := d(w,0NY). Then there exists a positive constant n* such that, for any 0 < n < n*, there
exist a compact set w' CC Q(w) and a constant C(J,w,w’, b, g,n) such that the following assertions
are verified

(i) {z € Qw) NWyld(z,d(Qw) NW)) > n} C W', where Wy, := {z € Qlg(x) > n}

(ii) for all positive continuous solutions u of (1.9), the following inequality holds:

uw(r) < Culy) forall zew,yecw Nuw.

Now let us explain our strategy to obtain such Harnack type inequality. It is mainly based
on the following observation. For the harmonic functions (i.e functions u such that Au = 0)
it is well known (see [24, 27]) that they satisfy a mean value equality

_ " dy
0= [

which holds for any ball B(z,r) CC €. An Harnack inequality is derived easily from this
property. Our idea is then to view a positive solution u of (1.9) as a positive function satisfy-
ing some mean value equality

(2.2) u(x) = ﬁ /Q u(y) dp(z,y),

for some given measure dyu, and to use this formulation to obtain some uniform estimates
depending only on w, J and b. However, the later mean value property is fundamentally
different from the one satisfied by harmonic functions in at least two ways. First, the mea-
sure du(z,y) is no more homogeneous and may be singular in the variable y. Second, the
solution of equation (1.9) satisfies the mean value equality for the fixed domain (2, whereas
for harmonic functions the mean value equality holds for any ball compactly included in 2.
All the difficulty in obtaining such Harnack type estimates arises from these two differences.
We note that our proofs differ from the one given in [14, 15] providing alternative proofs of
these Harnack type estimates. In particular, from our analysis, we can extract an estimate of
the constant C' involved in the Harnack type inequality.

The paper is organized as follows. In the next section, we establish some general estimates
that we use along our paper. Then we establish some uniform estimates satisfied by the
positive solutions of (1.9). Next, in section 5, we prove the various Harnack type inequalities
appearing in Theorems 1.3, and 1.4, and Corollaries 1.5 to 1.7. Finally, the last section is
devoted to the construction of a positive eigenfunction (Theorem 1.8).

3. PRELIMINARIES

In this section, we prove some technical lemmas concerning some sets of positive func-
tions satisfying a pointwise estimate. Similar estimates and inequalities can be found in [15].
Let us state our first lemma,

8



Lemma 3.1. Let Q@ C R" be a domain and let x € Q and n > 0 so that B(x,4n) C Q. Let Cp be a
positive constant and define X the following set of functions

X(x) = {u € C(Q)|u>0, suchthat u(y)> CO/
B(yn)

Then for all g < r <, there exists a positive constant Cy(r,n,Cy) < 1 so that for all u € X we

have
/ u(s)ds > Cy / u(s) ds.
B(z,r) B(z,r+1)

Assume for the moment that Lemma 3.1 holds. Then we can derive the following uniform
estimates

u(s)ds forall y e B(m,Qn)}

Lemma 3.2. Let Q C R", ¥ CC Qand Cy > 0 be respectively a domain, a smooth connected
compact set and a positive constant. Choose n) > 0 such that

Qg = | J Bl 4n) cc
reY
and consider X the following set of functions
X = {u e C(Q)|u>0, suchthat u(y) > C’O/ u(s)ds forall y e, = U B(:U,Qn)}
B(y,m) ey
Then there exists two positive constants C'(n, Cy, ) and N (n, X) so that
(i) forall z,y € % and for all u € X we have

/ u(s)ds > C u(s) ds.
B(

z,7) B(y,7)

(ii) for all 2 € ¥ and for all u € X we have

/ u(s)ds > g/u(s) ds.
B(=,%) N Js

Let us start with the proof of (i). Observe that for any z € > we have by assumption

3.1) B(z,2n) € O, and X C X(=2).

)

Proof of Lemma 3.2:

Therefore applying Lemma 3.1 respectively with r = 7 and  yields for all u € X and for all

FASDY
n
/ u(s)ds > Cy <—,77, Co> / u(s)ds,
B(x1) 4 B(=3)
/ u(s)ds > Cy <Q,77, Co> / u(s) ds.
B(Z,g 2 B(Zv%n)

Thus for all u € X and for all z € ¥ we have

(3.2) / u(s)ds > 02/ u(s)ds,
B(Z,g B(Zv%n)
9



with CQ = Cl (%, 7, Co) Cl (g, n, Co)
Using now that ¥ is a compact connected set then there exists a finite number of balls
B(z;, ) covering X.. That is to say, for some N (X,7) € N,

N
1=

Now let z,y € ¥ be fixed . From the covering, we can find a finite sequence (¢, ),co,.... Ny}
of elements of 3 so that

No < N(,7) +2
tie{x,y,zl,...,zN}, to=x and Ing =Y
Vi e {Oa ,NO - 1}?B(ti+1a iz) - B(tl?%)

Since for all u € X , u > 0, using (3.2) with z = x and the definition of ¢;, we deduce that for

allu € X
/ u(s)ds > Cg/ u(s)ds > Cg/ u(s)ds.
B(z,7) Bz, %) B(t1,3)

4

Then by induction, for all u € X we achieve

/ u(s)ds > (CQ)NO/ u(s)ds.
B(z,7) B(y, 1)

4

Since N (n,Y) is independent of z and y and Ny < N + 2 we have for all z,y € ¥ and for all
u e X,

/ u(s)ds > (CQ)N+2/ u(s) ds,
B(z, 7 B(y,7)
which proves (i).

To obtain (ii), we just have to remark that using the above covering of ¥ and (i) for all
z € Y and all v € X we have

— u(s)ds
N'téﬁm%m

> w/ u(s)ds.

Let us now turn our attention to the proof of the technical Lemma 3.1.

Proof of Lemma 3.1
10



Since r < n, for all z € B(x,r) we have B(z,n) C B(z,2n) and by assumption for all
u € X (x) we have

(3.3) / u(s)ds > C’O/ (/ u(s) ds) dz.
B(z,r) B(z,r) B(z,n)

Let us now consider the annulus A := A(x,7’,r), for some 0 < r’ < r which will be chosen
later on. Observe that for e > 0, A can be covered by a finite numbers of balls B(z, 7 — 1’ +¢€),
where z € 9B(x,r'). Namely, we have for some N(,_,/,) € N,

N(r—r’+e)
AcC U B(zi, (r —r' +¢)).
=1

Observe that by construction, for any N(y—pr)4+e)—tuplet (21,22, - ., 5N(n7r/)+e)) such that z; €
B(zi, (r —1") + €) N A we have
N(r—r/-ke)
Ac |J BGE2r—r)+2e).
i=1
Moreover, for r — ' + ¢ < 4 and for any N, _,. ¢ —tuplet (1, 2, . . ., EN(PH)M) such that

Zi € B(zi, (r — ') + ¢) N A, we see that

N(r—ﬂ-ke)
(3:4) A+ —r =) +d)c | BGw.
1=1

Indeed, let (21, 22, ..., 2N, _,),.,) Pea Ny —tuplet such that Z; € B(z;, (r —1') + )N A
and take y € A(z, 7', 7"+ % —[(r —7') +¢€]). Then d(y, 0B(x,r")) < 3 — [(r — ') + €] and there
exists z € OB(z,r’) so that

ly — 2|l = d(y, 0B(x,1")).

Since z € 0B(x, "), by construction there exists z; € 0B(x,7’) so that
z € B(zj,r —1' +e).
Choose z; the~corresponding element in the N, —tuplet (21, 22,...,2n,_,,,,) and
compute |y — Z;|| then we have
ly =5l < ly = 201+ 12 — 2] + 1z - 51

<3 +lr—r)+d

<1
since [(r — ') + €] < 4. Thus y € B(%;,n) and (3.4) holds.

Let us fix e = § and choose 7’ = %. Let us also denote y(S) the Lebesgue measure of a

set S and consider A; := B(z;, (r — ') + €) N A . By construction, since y; € 0B(z,r’), we
have (A;) = u(A;) for all ¢, j and for each A; from (3.3) we have for all v € X (z)

(3.5) /B(JM) u(s)ds > Cy /Ai </B(zm) u(s) ds) dz.
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Therefore for all u € X (z), on each A; there exists a point z; € A; which can depend on «
such that

C
(3.6) /B(LT) u(s)ds > M(f(l]z') /B(gm) u(s) ds.
Using that p(A;) = w(A;) for all i,j, we deduce that for each u € X(z) there exists a
N(p—ry4e—tuplet (21,22, . . ., N(n e )) so that
N _rige)
/B(m,r) uls)ds 2 M(A (r—r'+e) ZZ: /B(zl,n

Co

P — ) u(s) ds.
:U'(Ai)N(rfr’Jre) ~/Ui\i(;r M B(zi,m)

Since by construction for each u € X (x) we have z; € B(z;, (r —r’) +€) N A for all . Using
the geometric condition (3.4), it follows that for all u € X (z)

Co
u(s)ds > —/ u(s) ds.
/B@fﬂ“) AN e St a3 - (0-17) )

Therefore,

Co
u(s)ds > —/ u(s)ds + —/ u(s)ds
/B(m,r) ,U'(Ai)2Nr7r’+e A(w,r! ! 42 =[(r—r")+e]) 2 B(z,r)

u(s)ds

> Cy /
B(z,r)UA(z,r '+ 3 —[(r—r")+e)

> Cl/ U(S) dS,
B(x,r' 44 —[(r—r")+¢])

> Cl/ U(S) dS,
B(z,r+h)

Co

where Cl = min{Qu AN /+ ,%} and h = 121 — [2(r—r’)—|—€]
Since by construction h = 4 — [2(r — ') + €] > 4 — § > T we achieve forall u € X(z),

/ u(s)ds > Cl/ u(s)ds > Cl/ u(s) ds.
B(z,r) B(z,r+h) B(z,r+1)
U

Remark 3.3. Note that from our construction we can make the constant C; independent of r.
Namely, by our choice of " and € N,_,s . = Nj is invariant with r and we have

Co 1

(A0, 12,1) N B(z, 12)) N1 2

Cy > mln{

5 b

’16

where z is any point of 9B(0, 12) and d the dimension of space.
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4. LOCAL UNIFORM ESTIMATES

In this section, we establish some local uniform estimates, which will play an essential
role in deriving Harnack type inequalities.

Lemma 4.1. Let Q C R" and u € C(2) be respectively a connected domain and a positive solution
of (1.9). Let ' C Q be a compact set such that g > o > 0in Q. Then there exists €* > 0 such that
forall e < €*, there exists Q2. and C.(«, 3, J, €,b) such that

[ wwavzc. [ uay
Qe o
Moreover, ). satisfies the following chain of inclusion

{2 € Vd(w,02) > ac} € O € {w € V|d(w,00) > T}

Proof:
Since u is a positive solution of (1.9), using that Q' C 2, we have

r=y) 1) —b(z)u(x in
@1 //J<g(y)>gd(y)dy bleyulz) <0 -

The domain ' being compact and « continuous, we can integrate (4.1) over 2, CC Q' and

we have
//J@(_yf/) ;(f/y)) dy < /Q b(a)u(a

Using that g > o > 0in €/, Fubini’s Theorem and setting z = % , we end up with

Lo |35 (L(5))
(43) z/imw<1;lMAMde

where Q ,, := %. We claim that

dz.

~—

€Y

Claim 4.1. There exist Q2. and ¢y > 0 such that, forall y € ,

/Q J(z)dz > cp.

&Y

Observe that by proving the above claim the proof of the lemma is ended. Indeed, assum-
ing it is true, then we derive from the above inequality

Afmwmmz/y@<4wﬂ@@>@

z%/u@@-
Q/

/Qe u(z)dx > HbCHOoo //u(y)dy.
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Proof of the claim
By assumption, since J(0) > 0 and .J smooth, there exist 7o > 0 and co such that minpq ) J >
CQ.
Fix € < min{%¢; 1} such that the two sets
(4.4) QL= {x € Q| d(z,00) > ea}

(4.5) Q= {z € | d(z,0) < %}
are non empty disjoint sets. Choose £, smooth (at least C'2) so that 2. cC Q. and Q.NQ. = 0.

By construction, we see that Q. is compact and for all y € &, d(y, Q) < ea.
Again by construction we observe that for § < <*, we also have

VzeQ, B(zd) .

From the uniform regularity of )., there exists a constant § small enough, say 0 < § <
01 < ¢ where §; only depends on the regularity of €2, such that for all z € (), there exists
Z' € Q. N B(z,0) satisfying

(4.6) B(, g) C B(z,0) N Q.

Now, pick y € Q. Since Q. is compact, there exists 29 € Q. such that ||ly — 29| = d(y, Q).
Using (4.6), it follows that there exists z{, such that

J
4.7) B(, g) C B(zp,0) N Q.
Recall that 2 , = Qgﬁ(;)y thus from (4.7) it follows that
—————— C Q¢ y.
9(v) N
Take now s € B(z, g) and let us compute %:

Is —yll  lls = 2ol + ll20 — z0ll + [l20 — ¥l
gly) — «

1) 19
<o t—-+te
8a  «

Since § < ¢ and € < —TQO, we achieve
HS—?/H 1 1 1
< (— + =+ =) < 7.
9y) ~ (64 8 Q)TO =0

Finally, let us compute [, .7 (2)dz. From the above construction, we have

/Q J(z)dz > /B(z(,)’%)_y J(z)dz

&Y 9(y)

2 /B(zg,%)—y dz

9(y)
1)
> CON’(B(O? @))

14




Since the above computation is independent of y € €/, the claim is proved.
u

Remark 4.2. Observe that from the above computation, we have a certain degree of freedom
over the parameter ¢, which later can be chosen at our convenience.

Let us now show another important estimate.

Lemma 4.3. Let Q C R"™ be a connected set and w a positive continuous function satisfying (1.9).
Let Q' C Q be such that g > « > 0in Q. Then for any Q" CC € there exist § and a constant
C(B, J, a, 0,b) such that

Voe Qs = U B(z,0), u(zx)>C u(y) dy.
e’ B(z,9)

Proof:

Let d := d(Q",0Q). By assumption, one has d > 0. Since u is positive and ' C Q, we
deduce from (1.9) that at x € Q2 we have

oo [L7(555) ity
> reare” (i) 7

Using that J(0) > 0, a < g < fin Q' and ||b||oc < C we see that for § small, say 6 < d;, we

have
ule) 2 /B(J:,(S)OQ’ / <xg(_y)y> 91;((?/?/)) "

minB(Oﬁ) J /
> u(y) dy.
Flbllos ooy Y

Choosing § < min{%, 41}, it follows that for any = € Qs, B(x,0) C €. Hence, for all z € Q,
we have

minB(Oﬁ) J

—_ d
u(x) > B7)b]|os /B(;(g:) u(y) dy

and the Lemma is proved.

5. HARNACK TYPE INEQUALITIES

We are now in position to prove the different Harnack type inequalities, Theorems 1.3
and 1.4 and Corollaries 1.7 and 1.5. The proof of the Corollaries come as a straightforward
application of the main Theorems and thus left to the reader. Simple proofs of Theorem 1.3
can be obtained using Theorems 1.4, so let us first prove Theorem 1.4.

Proof Theorem 1.4:

Before we begin, let us make some remarks and introduce some notation. First observe
that if the estimates in Theorem 1.4 hold for a given compact set w C 2, then they hold as
well for any compact set w C w. Indeed, since the estimates in Theorem 1.4 hold for w, there

15



exists a positive constant n*(w) so that for any 0 < n < n*(w) there exists a constant C'(n)
such that for all positive solution u of (1.9) the following inequality holds:

uw(z) < Cu(y) forall =z €w,ye€wn Wy,

where W, := {y € Q|g(y) > n}.
Using now that any positive solutions of (1.9) satisfies

supu < supu < C inf vw<C inf w,
ap a wp a (n)Wgnﬁw - (n)wg,,mw

it follows that the estimates in Theorem 1.4 hold for w.
From the above observation, we can restrict our attention to compact set w C 2 such that
S CC w. Fixnow w and let us define the following sets

Wy 1= U B(z,n) N

Zy ={y € Qg(y) < n}
Wy = {y € Qlg(y) > n}.

Since g% € Lf’Oc with p > 1, we can choose 7; small enough such that

dy inf,, b
(5.1) / < .
iz, 90) 2[00

Since § CC w, we can choose 7; smaller if necessary to achieve w,, N Z, C w. Fix now,
0 < n < n. We are now in a position to prove the Theorem. The proof follows essentially
four steps.

Step 1: Now, define the following bounded set
Qw) == B(=,8),
rew

and set the measure dy = gf—(yy), which is well defined since gld € L}Oc. Since J is compactly
supported, it follows that in w, u satisfies

1 r-y\,
62 ulx) = o /Q (wm‘]<g<y>> (v)duly)

_ L LYY, 1 LYYy
63 - 0(x) /Q(w)mz,7 / < 9(y) ) Wldnly) + b(x) /Q(w)mm7 / ( 9(y) ) W)an{)
Observe that for z € w, y € Z,, N (Q(w) \ wy), we have
r—y
9w |~

Therefore since supp(J) C B(0, 1), it follows that for z € w

0 o (5t ) 0= 5, ? ()

and from (5.3) we get

L r—y u /] oo u
G4 o) <05 /wmzn‘]<g<y>> W)+ 0 o) /QWWn W)dty)




Since u is continuous and w is compact, u achieves its maximum at some point, say z¢ € w.
At this point, from (5.4) we have:

ED n-vY, 170 )
G5 ulm) < s /wnnz;] ( g<y>> W) + e () /Q(w)mwn (v)du(w).

Using that w, N Z,, C w and (5.1), it follows that

u(@o) | [l
(5.6) ufo) < =5 +infwb(x) /Q (w)mWnu(y)du(y)-
Therefore,
2|l
. u(x _— u(y)d .
57) (20) < B0 oy, ")

Step 2: For any v € R, let us consider the set w, := {z € w|d(z,0w) > v} and C(x,0,a) be
the cone issued from = with angle § and height a. On one hand, since S CC w, there exists
vy > 0 such that w \ wyy,, NS = (). On the other hand, since w satisfies an uniform inner cone
condition, it follows that for v small enough, say v < v*, there exists r(v) > 0 such that for
any = € w \ w,, there exists z € w such that

B(ja T) C Cx,@,a N (Wu \W41/)
B(z,r) C B(zx, ).

Let us now fix v < min{vp, v*} and take " := ming,)\4,, 9- By construction, * > 0.
Now take any z € w \ w,. From (1.9), using the uniform inner cone property, we have

1 r—y\ uy)
8 ule) = b(x) /QJ ( 9(y) > 9 (y) dy
R r—y\ uly)
69 - b(z) /cz,e,amg@,/s) ! ( 9(y) > 9%(y) dy
B z—y\ u(y)
510 = b(z) /B(ac,r) ! < 9(y) ) 9%(y) .

Recall that g > n* in B(z,r). Therefore, since J(0) > 0, b > 0, there exists dy and Cjy
independent of = such that B(z,dy) C B(z,r) and

(5.11) u(z) > Co /B o U

Fix now 7 < min{’}, 172—} such that W, \ Wan CC w,, and let

d = d(wy A Way, (Qw) N Wn)).

By construction, we have d > 0. Indeed, since < n*, we have 9(2(w)NW,)) = I'; UT'y where
Iy € (Qw) \wy) and I'y € (Wy \ W3y ). Therefore, for any « € w, N Wa,
4

d(z,T1 UTy) > d <x Q@) \wz) U W, \ W%n)> > 0.
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Step 3: Let v and 7 be defined by the above steps. Since d > 0, choosing € small enough, say
e < %, it follows that

wy, N Wa, C {z|d (x,0(Qw) NW,)) > en}.

Now, since g > 7 in Q(w) N W), from Lemma 4.1 there exists ¢* so that forall 0 < e < ¢*
there exists a non empty set €2 and a constant C¢(J, n, 2(w) N W,,, b) such that

{w]d(z, 9(Qw) N W,)) > en} € Qe C {x\d(m,@(@(w) nW,) > %}

and

(5.12) /QE u(y)dy > Ce /Q(w)ﬂWn u(y)dy.

Observe that by choosing € < min{e*, %}, we also have w, N Wa,, C €.
We now fix e < min{e*, %} and choose § < %, and consider the set
Q5= | J B(x,29).
{L'GQ&

By construction, we have Q. CC Q5 C Q(w) N W, and g > 7 in ;. Therefore, from Lemma
4.3 there exists ¢; and C{ such that for any z € Q,, we have

(5.13) u(z) > C(']/ u(s)ds.
B(x,01)
So we have
(5.14) u(zx) > min{Co,Cé}/ u(s)ds.
B(xﬁl)

Step 4: Take now ¢* < min{dp, 1 }, where Jy is defined in (5.11). Then by construction (2.
and wu satisfies the assumption of Lemma 3.2 and by (ii) of Lemma 3.2 we end up with

(5.15) w(x) > min{Cy, C} } u(s)ds > C(min{]f;o’ Cob) / u(s) ds.
B(x,0%) Qe

Collecting the inequalities (5.7), (5.12) and (5.15), it follows that for all z € {2, we have

2]

. < e 1N
(5.16) “(“’UO)—infwb(x)CE Qen(s)ds
2|71 0o N /
17 d
(5.17) - infwb(x)ce C(min{CO’C(l)}) B($75*)U(S) ’
20T | oo N
(5.18) J]]

= inf,, b(x)C. C(min{Cy, C}}) min{Co, qg}“(x)'
Observing that w, N Wan C €, from equation (5.18) it follows that
(5.19) u(zg) < Cu(x) for all x € wy, N Wan.
Now observe that from (5.4), we also get that forall z € w \ w,,
u@)=Co [ uls)ds

B(:f,(SQ)
18



where B(Z,d) C w, \ wa,. Therefore, since z € w, N Wy, C Q¢ and 6* < Jy, it follows that

(5.20) u(zx) > CO/ u(s) ds > min{Cy, C’é}/ u(s) ds.
B(Z,60) B(z,%))
Using again Lemma 3.2 yields
(5.21) u(z) > C(mln{]g’o,Cé}) /QE u(s) ds.
As above, we can combine the inequalities (5.21), (5.12) and (5.3) to obtain
(5.22) u(zo) < Cu(x) for all z € (w\wy).
Thus, from the inequalities (5.19) and (5.22) we get
(5.23) u(zg) < Culy) for all Yy €wnWa,.
Hence, we have
(5.24) u(z) < Culy) for all TEW, Y EwnWy,.

Let us now deal with the general estimate and prove the Theorem 1.3.
Proof of Theorem 1.3:

Let us first observe that the estimate is straightforward if the set w CC (2. Indeed, in such
cases there exists always a regular compact set w such thatw CC w C © and the Theorem 1.4
applies. Therefore the only case left to analyse is when the domain w touches the boundary
of Q. In such case and without any regularity assumption on the domain, we cannot derive
the estimates from a simple argument. To obtain the estimate we use a similar argument as
for the proof of Theorem 1.4. The proof here follows essentially three steps.

Step 1: First remark that as for the proof of Theorem 1.4, we can restrict our attention to a
compact set w C € such that S CC w. Now let us define the sets Q(w) := U, ., B(z,8) N Q2
and W), as in the above proof. Following a similar argument, for a point o € w where u
achieves its maximum and for small enough 7, say n < n*, we have

2|l /
— u(y)d .
it b(x) S, (y)du(y)

From (1.9), using that u, J and g are non-negative, it follows that for all = € 2 we have

1 r—y
(5.26) ) 2 5 | o ( — ) w(y)duy).

Since g > 1 in Q(w) N W, from Lemma 4.1 there exists ¢* > 0 such that forall 0 < e < €*,
there exists a non empty set 2. CC Q(w) N W), and a constant Cc(J, 7, (w) N W), b) such that

{zd(z,0(Qw) NW,)) > en} € Q, C {x|d(w,8(§2(w) W) > %}

(5.25) u(wg) <

and
(5.27) /Q 6 u(y)du(y) > Ce /Q o u(y)du(y)-

Recall that from the proof of Lemma 4.1, we also have e < ¢* < %. Thus, we have
{zld(z,0(2(w) NWy)) > n} C {z|d(x, 0(Q(w) NW))) > en} C Q..
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Step 2: Choose now § < min {, £}, where ¢ and 7 are defined by the previous Step, and
consider the set

Qs = U B(x,20).

e,
By construction, {25 C Q(w) N W, and g > 7 in Q5. Using Lemma 4.3, for any z € 2. we have
(5.28) u(z) > Co/ u(s)ds.
B(x,9)

Step 3. Asin the previous proof, by construction €2 and u satisfies the assumption of Lemma
3.2 and we end up with

(5.29) u(z) > Co/ u(s)ds > @/ u(s)ds.
B(x.,5) N Ja.
Collecting (5.25), (5.26) and (5.29), it follows that for all x € 2 we have
2[| 1o N
< .
o) < S G, Ty )

Therefore, for all y € w and z € €. we have
u(y) < Cula).
Hence, for all y € w and z € 2. Nw we have
u(y) < Cu(a).
]

6. CONSTRUCTION OF NON TRIVIAL POSITIVE SOLUTION OF A PARTICULAR NONLOCAL
EQUATION

In this section, we deal with the construction of a positive solution of (1.10) and prove
Theorem 1.8.
Proof of Theorem 1.8:

We treat two cases
Case 1: (2 bounded.
First, let us assume that €2 is bounded and J is regular. Let us define the operator T' €

£(C(9)) by .
_ b r—y\ uly
Tu= @ /QJ ( ) ) rImked

y—z\ _dy
a(x) := Jo7 <9($)> 9%(x) for z¢8
1 otherwise.

where

Since —— € Ll1 , T'is a compact operator. Moreover 7' is positive since g,a and J are non-
94(y) oc

negative functions. Using now the Krein-Rutman Theorem, there exists an eigenvalue A and
a continuous eigenfunction ¢ > 0 such that

w0 ! () oy =
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Integrating the equation over 2, it follows that A = 1, and ¢ is our desired solution. To
obtain a solution in the case J € L N L}(Q), we proceed by regularisation. Let (p,)nen a
sequence of C'*° mollifier and consider the problem with the regular kernel J,, := J x p,,. By
the above argumentation, for each n there exists ¢,, > 0 solution of the regularized problem.
Now using the global estimate of Corollary (1.7) we have

5upQ¢n < C(Jn) inf ¢n

Let us normalize ¢,, so that infw¢, > 1. From a carefully analysis of C(.J,,) on can show
that this constant depends only on C(/,2). Thus (¢, )neq is a uniformly bounded sequence
of continuous function. Using now Arzela-Ascoli Theoreme and a standard diagonal ex-
traction argument, there exists a convergent subsequence (¢,) which converges locally uni-
formly to a positive continuous bounded function ¢. Moreover, using Lebesgue monotone
convergence Theorem, one can see that ¢ is our desired solution.

Case 2: Q unbounded.

Assume now that (2 is any open set and let €2,, be an increasing sequence of bounded subsets
such that lim,, .82, = Q. Since S CC 2, we can also assume that foralln e N, SN, CC
Q,. Let ¢,, denote the associated solution to €2,, with the normalization ¢(xg) = 1 for some
fixed zp € , that we will choose later on. Since n € N, § cC Q, and (2,)nen is an
increasing sequence of sets, for some 7; small we have

() (@ Wy,) = Qo N Wy, # 0.
neN
Let us choose zg € Qg N W,

Let us now fix n € N and consider the sequence of functions (¢,,+)ren. By construction,
®ntk satisfies the equation

=Y\ Pnsk(y) -
/Qw / ( 9(y) > gj(y) dy — antr(2)Pnsk = 0.

Since 2, is an increasing sequence of bounded sets, for any £ € N we have ,, C Q,, 1.
Using Theorem 1.3 with €, and ¢,,4, it follows that for any k& € N there exists a constant ;,,
such that for all n < 7 there exists wj, ,, and a constant C,, 1 (J, 9,7, [anik |l B, 2r) such
that

(6.1) {z € Quarld(z, (0 NWy)) > n} C W)y
(6.2) Sup dn ik < Crgr(N)dpik(z) forall ze€w) .

n

For each k € N, let us choose 7, such that
Q, "W, C {z € Qpld(z,0W,,) > i}
Using the monotonicity of the sequence (2,),en, it follows that
QoNW,, CQ,NW,, C{z € Q|d(z,0W,,) > n} C w4
Therefore, from the above set inclusion and (6.2), it follows that

(6.3) sup On < Crgk (M) Pn(20) < Crgre(Mie)-

n
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Now, observe that the sequence of positive functions (a1 (z))ken is increasing in €2,, and
uniformly bounded. The monotonicity property follows easily from the monotonicity of the
2. Indeed, recall that for any = € €,, \ S we have

ank(z) = /Q / (g{q(f > g%‘

Therefore, using that €2,, C €2,, + 1 and that J, g are non negative functions, it follows that

)= [ (55 ) = S (e i = e

On the other hand, for z € S, we have a,,(z) = 1 for all n € N. Thus, a4 < Gpyprq in Q.
From the definition of a,,, we also get easily the uniform bound. For any = € ,,\ S, using
a change of variable we have

an(z) = / J (%) % < Lﬁ_w J(2)dz < 1.

2)

Using that (a,(x)), is uniformly bounded independent of n and increasing in ,,, we
can make the constant C,,;; independent of k. Therefore, for all £ € N, ¢, is uniformly
bounded in 2,,. Now, since ¢,, 4 is uniformly continuous on §2,,, using Arzela-Ascoli’s The-
orem we can extract from (¢, x)ren @ sub-sequence which converges uniformly in €2,,. By a
standard diagonal argument, we can extract from (¢, ),ecn a sub-sequence which converges
to a function ¢ uniformly on every compact subset w of 2. Using that J has compact sup-
port and the Lebesgue dominated convergence theorem, passing to the limit in the equation

yields
[ (532) o
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