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Abstract—In this manuscript, we present an implementation
of a correlation method for face recognition application on GPU.
Our correlator is based on the famous ”4f” setup and the
use of a Phase Only Filter (POF). Traditionally, the correlation
approach is implemented using optical components for real-time
application. Unfortunately, optical implementation is complex
and has exorbitant price. To cope with these drawbacks and in
order to benefit from the accuracy of the correlation method, we
propose in this work to implement the correlation using GPU. To
this end, we will take an interest in the mathematical aspect of the
correlation method to identify the processing to be implemented
on GPU. Simulations results about the implementation of the
face recognition application on GPU showed the efficiency of
our proposed design. Moreover, comparison between GPU and
CPU in terms of execution time have been made and shows that,
to identify one face among 4, GPU Nvidia Geforce 8400 GS is 3
times faster than the Intel Core 2 CPU 2.00 GHZ.

I. INTRODUCTION

Over the last few years, interest in face recognition has
increased for military and civil applications. The trend in
these applications is to realize the face recognition in a low
computing time. In this context, we have turned to techniques
such as optical correlation which benefit from parallelism
provided by optical components. In the literature, there have
been many approaches implementing face recognition methods
according to specific applications. In [1], the authors proposed
a tutorial on the various correlation techniques. It has been
shown that these techniques are efficient in terms of detection
(very good recognition rate with low false alarm rate) and low
computing time.
In [2], the authors use the correlation technique to recognize
the sign language and retranscribe it into a written or oral
language in order to make mobile communication possible
between a deaf-mute and people who don’t know the sign
language.
In some applications and for convenience and safety reasons
(recognition of people in the subway) the correlator must be
physically separated from cameras filming the scene. Thus it
is necessary to save and/or transmit images to the correla-
tor. However applying the conventional methods of images
compression and encryption is very restrictive because it
leads to decrease the correlator performances. To cope with
this problem, the authors in [3] proposed many compression
and encryption techniques adapted to face recognition using
correlation methods.

Traditionally, optical devices are used to achieve the corre-
lation. The low processing time is the major advantage of
these devices. These devices are not portable and have an
exorbitant price for civil applications. To solve this prob-
lem, we propose to implement this correlation method on
digital electronic components. In fact, algorithms of image
processing are implemented on different targets such as DSP,
CPU and GPU in order to obtain a high quality with a low
execution time. Unfortunately, it is often difficult to combine
the high resolution and the reduced execution time. In this
work a special interest is given to the implementation of
the correlation technique for the face recognition on GPU.
This kind of processor has been proposed for two reasons:
to solve the compromise quality/time and reduce the cost
of obtained circuit. In fact, results reported in several recent
scientific references for different applications show that the
parallel architecture of GPU allows pipelined computing and
consequently reduces constraints for real-time applications [4].
It should be outlined that the principle of the proposed face
recognition approach based on correlation technique is to com-
pare the degree of similarity between the target object (face
to recognize) with several references objects. The correlation
technique is performed using the mathematical model based
on Fourier Transform FT and detailed in [1].
This manuscript is organized as follows: in section II, a
performance comparison between GPUs and CPUs is made
to justify the choice of GPU. Section III is devoted to the
description of the Fast Fourier Transform (FFT) algorithm and
4f setup to be used in the correlation technique. In section IV,
GPU experimental results are presented in order to show the
efficiency of the proposed approach. Finally, we conclude this
paper by presenting new research directions to improve the
proposed design.

II. WHY GPU?
A. Evolution

Today, CPU frequency no longer follows Moore’s law due
to the increase of the CPU consumed energy and physical
limitation [5]. To cope with this problem, researchers over the
word propose to use many parallel processors. One interesting
solution using multiprocessors for graphical processing is the
GPU. Since 2003, researchers have attempted to use GPU
originally designed for computing 3D functions. This includes
lighting effects, object transformations, and 3D motion [6].



Fig. 1. CPU versus GPU evolution

Today, GPU is used for intensive computing and can be consid-
ered as multiple cores with a software layer that allows parallel
computing. Contrary to CPU, the state of the art of GPU
shows that the performances in term of execution time are in
constant evolution. We extended the study of [7] to estimate
the performances of GPU and CPU in 2010. The results of
this study are summarized in figure 1 which shows that in
2010 the ratio between the GPU and CPU maximum operating
frequencies is more than 15. This means that image processing
through GPU is faster than on CPU. The computing speed
is measured by GFLOPS (Giga FLoating point Per Second)
which is equal to 109 floating-point arithmetic operations per
second. The GPU family used in this comparison is NVIDIA.

B. Architecture

GPU architecture is composed of several multiprocessors,
themselves containing several physical devices. For example,
the GPU card used in this work is an Nvidia 8400 GS
graphics card. As shown in figure 2, this GPU has only one
Stream Multiprocessor (SM) with 8 graphic processors named
Stream Processor (SP) and 2 Super Functions Unit (SFU)
which are specific units used to compute elementary functions
(exponential, logarithm, sine, cosine, ...). Each multiprocessor
(SM) can process parallel groups of threads, called warps. On
the other hand, each SM has a memory of 16 KB size that
is shared by the processors within the multiprocessor. The
instruction Fetch/Dispatch is a scheduler that dispatches in-
struction and data to be executed and saved on cache memory
Instruction L1 and Data L1. Each multiprocessor is based on
Single Input Multiple Data (SIMD) architecture, to perform
intensive computation of highly parallelizable algorithms. On
one clock cycle, each processor executes one instruction [8].
Consequently, the execution time of algorithms on GPU is
determined by (1).

Time =
Number of threads

number of processors
(1)

Finally, it is important to notice that to program the GPU,
we should use the development toolkit CUDA [9] that allows

Fig. 2. GPU Architecture

Fig. 3. 4f optical setup

Fig. 4. 4f setup

a massively parallel programming. The goal of the imple-
mentation of the face recognition on GPU is double: first,
we take advantage of the parallel processing to optimize
the execution time. Second, we ensure a high face detection
quality. Before detailing our numerically approach, we begin
by introducing the principle of the correlation method used to
face recognition.

III. FFT-4f SETUP: CORRELATION METHOD

A. Principle

One way of the realization of the 4f setup is the optical
one shown in figure 3. According to this figure, the 4f setup,
implementing the correlation, is an optical system composed
of two convergent lenses and three planes: input, Fourier
and (output) correlation planes. The 2D target-object O is
illuminated by a monochromatic wave. A first convergent
lens performs the Fourier transform S0 of the input object
at the Fourier plane. Then, a specific correlation filter H is
put using specific optoelectronic devices [10]. Next, a second
convergent lens performs the inverse Fourier transform (IFT)
at the output plane of the system to get the correlation plane.
As we said previously, in order to reduce the complexity of

the optical implementation and to ensure the configurability
of the correlation method this optical setup is replaced by a
digital one illustrated in figure 4. However, to implement the



TABLE I
PROCESSING TIME OF MATRIX MULTIPLICATION ON GPU (MS)

Matrix size 16x16 32x32 64x64 128x128 256x256

Execution Time 0.092 0.1121 0.2502 1.2713 9.1691

correlation setup on GPU we should examine the possibility
of implementing the 2D Fourier Transform. One well-known
algorithm of 2D-FT is the 2D Fast Fourier Transform 2D-
FFT. In order to simplify the study of this algorithm we take
an interest in the 1D-FFT defined by the next equation:

Fj =

n−1∑
k=0

xke
− 2iπ

n jk (2)

Where (x0, ..., xn−1) is the input vector and n is the length
of this vector. The form of (2) is equivalent to the matrix
multiplication form shown in (3) where w = e−

2iπ
n jk.
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(3)

By using (3) we can reach to the 2D-FFT by replacing the
input vector by the image matrix and by computing two times
the multiplication of the input image by the matrix w.
To evaluate the performance, in term of computing time,
matrix multiplication for different matrix sizes applied to input
image and w matrix has been made. The computing times
(expressed in ms) of these multiplications are shown in Table I.
According to these results, for a 256x256 matrix multiplication
the execution time on GPU is about 9 ms. However, as we
said before, to implement the 4f setup on a GPU, one 2D-
FFT and one 2D-IFFT applied to image size of 256x256 are
required. Consequently, 4 matrix multiplications are required
and the total execution time reaches 36 ms. On the other
side, to implement the face recognition application, the matrix
multiplication is used with some additional processings related
to the decision of the recognition. Consequently, the overall
execution time is a heavy burden for real-time application. In
order to impove the algorithm computing time we use CUFFT
library provided by CUDA. In fact, CUDA FFT is based
on Fastest Fourier Transform in the West (FFTW) algorithm
[11]. The FFTW uses many algorithms such as Cooley-Tukey
algorithm [12], prime factor algorithm [13], Rader’s algorithm
for prime sizes [14] and split-radix algorithm [15] in order to
achieve best performances. By using this library, the 2D-FFT
followed by a 2D-IFFT execution time is less than 8 ms for
image size of 256x256. This algorithm will be used in the
implementation of the face recognition approach.

IV. FACE RECOGNITION

To validate the digital implementation of the correlation
method (4f setup), a face recognition application is considered.

Fig. 5. Face recognition algorithm

A. Principle algorithm

The principle of the adapted correlation algorithm imple-
menting the face recognition application on a GPU NVIDIA
is shown in figure 5. Basically, this technique is based on
the multiplication of the spectrum of the target image by a
correlation filter, made from a reference image. The result
is a more or less intense central correlation peak depending
on the degree of similarity between the target object and the
image reference [1]. Finally, to make a decision about the
recognition, the criterion called Peak to Correlation Energy
(PCE) is computed on the GPU and compared to a fixed
threshold. The PCE is defined as the ratio between correlation
peak energy and correlation plane energy [16].

PCE =
C2

ϕ∑
i C

2
xi

(4)

Where C2
ϕ is the correlation peak energy and

∑
i C

2
xi is the

correlation plane energy. Using the face recognition algorithm
two decisions are possible: if the PCE is superior to the
threshold K, the target face is recognized as the reference
face used to manufacture the correlation filter; otherwise, a
counter will increment the index of the correlation filter to be
used for the next correlation. This operation will continue until
obtaining index higher than the number of the filters saved in
the database. In this case, we get the following decision: the
target face is not contained in our database.

B. Test and validation

Implementation results are shown using only 4 images but
the proposed face recognition method can supports much more
images.
Many simulations have been conducted using 256x256 gray
scale images encoded on 8 bits. The first two images shown
in figure 6 are downloaded from [17].
In the case of successful recognition, an example of corre-



Fig. 6. Input images

Fig. 7. Correlation plane: target image is similar to the reference image

lation plane is shown in figure 7. In this output plane, i.e.,
correlation plane, we have an intense correlation peak located
at the center. That means a sharp depending on the degree of
similarity between the target and the reference images. In the
case of failed recognition (references images is not contained
in the data base) the correlation result is shown in figure 8.
In this correlation plane there is no correlation peak i.e. there
is no similarity between the target and the reference images.
In all cases, the execution time depends on the position of the
reference filter, i.e., index i of the filter in the database. In the
case of GPU implementation using 4 filters the computing
times vary between 10.34 ms and 28.99 ms. Moreover, to
show the speed-up using GPU, comparisons between GPU and
CPU implementation are done. To achieve this comparison,
a Matlab model for the face recognition algorithm has been
developed for the CPU implementation. Comparisons in terms
of execution time between these two implementations are
illustrated in figure 9. We can notice that the GPU Nvidia
Geforce 8400 GS execution is 3 times faster than an Intel
Core 2 CPU 2.00 GHZ and 2.5 times faster than a Pentium
Dual Core CPU 2.50 GHZ. An extended study of this method
applied to a database length of about 1000 images shows that

Fig. 8. Correlation plan for no similar images

Fig. 9. Comparison of processing time for face recognition on GPU Nvidia
Geforce 8400 GS and CPU

the execution time is lower than 6 s when the position of the
reference image is the last one or not contained in the database.
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V. CONCLUSION

Through this paper, we have proposed and validated an
approach implementing the correlation method digitally on a
GPU NIVIDIA for a face recognition application. The choice
of GPU target is comforted by comparisons between a GPU
and CPU implementations. It has been shown that the execu-
tion time using GPU manufactured in 2006 is three times lower
than recent CPU. This speed-up grows exponentially with the
image sizes. Our future works for the digital implementation
of face recognition will be devoted to FPGA implementation
to take benefits from the speed and the configurability.
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