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~ Abstract—A new adaptive technique for digital predistortion Both analytical and simulation results using memory poly-
is presented. The proposed method uses the real-time digita nomial predistorter are presented to demonstrate thebitysi
processing of baseband signals to compensate the nonliné®s 5,4 herformance of this approach to adaptive predistortion

and memory effects in radio-frequency Power Amplifier. Kalman Al thi ¢ Prelimi It hieveld wi
filtering algorithm with sliding time-window is adapted to t rack S0, this paper presents a Freliminary results achieven wi

the changes in the PA characteristics. Simulation and mease- ~an experimental system based on Digital Processing System
ment results, using digital signal processing, are preseatl for and a Class AB amplifier operating close to saturation.
multicarrier signals to demonstrate the effectiveness oftis new

approach. Il. SYSTEM MODEL

A. Predistorter based on the indirect learning
I. INTRODUCTION

The block diagram of indirect learning adaptation is shown

Nonlinear system linearization of microwave components Fig. 1. All signal designations refer either to complex
and radio-frequency circuits becomes a challenge and fiatenbaseband signals, sampled at the perigd and does not
useful problem in the radiocommunication system researdhpend on the modulation format.
areas. Interest for Power Amplifier (PA) control is motivhte
by the increasing growth of the wireless communication Osclltor
systems which has lead to use digital modulation technique voaton
such as (OFDM, BPSK, QPSK, QAM, ...) with non-constant Predistorter e,

envelope to improve spectral efficiency [1]. As a result @& th ;u _________ !
N i

Demodulation

variable envelope modulation schemes, the improvemeheoft __;
linearity of the PA becomes an objective of first importance % :

for mobile communication systems [2]. This is due to the 1
nonlinear distortions and dynamical effects which gergerat |

Predistorter model _1"

. . 3 o, 1 T
unwanted spectrum components for the transmitted sigrehl ar . f% L
lead to Adjacent Channel Power Ratio (ACPR) requirements ¢ O N

One of the most promising linearization methods for nonlin-
ear PA is to predistort the baseband drive signal [1][3H#][
This technique is based on off-line estimation of inversarch
acteristics of the amplifier to be linearized. If accuratedis-
tortion is required it is necessary to adjust in real-timephe-  Fig. 1. Baseband equivalent scheme of the adaptive digieaigtortion
distorter characteristics so that it can track changes iplifiar
characteristics such as device aging, temperature chas\ges  The predistorter creates a complex predistorted version

On-line Predistorter update

ply voltage variations and channel switches [5][6][7]. K&@n Vpre, = Ipre, + J-Qpre, Of the transmitted input signal
Filter (KF) algorithm is one of the most popular adaptiv&;,, = Iy, + j.Qin,, based on power amplifier'’s output
filtering techniques in nonstationary environments and-red,.;, = Iou, + j-Qout,. In the identification part, input

time estimation [8][9]. This algorithm, originally devegled and output complex envelopes are sampled for the real-time
for linear systems, is generalized for a nonlinear caséedaal estimation of the PA inverse function. The input and output
Extended Kalman Filter (EKF). However, the EKF has somsgnals of the predistorter model are respectiviély;, /G and
inherent limitations mainly due to calculation of comptiea Vprek, where G is the PA gain. The feedback path called
analytical derivatives for linearizing the nonlinear mbf®]. "Recursive identification” is the predistorter trainingsea on
This is a major constraint for the implementation in adaptivminimization of theI( errorse; andeg. The identification
predistortion using nonlinear models with memory. In thialgorithm converges when the multivariable quadratiedoin
article, new approach based on identification by a slidimgti J = &% + 5%2 is minimized. After identification, the new
window is proposed which has less training complexity thgredistorter parameters are uploaded in predistorter twhic
standard Kalman Filtering algorithm. becomes an exact copy of predistorter model.



B. Predistortion model complex data and matrix to obtain an appropriate KF gain
\olterra series are used in nonlinear model with memoky0l. To reduce and simplify these calculations, the prepos
implemented to a range of applications in system modelifigéthod is based on the description of a sliding time-window.
and analysis like channel identification, PA characteigzat N this case, the time domain is decomposed into several data
echo cancellation [1][10][11]. The main advantage of suciftS as shown in Fig. 2. At the end of each set, the vector
models is that they are linear-in-parameters allowing teddf parameters is corrected according to KF algorithm, which
Mean Square (LMS) estimation techniques. However, there &Mounts to introduce a new sampling period greater ffian

severe drawbacks, especially for on-line identificatiarthsas
the large number and complexity of coefficients depending on

the number of kernels (memory and the degree of nonlinear- —t i i i —»>

ity). A special case of Volterra series is to consider a dido — /l —— | ——~| Time

representation of their Kernels corresponding to Hamragrst It set i+1th set l i+2th set i

model. This model, used intensively in literature [6][Q[1 g 8, (/%%

can be interpreted by a memoryless nonlinearity followed by

a filter group delay reducing so the number of coefficients. In Fig. 2. On-line estimation with sliding window

this paper, the Hammerstein memory polynomial used for the

predistorter block is described as: For this on-line calculation wittv,, points for each window,
Ne1 P we define ant® guadratic criterion/; based on thd@ errors

Vorew = 33 gt Wi [ - Vi, (@) <7 2N950

n=0 p=0 N

where P is the nonlinearity order)N represents the memory Ji = : (eri +eqi) =1 &1 +£6gq @)

k=1

length of the power amplifier andl, 5,41 are the predistortion
complex coefficients. For parameters estimation, the mddel
is expressed in linear regression system such as:

Vprek = £T -0 (2)

By minimization of this criterion, an update unknown vector
is calculated from:
T -
Oiyr = 0;+ Pi+1ﬁ—g (er +j-£q)

_ T 4
P}y = (Pi+Q) ' +%

where T is the transposed regression vector of input signal
and§ is the vector of parameters to be estimated:
whereP is the error covariance matri®? is the process noise
Vin, 7 T apq ] variance,( is the parameters covariance matrix apds a
' regression matrix [12]. Notes that these design parameférs
considerably affect the performance of the Kalman algorith

[Ving [*F Vin, Qp,2P+1 and to get an optimal tracking and fast convergence, these
Y= : and g = : parameters must assume appropriate values [7].
a , ' To start the optimization, the initial conditions of the gie
V;nk_N aN,l

torter have to be defined. The initialization is very impatta

: : because it guaranties stability and high speed convergence
L Vinen I?Y Vine_n | | an2p+1 For an unknown amplifier characteristics, we can initiatize
vector of Digital Predistortion (DPD) coefficients at unity

The objective of identification procedure is to obtain recuf®" values, i.e.:
glr\;ilr);the optimal values of the vect8rwhich minimizeIQ 9o=[1 00 -+ 0 0] (5)

I1l. K ALMAN FILTERING ALGORITHM WITH SLIDING

Another solution is to perform an off-line identification of
WINDOW

the predistorter using LMS algorithm [12]. The calculated
The KF algorithm is based on the discrete state space mopatameters can be downloaded on the digital signal processo

describing the future evolution of the system when the ingput (DSP) and serve as DPD initial values.

given. In identification approach, the Kalman gain corréets It is very important to note that any adaptive scheme for

eratively the estimate according to the error between medsuPA linearization is sensitive to the gain valGe(Fig. 1). This

output and desired input [8]. The advantage of this techmiqparameter indicates the power ratio output/input to beiagpl

is that the estimate is corrected recursively at each iterat for signal normalization. Thus, it is necessary to adjust it

However, there are severe drawbacks, not acceptable in realring estimation to insure algorithm convergence. In @sec

time estimation, such as the great number of calculatiotts wthis gain is calculated for each transmitted sequence dicgpr



to the maximum input and output power level, and inserted fc 06 (@) Real parts of parameters
the next estimation:

Pmam
G=\|pre ©

IV. SIMULATION AND EXPERIMENTAL RESULTS

In this section, we illustrate through simulations and expe E ~ a,, A
iments, performance of the memory polynomial predistorte .| = TS~ |

identified using modified KF algorithm.

0.5F %1

_05%0 560 660 760 860 960 1000
Time (ps)

A. Simulation results o1 (b) Imaginary parts of parameters

The proposed DPD technique is used to linearize an act. |
Class AB PA (HEMT ZJL-3G), at the frequency of 2.1 GHz, - a,
modelized by nonlinear model with memory. The test signe O == = =
is a 16-QPSK digitally modulated signal at rate of 5 Mb/s ani _g0sF 2 Y3 a,
shaped with a raised cosine filter with rolloff factor @R5. o1 '
We compare the power spectral density (PSD) of input ar '
output signals to evaluate the effectiveness of the prentést -0.15¢
in reducing spectral regrowth. In this part, the predistiotEq. o2k

1) is defined with two delay taps (N=2) and’ ®dd-order
nonlinearity. The power amplifier was driven to the satorati
point and then backed off by 1 dB. All results are given with -0~ =00 500 200 200 00 1000
a vector of parameters initialized using LMS algorithm. Time (ks)

Fig. 4. Evolution of parameters during estimation procedur

Without linearizer

B. Experimental results

Linearized output

This section describes the practical results obtained by th
prototype system shown in Fig. 5.

The power amplifier is a commercial Class AB ZHb-
from MINI CircuITs manufacturer. Quadrature modulator
ADB8349 and demodulator AB347 are inserted at the input
| and output of the PA. The DSP processor is a (ADSP21161N)

W WWV platform with dual DAC/ADC 4 inputs/6 outputs ports. They

| |

dB

are standard commercial units from Analog Devices.

0 5 10 15 20
Normalized Frequency (Mhz)

Fig. 3. Power spectral density of output signal

Fig. 3 shows the performance improvement in terms of spec
tral regrowth. The complex predistorter with memory could =
achieve 20 dB reduction in spectral distortion.

To simulate a modification of the PA characteristics during
transmission, PA parameters are modified at B80Figures
(4.a) and (4.b) give respectively the evolution of real anc
imaginary parts of predistorter parameters during liresdion
procedure. The new DPD values corresponding to the modified Fig. 5. Experimental setup
amplifier model are achieved in only 3@@ corresponding to
15 iterations. Noted that each time-window is composed fromFig. 6 shows the classical two-tone test of the amplifier. In
N,, = 500 data. this case, a 1.2KHz sinusoidal signal is applied atithenput

Arbitrary W
Generator




Experimental results ‘ ‘ The effectiveness of this approach is demonstrated through
T e simulation results, showing that the adapted Kalman Hilger
' ‘ predistorter reduces the adjacent channel interferenhe. T
1op 8 time domain measurement illustrates the capability of this
procedure to track PA changes.
A general DPD experimental system based on DSP micro-

processor has been build and shows good spectral control,

30

20

dBm

| ) ] illustrated by an improvement of 15dB of IM; for a two
o ¥ . | tone test.
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Fig. 7. Time domain measurements of predistorted signalrasidual

V. CONCLUSION

A new technique for performing baseband predistortion
has been described. In this approach, an alternative Kalman
Filtering algorithm is introduced to design and estimate a
complex predistortion with memory. ldentification algbrit
has been suitably modified to insure convergence, stability
and reduce number of calculation during estimation. The
technigue uses the real-time transmitted signals throbgh t
PA to perform coefficients updates.



