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A model for elastic-viscoplastic deformations of crystalline solids based on material symmetry: Theory and plane-strain simulations
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Abstract: A model for the elastic-viscoplastic response of metallic single crystals is developed on the basis of the modern finite-deformation theory of plasticity combined with considerations of material symmetry. This is proposed as an alternative to conventional crystal plasticity theory, based on a decomposition of the plastic deformation rate into a superposition of slips on active slip systems. A simple special case of the general theory, modeling evolving geometrically necessary dislocations and their effect on hardening, is developed and used as the basis of numerical experiments.

## 1. Introduction

In the conventional theory of crystal plasticity the rate of plastic deformation is assumed to be expressible as a superposition of simple shear rates. Thus,

$$
\begin{equation*}
\dot{\mathbf{G}} \mathbf{G}^{-1}=\sum \nu_{i} \mathbf{s}_{i} \otimes \mathbf{n}_{i} \tag{1}
\end{equation*}
$$

in which $\mathbf{G}$ is the plastic part of the deformation gradient, $\nu_{i}$ are the slips and the $\mathbf{s}_{i}$ and $\mathbf{n}_{i}$ are orthonormal vectors specifying the $i$ th slip system. The sum ranges over the currently active slip systems. This decomposition, though widely adopted [1-4], has been criticized on the grounds that for finite deformations it cannot be associated with a sequence of simple shears unless these are restricted in a certain manner [5]. In particular, the order of the sequence generally affects the overall plastic deformation, a fact which is not reflected in (1). Because sequential slip cannot be ruled out a priori, we conclude that for finite deformations (1) fails to furnish a general representation of the plastic deformation due to slip. This situation is tacitly acknowledged in [2], where (1) is retained but referred to as the crystal hypothesis. Beyond this, it is known $[1,2]$ that the slips in (1) are not the material derivatives of physically meaningful quantities. This caveat does not apply in the case of small deformations, where the slips may be regarded as the material derivatives of the shears on the respective slip systems [2]. In [6] the theory of structured deformations [7] is used to derive conditions under which (1) yields an approximation to the deformation associated with a sequence of slips. Interestingly, it is found that such deformations are well approximated by (1) in face-centered cubic crystals $[6,8]$, but the issue remains unresolved for the other crystal classes, including various subclasses of cubic symmetry. Criticism of (1) was offered by Naghdi [9] in his review of the state of finite-strain plasticity theory, together with the suggestion that the vectors associated with slip systems should properly be regarded as directors in a formalism based on Cosserat theory. This suggestion was taken up in [10,11], using kinematic assumptions leading to a variant of (1), to obtain a formulation incorporating the effects of geometrically necessary dislocations. However, certain experimental observations reported in [12] raise concerns regarding the unqualified use of (1). We conclude that despite advances achieved on the basis of (1), the present state of the subject indicates that the latter does not enjoy the status of an unqualified kinematic representation of plastic deformation in crystalline solids, its widespread use notwithstanding. This is not to say that theories based on (1) are flawed from the viewpoint of quantitative or qualitative predictions, however. Indeed, we have used such a model [13] to benchmark the alternative model proposed in this work.

This state of affairs furnishes impetus for an alternative phenomenological framework based entirely
on the continuum mechanics of crystalline media, as proposed independently in [14], [15] and [16], for example, and further developed in [17-19]. We pursue such a formulation in the present work, and use it to make a number of predictions based on numerical simulations. Our particular contribution to this framework is the detailed consideration of material symmetry and its role in the formulation of material response functions associated with the strain energy, the yield function, the flow rule and the plastic spin. For this purpose we confine attention in this work to cubic crystal symmetry. The particular model we develop has been benchmarked, for homogeneous, inertia-less deformations accompanying uniaxial tension, against a conventional model for cubic crystals based on (1) [13], which in turn has been calibrated against experimental data. However, we emphasize that our framework, based fundamentally on considerations of material symmetry, is applicable to crystal classes for which (1) has not rigorously been shown to be valid. Extensions to various crystal symmetries are discussed in [13]. Accordingly, the present approach offers the potential for extending crystal plasticity beyond the reach of the conventional theory based on (1), insofar as the latter has been rigorously established for finite deformations only in the case of face-centered cubic crystals [6]. Nevertheless we emphasize that our work is tentative in the sense that the experimental data needed to support or disprove our model are not currently available. Our motivation derives in part from the need for a straightforward and firmly grounded theoretical framework that can form the foundation for precisely such an experimental program.

We emphasize that the concept of slip is entirely extraneous to models of the kind considered here. Comparisons between the present theory and existing theories based on (1) should thus be confined to predictions that are accessible using both model types, such as an overall stress-strain diagram. It is in this sense that the present model has been benchmarked against a model based on (1). In particular, we are not proposing to replace models based on (1), but instead to offer an alternative framework in which questions surrounding (1) or similar decompositions do not arise. However, like the classical theories, in the present framework it is possible to model the evolution of lattice vectors. The predictions of the present model may therefore be assessed against X-ray diffraction data. This issue is discussed in forthcoming work.

We use standard notation such as $\mathbf{A}^{t}, \mathbf{A}^{-1}, \mathbf{A}^{*}, \operatorname{tr} \mathbf{A}$ and $J_{A}$. These are respectively the transpose, the inverse, the cofactor, the trace and the determinant of a tensor $\mathbf{A}$, regarded as a linear transformation from a three-dimensional vector space to itself, the latter being identified with the translation space of the usual three-dimensional Euclidean point space. We also use Orth to denote the group of orthogonal tensors, and Sym and Skw the linear spaces of symmetric and skew tensors. The tensor product of 3 -vectors is indicated by interposing the symbol $\otimes$, and the Euclidean inner product of tensors $\mathbf{A}, \mathbf{B}$ is denoted by $\mathbf{A} \cdot \mathbf{B}=\operatorname{tr}\left(\mathbf{A B}{ }^{t}\right)$; the associated norm is $|\mathbf{A}|=\sqrt{\mathbf{A} \cdot \mathbf{A}}$. In terms of orthogonal components, $\mathbf{A} \cdot \mathbf{B}=A_{i j} B_{i j}$, wherein the usual summation rule is implied. For a fourth-order tensor $\mathcal{A}$, the notation $\mathcal{A}[\mathbf{B}]$ stands for the second-order tensor with orthogonal components $\mathcal{A}_{i j k l} B_{k l}$. The transpose $\mathcal{A}^{t}$ is defined by $\mathbf{B} \cdot \mathcal{A}^{t}[\mathbf{A}]=\mathbf{A} \cdot \mathcal{A}[\mathbf{B}]$, and $\mathcal{A}$ is said to possess major symmetry if $\mathcal{A}^{t}=\mathcal{A}$. If $\mathbf{A} \cdot \mathcal{A}[\mathbf{B}]=\mathbf{A}^{t} \cdot \mathcal{A}[\mathbf{B}]$ and $\mathbf{A} \cdot \mathcal{A}[\mathbf{B}]=\mathbf{A} \cdot \mathcal{A}\left[\mathbf{B}^{t}\right]$ then $\mathcal{A}$ is said to possess minor symmetry. The notation $F_{\mathbf{A}}$ stands for the tensor-valued derivative of a scalar-valued function $F(\mathbf{A})$.

## 2. Summary of the basic theory

In the purely mechanical theory considered, the relevant variables are the motion $\chi(\mathbf{x}, t)$ and the plastic deformation tensor $\mathbf{K}(\mathbf{x}, t)$, where $\mathbf{x}$ is the position of a material point in a fixed reference placement $\kappa_{r}$ of the body. The values $\mathbf{y}=\chi(\mathbf{x}, t)$ are the positions of these points at time $t$ and generate the current placement $\kappa_{t}$ of the body as $\mathbf{x}$ ranges over $\kappa_{r}$. The deformation gradient, $\mathbf{F}=\nabla \chi$, is assumed to be invertible with $J_{F}>0$. These variables are used to define the elastic deformation

$$
\begin{equation*}
\mathbf{H}=\mathbf{F K} . \tag{2}
\end{equation*}
$$

We impose $J_{H}>0$ and conclude that $J_{K}>0$. The plastic deformation is the inverse of the more commonly used measure G:

$$
\begin{equation*}
\mathbf{G}=\mathbf{K}^{-1} \tag{3}
\end{equation*}
$$

The decomposition (2) is associated with a vector space $\kappa_{i}$ called the local intermediate configuration, which is mapped to the translation spaces of $\kappa_{r}$ and $\kappa_{t}$ by $\mathbf{K}$ and $\mathbf{H}$, respectively.

The elastic strain energy of the body is

$$
\begin{equation*}
U=\int_{\kappa_{t}} \psi(\mathbf{H}) d v \tag{4}
\end{equation*}
$$

where $\psi$ is the spatial strain-energy density. Attention is confined to materially uniform bodies, exemplified by single crystals. These have the property that the strain-energy density does not depend explicitly on $\mathbf{x}$. However, most of the following discussion, concerned with local aspects of the theory, remains valid if this restriction is relaxed. We are concerned mainly with the constitutive structure of the theory and therefore restrict attention to smooth processes.

The local equations of motion, assuming negligible body force, are

$$
\begin{equation*}
\operatorname{Div} \mathbf{P}=\rho_{r} \ddot{\mathbf{y}}, \quad \mathbf{P F}^{t} \in S y m \quad \text { in } \quad \kappa_{r}, \tag{5}
\end{equation*}
$$

where $\mathbf{P}=\mathbf{T F}^{*}$ is the Piola stress, $\mathbf{T}$ is the Cauchy stress, $\rho_{r}$ is the mass density, Div is the spatial divergence (i.e., the divergence with respect to $\mathbf{x}$ ), superposed dots are used to denote material derivatives $(\partial / \partial t$ at fixed $\mathbf{x})$, and $\mathbf{b}$ is the body force per unit mass.

The strain-energy per unit volume of $\kappa_{i}$ is

$$
\begin{equation*}
W(\mathbf{H})=J_{H} \psi(\mathbf{H}), \tag{6}
\end{equation*}
$$

and generates the Cauchy stress via the formula [17]

$$
\begin{equation*}
\mathbf{T H}^{*}=W_{\mathbf{H}} . \tag{7}
\end{equation*}
$$

Necessary and sufficient for the symmetry of $\mathbf{T}$ (cf. (5) $)_{2}$ ) is that $W$ depend on $\mathbf{H}$ through the elastic Cauchy-Green deformation tensor [17]

$$
\begin{equation*}
\mathbf{C}=\mathbf{H}^{t} \mathbf{H} \tag{8}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
W(\mathbf{H})=\hat{W}(\mathbf{C}) \tag{9}
\end{equation*}
$$

Equation (7) then generates

$$
\begin{equation*}
J_{H} \mathbf{T}=\mathbf{H S H}^{t} \tag{10}
\end{equation*}
$$

where $\mathbf{S}$ is the elastic 2nd Piola-Kirchhoff stress given by $\mathbf{S}=\hat{\mathbf{S}}(\mathbf{C})$, with

$$
\begin{equation*}
\hat{\mathbf{S}}(\mathbf{C})=2 \hat{W}_{\mathbf{C}} \tag{11}
\end{equation*}
$$

If $\kappa_{i}$ is natural, in the sense that $\hat{\mathbf{S}}(\mathbf{I})=\mathbf{0}$, then realistic constitutive hypotheses for metallic crystals [17] associate it with an undistorted state of the underlying crystal lattice. Further, following standard practice in anisotropic elasticity theory [20], we regard the strain energy as an absolute scalar. The strain-energy function $\hat{W}$ is then subject to the restriction

$$
\begin{equation*}
\hat{W}(\mathbf{C})=\hat{W}\left(\mathbf{R}^{t} \mathbf{C R}\right) \tag{12}
\end{equation*}
$$

where $\mathbf{R} \in$ Orth is an element of the symmetry group for the material (see [17-19] for further discussion). Using (11), it is straightforward to demonstrate that

$$
\begin{equation*}
\hat{\mathbf{S}}\left(\mathbf{R}^{t} \mathbf{C R}\right)=\mathbf{R}^{t} \hat{\mathbf{S}}(\mathbf{C}) \mathbf{R} \tag{13}
\end{equation*}
$$

To make use of restrictions arising from material symmetry in crystalline solids, it is necessary to specify information about the undistorted lattice (Section 3). It is shown in [17] that undistorted $\kappa_{i}$ may be attained by an equilibrium (i.e., inertia-less) deformation of an arbitrarily small unloaded sub-body, granted the degree of smoothness required by the mean-stress theorem.

The sum of the kinetic and strain energies of an arbitrary part $p \subset \kappa_{t}$ of the body is

$$
\begin{equation*}
\int_{\pi} \Phi d V ; \quad \Phi=\Psi+\frac{1}{2} \rho_{r}|\dot{\mathbf{y}}|^{2} \tag{14}
\end{equation*}
$$

where $\pi$, with piecewise smooth boundary $\partial \pi$, is the region occupied by $p$ in $\kappa_{r}$, and

$$
\begin{equation*}
\Psi(\mathbf{F}, \mathbf{K})=J_{K}^{-1} W(\mathbf{F K}) \tag{15}
\end{equation*}
$$

is the referential strain-energy density.
The dissipation, $\mathcal{D}$, is the difference between the mechanical power $P$ supplied to $p$ and the rate of change of the total energy in $p$. Thus,

$$
\begin{equation*}
\mathcal{D}=P-\frac{d}{d t} \int_{\pi} \Phi d V \tag{16}
\end{equation*}
$$

For smooth fields this is expressible in the form [18]

$$
\begin{equation*}
\mathcal{D}=\int_{\pi} D d V \tag{17}
\end{equation*}
$$

where

$$
\begin{equation*}
D=\mathcal{E} \cdot \dot{\mathbf{K}} \mathbf{K}^{-1} \tag{18}
\end{equation*}
$$

in which

$$
\begin{equation*}
\mathcal{E}=\Psi \mathbf{I}-\mathbf{F}^{t} \mathbf{P} \tag{19}
\end{equation*}
$$

is Eshelby's energy-momentum tensor. The dissipation is thus non-negative for every sub-body if and only if $D \geq 0$. We assume plasticity to be strictly dissipative in the sense that $\dot{\mathbf{K}} \neq \mathbf{0}$ if and only if $D>0$.

We find it convenient to use (18) in the form

$$
\begin{equation*}
J_{K} D=\mathcal{E}^{\prime} \cdot \mathbf{K}^{-1} \dot{\mathbf{K}} \tag{20}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{E}^{\prime}=J_{K} \mathbf{K}^{t} \mathcal{E} \mathbf{K}^{-t} \tag{21}
\end{equation*}
$$

is the Eshelby tensor, pushed forward to $\kappa_{i}$. This is purely elastic in origin; in particular [17],

$$
\begin{equation*}
\mathcal{E}^{\prime}(\mathbf{C})=\hat{W}(\mathbf{C}) \mathbf{I}-\mathbf{C} \hat{\mathbf{S}}(\mathbf{C}) \tag{22}
\end{equation*}
$$

implying that

$$
\begin{equation*}
\mathcal{E}^{\prime}\left(\mathbf{R}^{t} \mathbf{C R}\right)=\mathbf{R}^{t} \mathcal{E}^{\prime}(\mathbf{C}) \mathbf{R} \tag{23}
\end{equation*}
$$

if $\mathbf{R} \in O r t h$ is a material symmetry transformation.
The equations of motion are augmented by a flow rule for the plastic deformation. Typically [17] this specifies $\mathbf{K}^{-1} \dot{\mathbf{K}}$ in terms of a constitutive response function, which must be such as to satisfy the material-symmetry transformation rule $\mathbf{K}^{-1} \dot{\mathbf{K}} \rightarrow \mathbf{R}^{t}\left(\mathbf{K}^{-1} \dot{\mathbf{K}}\right) \mathbf{R}$. A framework for rate-independent response is described in Section 4.

## 3. Lattices

In crystal-elasticity theory the stress arises in response to lattice distortion. This theory is based on the idea that linearly independent, undistorted lattice vectors $\mathbf{l}_{i}(i \in\{1,2,3\})$ are mapped to their images $\mathbf{t}_{i}$ in $\kappa_{t}$ in accordance with the Cauchy-Born hypothesis; that is, the $\mathbf{l}_{i}$ are convected as material vectors. To accommodate plasticity, this hypothesis is assumed to apply to the elastic deformation. Thus, $\mathbf{t}_{i}=\mathbf{H} \mathbf{l}_{i}$ where $\mathbf{l}_{j}$ are the lattice vectors in $\kappa_{i}$. The lattice set $\left\{\mathbf{l}_{i}\right\}$ associated with $\kappa_{i}$ is assumed to be an intrinsic property of the material. Accordingly, it is regarded as a uniform field (i.e., independent of $\mathbf{x}$ ) in a materially-uniform body.

The $\mathbf{t}_{i}$ are observable in principle. In practice they are computed from their measurable duals $\mathbf{t}^{i}$ [21]. Eq. (2) yields $\mathbf{t}_{i}=\mathbf{F r}_{i}$, where $\mathbf{r}_{i}=\mathbf{K l}_{i}$ are the lattice vectors in $\kappa_{r}$. The plastic deformation is then given by $\mathbf{K}=\mathbf{r}_{i} \otimes \mathbf{l}^{i}$, where the $\mathbf{l}^{j}$ are the duals of the $\mathbf{l}_{j}$. The elastic deformation is given by $\mathbf{H}=\mathbf{t}_{i} \otimes \mathbf{l}^{i} ;$ and the deformation gradient by $\mathbf{F}=\mathbf{t}_{i} \otimes \mathbf{r}^{i}$.

The material derivatives of the referential lattice vectors are $\dot{\mathbf{r}}_{i}=\dot{\mathbf{K}} \mathbf{l}_{i}+\mathbf{K} \dot{\mathbf{i}}_{i}$. These imply that if $\mathbf{1}_{i} \neq \mathbf{0}$, then the lattice vectors are non-material $\left(\dot{\mathbf{r}}_{i} \neq \mathbf{0}\right)$ in the absence of plastic flow $(\dot{\mathbf{K}}=\mathbf{0})$, contrary to widespread opinion to the effect that plastic flow is solely responsible for the non-materiality of the lattice; i.e., that plastic flow alone accounts for the evolution of material vectors relative to the lattice. Thus we impose $\mathbf{i}_{i}=\mathbf{0}$ and regard the set $\left\{\mathbf{l}_{i}\right\}$ of lattice vectors as assigned data. This in turn yields the materiality of the set $\left\{\mathbf{r}_{i}\right\}$ in the absence of plastic flow, in accordance with the conventional statement of the Cauchy-Born hypothesis for elastic deformations.

This issue bears directly on the notion of plastic spin. In general this cannot be suppressed if the orientation of the intermediate lattice is fixed [19], as assumed here. Particular attention is thus devoted to plastic spin in the present work.

There is a degree of arbitrariness in this formulation associated with the (fixed) orientation of the undistorted lattice $\left\{\mathbf{l}_{i}\right\}$. In [18] it is shown that the local differential equations associated with theories of the kind considered here are insensitive to this orientation. However, the latter manifests itself via boundary conditions on position and traction, and is therefore not entirely arbitrary. A similar observation applies to the conventional theory of crystal plasticity in which the slip-system vectors are specified as data. In practice this means that $\left\{\mathbf{l}_{i}\right\}$ is also specified. If data are available for the lattice $\left\{\mathbf{r}_{i}\right\}$ at some initial instant, as the present theory requires, then the initial value of plastic deformation is thereby determined. Often, the initial instant is presumed to correspond to a virgin state, at which the plastic deformation reduces to the identity. In this case the undistorted lattice is measurable in principle, as it then coincides with $\left\{\mathbf{r}_{i}\right\}$. Fixing $\left\{\mathbf{l}_{i}\right\}$ is thus tantamount to the assertion that a virgin state can be identified, and hence that the (uniform) undistorted lattice is experimentally accessible.

## 4. Rate-independent theory and a natural viscoplastic extension

We consider the rate independent theory in detail. Our purpose is to outline the basic structure of the theory and to use it as the basis of a natural rate-dependent extension, in the manner of the conventional extensions of classical rate-independent theory [22] to model viscoplastic behavior.

Following conventional ideas for the description of rate-independent response we assume plastic flow to be possible only if the material is in a state of yield. Specifically we require that the elastic deformation belong to a manifold that may be parametrized by other variables. For example, motivated by G.I. Taylor's formula giving the flow stress as a function of dislocation density, and using the fact that the stress $\mathbf{S}$ may be expressed in terms of $\mathbf{C}$ via (11), we assume yield to be possible only if $[17,18]$

$$
\begin{equation*}
G(\mathbf{C}, \alpha)=0 \tag{24}
\end{equation*}
$$

where $G$ is a suitable yield function and

$$
\begin{equation*}
\alpha=J_{K} \mathbf{K}^{-1} C u r l \mathbf{K}^{-1} \tag{25}
\end{equation*}
$$

is the (geometrically necessary) dislocation density. Here Curl is the referential curl operation defined in terms of the usual vector operation by

$$
\begin{equation*}
(C u r l \mathbf{A}) \mathbf{c}=C u r l\left(\mathbf{A}^{t} \mathbf{c}\right) \tag{26}
\end{equation*}
$$

for any fixed vector c. Relevant to our development is the current yield surface, defined, for fixed $\alpha$, by $G(\cdot, \alpha)=0$. For simplicity's sake we assume $G$ to be differentiable, so that the yield surface defines a differentiable manifold in Sym.

As is well known the identification of dislocations as either geometrically necessary and statistically stored in any theory of plastic flow is an inherently scale-dependent matter which reflects the length scales at which the model purports to be descriptive. Here we make the role of geometrically necessary dislocations explicit, whereas the role of statistically stored dislocations is relegated to the details of the structure of the flow rule itself, in the form of the particular function used as well as the scale-dependent material properties occurring within it. It is our view that the assessment of the length scales at which
a particular model is descriptive, if any, cannot be decided a priori and hence that recourse must be made to experiments.

Plastic evolution; i.e., $\dot{\mathbf{K}} \neq \mathbf{0}$, is deemed to be possible only when (24) is satisfied, and the variable $\mathbf{C}$ is always constrained to belong to the current elastic range defined by $G(\cdot, \alpha) \leq 0$, assumed to be a connected set in Sym. In view of our restriction to materially uniform bodies we require that the same yield function pertain to all material points.

In [17] it is shown that (24) is invariant under superposed rigid-body motions and (global) changes of reference placement and is thus intrinsic to the material, provided that the function $G$ is likewise invariant. Similar statements apply to the reduced strain-energy function (9) and to the associated stress, given by (11). In particular, the stated invariance properties are possessed by the tensors $\mathbf{C}$ and $\alpha[10,17]$. Further, the yield function is subject to the same material-symmetry restriction as that imposed on the strain-energy function; i.e. [17],

$$
\begin{equation*}
G(\mathbf{C}, \alpha)=G\left(\mathbf{R}^{t} \mathbf{C R},(\operatorname{det} \mathbf{R}) \mathbf{R}^{t} \alpha \mathbf{R}\right) \tag{27}
\end{equation*}
$$

obtained by regarding the values of $G$ as absolute scalars. It is important to note that the dislocation density is well-defined under symmetry transformations only if the symmetry group is discrete (see Theorem 8 of [24]). Accordingly, yield functions of the kind considered are meaningful only for crystalline solids.

The body is dislocated if $\alpha$ does not vanish; in this case $\mathbf{K}^{-1}$ is not a gradient and from (2) it follows that neither is $\mathbf{H}$. In fact [23],

$$
\begin{equation*}
\alpha=J_{H} \mathbf{H}^{-1} \operatorname{curl} l \mathbf{H}^{-1} \tag{28}
\end{equation*}
$$

in which curl is the spatial curl. Then, $\kappa_{i}$ has only local significance in the sense that it cannot be identified with a global placement of the body in Euclidean space. That is, a differentiable position field that identifies material points in $\kappa_{i}$ does not exist.

In the setting of the rate-independent theory, most workers assume the plastic evolution $\mathbf{K}^{-1} \dot{\mathbf{K}}$ to be such as to maximize the dissipation under the constraint that $\mathbf{C}$ belong to the current yield surface [25]. This in turn is a provable consequence of the widely adopted I'llyushin postulate [26]. In the present context this condition takes the form [18]

$$
\begin{equation*}
\left[\mathcal{E}^{\prime}(\mathbf{C})-\mathcal{E}^{\prime}\left(\mathbf{C}^{*}\right)\right] \cdot \mathbf{K}^{-1} \dot{\mathbf{K}} \geq 0 ; \quad G(\mathbf{C}, \alpha)=0 \tag{29}
\end{equation*}
$$

where $\mathbf{C}^{*}$ is a fixed elastic deformation in the elastic range. This inequality is invariant under material symmetry transformations.

The requirement that the elastic distortion be confined to the current elastic range implies, for typical metallic crystals, that the associated strain

$$
\begin{equation*}
\mathbf{E}=\frac{1}{2}(\mathbf{C}-\mathbf{I}) \tag{30}
\end{equation*}
$$

is small enough to justify the use of the linear relation

$$
\begin{equation*}
\mathbf{S}=\mathcal{C}[\mathbf{E}] \tag{31}
\end{equation*}
$$

where $\mathcal{C}$ is the (fixed) tensor of elastic moduli pertaining to the crystalline solid at hand. This possesses both major and minor symmetry and is normally taken to be positive definite on the linear space of symmetric tensors. Accordingly, the strain energy is approximated by

$$
\begin{equation*}
\hat{W} \simeq \tilde{W}(\mathbf{E})=\frac{1}{2} \mathbf{E} \cdot \mathcal{C}[\mathbf{E}] \tag{32}
\end{equation*}
$$

whereas (22) and (30) yield $\mathcal{E}^{\prime}=-\mathbf{S}+o(|\mathbf{E}|)$. Then, (29) is approximated to leading order by

$$
\begin{equation*}
\left[\mathbf{S}(\mathbf{E})-\mathbf{S}\left(\mathbf{E}^{*}\right)\right] \cdot \dot{\mathbf{G}} \mathbf{G}^{-1} \geq 0 \tag{33}
\end{equation*}
$$

Our constitutive hypothesis also implies that $\mathbf{S}(\mathbf{E})$ is invertible, and hence that the yield function may be expressed in terms of $\mathbf{S}$ instead of $\mathbf{E}$. We write

$$
\begin{equation*}
F(\mathbf{S}, \alpha)=G(\mathbf{E}(\mathbf{S}), \alpha) \tag{34}
\end{equation*}
$$

where $\mathbf{E}(\cdot)$ is the inverse of the function $\mathbf{S}(\cdot)$. The current yield function is

$$
\begin{equation*}
H(\cdot)=F(\cdot, \alpha) \tag{35}
\end{equation*}
$$

and the current elastic range is defined by $H \leq 0$.
To the same order in elastic strain, the dissipation inequality $D \geq 0$ is reduced, with the aid of (20) and (22), to the statement

$$
\begin{equation*}
\mathbf{S} \cdot \dot{\mathbf{G}} \mathbf{G}^{-1} \geq 0 \quad \text { for all } \quad \dot{\mathbf{G}} \tag{36}
\end{equation*}
$$

and the strong dissipation hypothesis $D>0$ associated with actual plastic evolution reduces to

$$
\begin{equation*}
\mathbf{S} \cdot \dot{\mathbf{G}} \mathbf{G}^{-1}>0 \quad \text { if and only if } \quad \dot{\mathbf{G}} \neq \mathbf{0} \tag{37}
\end{equation*}
$$

Thus the problem is to characterize the plastic flow such that the actual dissipation is maximized relative to that associated with any admissible state; i.e.,

$$
\begin{equation*}
\max \left(\mathbf{S} \cdot \dot{\mathbf{G}} \mathbf{G}^{-1}\right) \quad \text { subject to } \quad F(\mathbf{S}, \alpha) \leq 0 \quad \text { and } \quad \mathbf{W}=\mathbf{0}, \quad \text { where } \quad \mathbf{W}=S k w \mathbf{S} \tag{38}
\end{equation*}
$$

which is a standard optimization problem subject to equality and inequality constraints. The KuhnTucker necessary condition [27] immediately generates the flow rule

$$
\begin{equation*}
\dot{\mathbf{G}} \mathbf{G}^{-1}=(\lambda F+\overline{\mathbf{\Omega}} \cdot \mathbf{W})_{\mathbf{S}} \tag{39}
\end{equation*}
$$

where $\lambda \in \mathbb{R}^{+}$and $\overline{\boldsymbol{\Omega}} \in S k w$ are Lagrange multipliers. It is straightforward to derive $(\overline{\boldsymbol{\Omega}} \cdot \mathbf{W})_{\mathbf{S}}=\overline{\boldsymbol{\Omega}}$ and thereby obtain

$$
\begin{equation*}
\dot{\mathbf{G}} \mathbf{G}^{-1}=\lambda F_{\mathbf{S}}+\bar{\Omega} \tag{40}
\end{equation*}
$$

From (20) the dissipation is given, to leading order in the elastic strain, by

$$
\begin{equation*}
J_{K} D=\lambda \mathbf{S} \cdot F_{\mathbf{S}} \tag{41}
\end{equation*}
$$

Because $\lambda \geq 0$, the dissipation is strictly positive only if $\lambda>0$ and hence only if

$$
\begin{equation*}
\mathbf{S} \cdot F_{\mathbf{S}}>0 \tag{42}
\end{equation*}
$$

Moreover, given $\overline{\boldsymbol{\Omega}}$ we may always find $\boldsymbol{\Omega} \in S k w$ such that $\overline{\boldsymbol{\Omega}}=\lambda \boldsymbol{\Omega}$ and recast (40) as

$$
\begin{equation*}
\dot{\mathbf{G}} \mathbf{G}^{-1}=\lambda\left(F_{\mathbf{S}}+\boldsymbol{\Omega}\right) ; \quad F(\mathbf{S}, \alpha)=0 \tag{43}
\end{equation*}
$$

We observe that material symmetry transformations yield $F_{\mathbf{S}} \rightarrow \mathbf{R}^{t} F_{\mathbf{S}} \mathbf{R}$; eq. (43) then requires that $\lambda$ be invariant and that $\boldsymbol{\Omega} \rightarrow \mathbf{R}^{t} \boldsymbol{\Omega} \mathbf{R}$. Further, when the yield function depends on the dislocation density the consistency condition associated with continued yielding generates a partial differential equation for the Lagrange multiplier $\lambda$ rather than the algebraic equation associated with conventional theories [18]. Indeed, the presence of spatial derivatives in the flow rule, due to the dependence of the yield function on the dislocation density, raises mathematical issues in the rate-independent theory that do not arise in conventional treatments of rate-independent response. These furnish impetus for further study of the present model. Similar issues have been identified, in the context of finite-element implementation, in $[10,11]$. Partly to avoid these in the present, preliminary, work, we confine our further attention to a rate-dependent viscoplastic extension of the theory. This is integrated, in Section 6, using explicit forward-differencing in time. In this scheme the initial and boundary conditions suffice to specify the evolving solution completely, whether or not spatial derivatives are involved in the yield function.

In the spirit of classical theories of viscoplasticity [22] we propose the simple extension

$$
\begin{equation*}
\dot{\mathbf{G}} \mathbf{G}^{-1}=\nu^{-1}\left(F_{\mathbf{S}}+\boldsymbol{\Omega}\right) ; \quad F(\mathbf{S}, \alpha) \geq 0 \tag{44}
\end{equation*}
$$

to model rate-dependence, where $\nu(>0)$ is a material viscosity coefficient. This is far simpler than the rate-independent theory, for two reasons: First, there is no need to ensure that the state of stress associated with a given dislocation density remains confined to the elastic range; and second, there is no consistency condition and hence no need to solve a partial differential equation for a multiplier field $\lambda$. This is replaced in the viscoplastic framework by an assigned viscosity.

## 5. A model for cubic crystals

In this section we develop constitutive equations for cubic crystals. The phenomenological nature of the theory and the paucity of detailed experimental data mean that there is enormous latitude in proposing specific forms. To render the problem tractable, we impose certain a prior conditions in addition to those required by material symmetry.

### 5.1 Strain-energy and yield functions

For cubic crystals the strain-energy function $W$ and the yield function $F$ are invariant under the group consisting of the rotations, reflections and inversions that map a cube to itself. To specify $W$ we require the invariant functions that are homogeneous of degree two in the elastic strain $\mathbf{E}$, these being common to each of the five subclasses of cubic symmetry. They are [28]

$$
\begin{equation*}
(\operatorname{tr} \mathbf{E})^{2}, \quad E_{11} E_{22}+E_{11} E_{33}+E_{22} E_{33} \quad \text { and } \quad E_{12}^{2}+E_{13}^{2}+E_{23}^{2} \tag{45}
\end{equation*}
$$

where $E_{i j}=\mathbf{E} \cdot \operatorname{Sym}\left(\mathbf{e}_{i} \otimes \mathbf{e}_{j}\right)$ and $\left\{\mathbf{e}_{i}\right\}$ is an orthonormal basis aligned with the cube axes (i.e.; with the elements of the set $\left\{\mathbf{l}_{i}\right\}$ of lattice vectors, or their duals). We emphasize the fact that the orthonormal
basis, and hence the orientation of the cube, must be specified. It is regarded as remaining fixed at the material point in question, and, for materially-uniform bodies, carried over to all such points.

Some simplification is achieved by using the deviatoric strain $\overline{\mathbf{E}}$. This yields

$$
\begin{equation*}
E_{11} E_{22}+E_{11} E_{33}+E_{22} E_{33}=\frac{1}{3}(\operatorname{tr} \mathbf{E})^{2}-\frac{1}{2}\left(\bar{E}_{11}^{2}+\bar{E}_{22}^{2}+\bar{E}_{33}^{2}\right) \tag{46}
\end{equation*}
$$

and so the strain-energy function is expressible in the form [18]

$$
\begin{equation*}
\tilde{W}(\mathbf{E})=\frac{1}{2}\left[C_{1}(\operatorname{tr} \mathbf{E})^{2}+C_{2}\left(\bar{E}_{11}^{2}+\bar{E}_{22}^{2}+\bar{E}_{33}^{2}\right)\right]+C_{3}\left(E_{12}^{2}+E_{13}^{2}+E_{23}^{2}\right) \tag{47}
\end{equation*}
$$

where $C_{i}$ are the (constant) moduli, giving the strain energy as a linear combination of three independent quadratic forms. Because each is positive definite, the relevant constitutive hypothesis is met if and only if each $C_{i}>0$. The associated stress is [18]

$$
\begin{align*}
\tilde{\mathbf{S}}(\mathbf{E})= & C_{1}(\operatorname{tr} \mathbf{E}) \mathbf{I}+C_{2}\left(\bar{E}_{11} \mathbf{e}_{1} \otimes \mathbf{e}_{1}+\bar{E}_{22} \mathbf{e}_{2} \otimes \mathbf{e}_{2}+\bar{E}_{33} \mathbf{e}_{3} \otimes \mathbf{e}_{3}\right) \\
& +C_{3}\left[E_{12}\left(\mathbf{e}_{1} \otimes \mathbf{e}_{2}+\mathbf{e}_{2} \otimes \mathbf{e}_{1}\right)+E_{13}\left(\mathbf{e}_{1} \otimes \mathbf{e}_{3}+\mathbf{e}_{3} \otimes \mathbf{e}_{1}\right)+E_{23}\left(\mathbf{e}_{2} \otimes \mathbf{e}_{3}+\mathbf{e}_{3} \otimes \mathbf{e}_{2}\right)\right] \tag{48}
\end{align*}
$$

Turning to the yield function, we simplify matters by assuming that its dependence on stress and dislocation density can be decoupled. Mainly for illustrative purposes, we also adopt the widespread assumption that pressure, proportional to $\operatorname{tr} \mathbf{T}$, has negligible effect on yield, this effectively limiting the applicability of the model to circumstances in which the pressure is not too large. To examine the implications, we use (8) and (10) to obtain $\operatorname{tr} \mathbf{T}=J_{H}^{-1} \operatorname{tr}(\mathbf{C S})$; eqs. (30) and (31) then furnish $\operatorname{tr} \mathbf{T}=\operatorname{tr} \mathbf{S}+o(|\mathbf{E}|)$. Consistency with our previous assumptions thus implies that the current yield function $H(\cdot)=F(\cdot, \alpha)$ should depend on $\mathbf{S}$ through its deviatoric part $\overline{\mathbf{S}}$; we write $H(\mathbf{S})=\bar{F}(\overline{\mathbf{S}})$. To represent this function we require the scalar invariants of $\overline{\mathbf{S}}$ under the cubic symmetry group through quadratic order (cf. (31)). The only linear invariant, $\operatorname{tr} \overline{\mathbf{S}}$, vanishes identically, leading to a function homogeneous of degree two:

$$
\begin{equation*}
\bar{F}(\overline{\mathbf{S}})=\frac{1}{2} A_{1}\left(\bar{S}_{11}^{2}+\bar{S}_{22}^{2}+\bar{S}_{33}^{2}\right)+A_{2}\left(S_{12}^{2}+S_{13}^{2}+S_{23}^{2}\right) \tag{49}
\end{equation*}
$$

where $A_{1,2}$ are constants. Then,

$$
\begin{align*}
F_{\mathbf{S}}= & A_{1}\left(\bar{S}_{11} \mathbf{e}_{1} \otimes \mathbf{e}_{1}+\bar{S}_{22} \mathbf{e}_{2} \otimes \mathbf{e}_{2}+\bar{S}_{33} \mathbf{e}_{3} \otimes \mathbf{e}_{3}\right) \\
& +A_{2}\left[S_{12}\left(\mathbf{e}_{1} \otimes \mathbf{e}_{2}+\mathbf{e}_{2} \otimes \mathbf{e}_{1}\right)+S_{13}\left(\mathbf{e}_{1} \otimes \mathbf{e}_{3}+\mathbf{e}_{3} \otimes \mathbf{e}_{1}\right)+S_{23}\left(\mathbf{e}_{2} \otimes \mathbf{e}_{3}+\mathbf{e}_{3} \otimes \mathbf{e}_{2}\right)\right] \tag{50}
\end{align*}
$$

and we obtain

$$
\begin{equation*}
\mathbf{S} \cdot F_{\mathbf{S}}=A_{1}|\overline{\mathbf{S}}|^{2}+2\left(A_{2}-A_{1}\right)\left(S_{12}^{2}+S_{13}^{2}+S_{23}^{2}\right) \tag{51}
\end{equation*}
$$

Inequality (42) is then satisfied if and only if $\overline{\mathbf{S}} \neq \mathbf{0}$ and

$$
\begin{equation*}
A_{1}>0, \quad A_{2}>A_{1} \tag{52}
\end{equation*}
$$

We observe, from (44) and (50), that $\operatorname{tr} \dot{\mathbf{G}} \mathbf{G}^{-1}=0$ and thus that $J_{G}$ is constant.
It follows from (52) that $\bar{F}(\cdot)$ is positive definite. To allow for yielding in a manner consistent with our assumptions, it is thus necessary that the yield function be expressible in the form

$$
\begin{equation*}
F(\mathbf{S}, \alpha)=\bar{F}(\overline{\mathbf{S}})-K(\alpha), \tag{53}
\end{equation*}
$$

where $K(\cdot)$ is positively valued function subject to the material-symmetry restriction $K(\alpha)=K\left((\operatorname{det} \mathbf{R}) \mathbf{R}^{t} \alpha \mathbf{R}\right)$. The form that this function should take in applications to real crystals remains open. One possibility, compatible with cubic symmetry, is

$$
\begin{equation*}
K=k_{0}\left(1+k_{1}|\alpha|^{2}\right)^{p} \tag{54}
\end{equation*}
$$

where $p, k_{0,1}$ are positive constants. This expression furnishes a purely phenomenological model of hardening of the crystal due to the presence of dislocations.

### 5.2 Plastic spin

The plastic spin plays the role of a Lagrange multiplier in the problem of maximizing dissipation in the rate-independent theory. It's role there is merely to determine the algebraic structure of the flow rule for plastic evolution. To obtain a complete theory it is necessary to augment this structure with a constitutive specification of plastic spin. The conventional theory of crystal viscoplasticity, based on (1) in conjunction with the flow rule [29],

$$
\begin{equation*}
\nu_{i}=\nu_{0}\left(\left|\tau^{(i)}\right| / s^{(i)}\right)^{1 / m} \operatorname{sgn}\left(\tau^{(i)}\right) ; \quad\left|\tau^{(i)}\right|>s^{(i)} \tag{55}
\end{equation*}
$$

offers some guidance in this regard. Here $\tau^{(i)}$ is the resolved shear stress on the $i$ th slip system, $s^{(i)}$ is the associated yield value, and $\nu_{0}, m$ are material parameters. The main qualitative feature of this model is the prediction that plastic spin reverses upon reversal of the sign of the stress, which comports with the observed phenomenology [13]. Guided by this feature of the conventional theory, here we take the spin $\boldsymbol{\Omega}$ to depend only on $\mathbf{S}$ and to be such that

$$
\begin{equation*}
\boldsymbol{\Omega}(-\mathbf{S})=-\boldsymbol{\Omega}(\mathbf{S}) \tag{56}
\end{equation*}
$$

subject to the material-symmetry condition

$$
\begin{equation*}
\boldsymbol{\Omega}\left(\mathbf{R}^{t} \mathbf{S R}\right)=\mathbf{R}^{t} \boldsymbol{\Omega}(\mathbf{S}) \mathbf{R} \tag{57}
\end{equation*}
$$

which reflects the influence of the structure of the underlying lattice. The influence of the lattice on plastic spin is of course explicit in the conventional theory based on (1) and (55).

Specific constitutive functions satisfying cubic symmetry are generated by assuming polynomial dependence on stress and generating an associated integrity basis using the methods outlined in [28,30]. Pursuant to this we note that there are no purely linear terms that satisfy (56) together with skew symmetry and so it necessary to retain terms through cubic order at least. Here we are interested in the simplest model that satisfies our requirements and thus terminate the polynomial at cubic order.

All tensor and vector components are referred to the normalized rectangular cubic lattice basis $\left\{\mathbf{e}_{i}\right\}$. We introduce a tensor $\mathbf{V}$ with components $V_{i j}$, form the scalar $\Omega_{i j} V_{i j}$ and define the matrices $\bar{\Omega}_{i j}=Q_{i k} \Omega_{k l} Q_{j l}$ and $\bar{V}_{i j}=Q_{i k} V_{k l} Q_{j l}$ with $\mathbf{Q}=\mathbf{R}^{t}$, where $\mathbf{R}$ belongs to the particular cubic symmetry group in question, assumed here to be the hexoctahedral group for the sake of definiteness. This is the subgroup of the cubic group associated with maximal symmetry, in the sense that it contains the maximum number of distinct elements. The latter are listed explicitly in Table 1 of [28]. Accordingly,

$$
\begin{equation*}
\Omega_{i j}(\overline{\mathbf{S}}) \bar{V}_{i j}=Q_{i k} \Omega_{k l}(\mathbf{S}) Q_{j l} \bar{V}_{i j}=\Omega_{k l}(\mathbf{S}) V_{k l} \tag{58}
\end{equation*}
$$

where $\overline{\mathbf{S}}=$ QSQ $^{t}$. The function

$$
\begin{equation*}
Z\left(V_{i j}, \mathbf{S}\right)=\Omega_{i j}(\mathbf{S}) V_{i j} \tag{59}
\end{equation*}
$$

is thus invariant under the symmetry group. Further, because $\boldsymbol{\Omega}$ is skew, this may be written as

$$
\begin{equation*}
Z\left(v_{i}, \mathbf{S}\right)=2 \omega_{i}(\mathbf{S}) v_{i} \tag{60}
\end{equation*}
$$

where $\omega$ and $\mathbf{v}$ are the axial vectors of $\boldsymbol{\Omega}$ and $S k w \mathbf{V}$, respectively, yielding [30]

$$
\begin{equation*}
\omega_{k}=\frac{1}{2} \partial Z / \partial v_{k} \tag{61}
\end{equation*}
$$

In view of (60) we require only those integrity-basis elements that are linear in the axial vector $\mathbf{v}$. Among these we retain those through the third order in $\mathbf{S}$; namely,

$$
\begin{equation*}
x=S_{11}+S_{22}+S_{33}, \quad y=S_{11}\left(S_{13} v_{2}-S_{12} v_{3}\right)+S_{22}\left(S_{12} v_{3}-S_{23} v_{1}\right)+S_{33}\left(S_{23} v_{1}-S_{13} v_{2}\right) \tag{62}
\end{equation*}
$$

and

$$
\begin{align*}
& z_{1}=S_{22} S_{33}\left(S_{13} v_{2}-S_{12} v_{3}\right)+S_{33} S_{11}\left(S_{12} v_{3}-S_{23} v_{1}\right)+S_{11} S_{22}\left(S_{23} v_{1}-S_{13} v_{2}\right) \\
& z_{2}=S_{23}^{2}\left(S_{13} v_{2}-S_{12} v_{3}\right)+S_{13}^{2}\left(S_{12} v_{3}-S_{23} v_{1}\right)+S_{12}^{2}\left(S_{23} v_{1}-S_{13} v_{2}\right) \\
& z_{3}=S_{11}\left(S_{23} S_{12} v_{2}-S_{23} S_{13} v_{3}\right)+S_{22}\left(S_{23} S_{13} v_{3}-S_{12} S_{13} v_{1}\right)+S_{33}\left(S_{12} S_{13} v_{1}-S_{23} S_{12} v_{2}\right) \tag{63}
\end{align*}
$$

The derivation of this basis is quite involved and thus not presented here. A detailed derivation is provided in [13]. This accounts for the non-standard transformation rule $\mathbf{a} \rightarrow(\operatorname{det} \mathbf{Q}) \mathbf{Q a}$ obeyed by axial vectors. For our present purposes it suffices simply to note that these functions are invariant under the hexoctahedral group and thus meet the stated symmetry requirement. To ensure that $Z\left(v_{i},-\mathbf{S}\right)=$ $-Z\left(v_{i}, \mathbf{S}\right)$ in accordance with (56), we have

$$
\begin{equation*}
Z\left(v_{i}, \mathbf{S}\right)=B_{0} x y+\sum_{k=1}^{3} B_{i} z_{i} \tag{64}
\end{equation*}
$$

where $B_{0}$ and $B_{i}$ are material constants. The explicit form of $\boldsymbol{\Omega}$ is then given by (61) and

$$
\begin{equation*}
\boldsymbol{\Omega}(\mathbf{S})=e_{j i k} \omega_{k} \mathbf{e}_{i} \otimes \mathbf{e}_{j} \tag{65}
\end{equation*}
$$

where $e_{j i k}$ is the usual permutation symbol $\left(e_{123}=+1\right)$, with

$$
\begin{align*}
2 \omega_{1}= & B_{0}\left(S_{11}+S_{22}+S_{33}\right) S_{23}\left(S_{33}-S_{22}\right)+B_{1} S_{11} S_{23}\left(S_{22}-S_{33}\right) \\
& +B_{2} S_{23}\left(S_{12}^{2}-S_{13}^{2}\right)+B_{3} S_{12} S_{13}\left(S_{33}-S_{22}\right) \\
2 \omega_{2}= & B_{0}\left(S_{11}+S_{22}+S_{33}\right) S_{13}\left(S_{11}-S_{33}\right)+B_{1} S_{22} S_{13}\left(S_{33}-S_{11}\right) \\
& +B_{2} S_{13}\left(S_{23}^{2}-S_{12}^{2}\right)+B_{3} S_{12} S_{23}\left(S_{11}-S_{33}\right) \\
2 \omega_{3}= & B_{0}\left(S_{11}+S_{22}+S_{33}\right) S_{12}\left(S_{22}-S_{11}\right)+B_{1} S_{33} S_{12}\left(S_{11}-S_{22}\right) \\
& +B_{2} S_{12}\left(S_{13}^{2}-S_{23}^{2}\right)+B_{3} S_{13} S_{23}\left(S_{22}-S_{11}\right) \tag{66}
\end{align*}
$$

Estimates of the parameters $B_{0}-B_{3}$ are obtained in [13] by optimizing the present flow rule against the predictions of overall stress-strain diagrams using the standard crystal-plasticity model based on (1) and (55).

## 6. Plane-strain simulations

We confine our further attention to the plane-strain theory for purposes of illustration. This is most easily expressed in Cartesian coordinates, using as basis the fixed orthonormal triad $\left\{\mathbf{e}_{\alpha}, \mathbf{k}\right\}$ aligned with the specified cubic lattice vectors $\left\{\mathbf{l}_{i}\right\}$, where $\mathbf{k}\left(=\mathbf{e}_{3}\right)$ is the unit normal to the considered plane. The non-zero elements of the plastic deformation $\mathbf{K}$ in this basis are $K_{\alpha \beta}\left(x_{1}, x_{2}\right)$ and $K_{33}=1$, where $x_{\alpha}$ are the in-plane Cartesian coordinates associated with the lattice vectors. Further, the non-zero components of $\mathbf{S}$ in the lattice basis are

$$
\begin{equation*}
S_{11}=A E_{11}+B E_{22}, \quad S_{22}=B E_{11}+A E_{22}, \quad S_{12}=C E_{12} \quad \text { and } \quad S_{33}=B\left(E_{11}+E_{22}\right) \tag{67}
\end{equation*}
$$

where $E_{\alpha \beta}=\mathbf{E} \cdot \operatorname{Sym}\left(\mathbf{e}_{\alpha} \otimes \mathbf{e}_{\beta}\right)$ and

$$
\begin{equation*}
A=C_{1}+\frac{2}{3} C_{2}, \quad B=C_{1}-\frac{1}{3} C_{2} \quad \text { and } \quad C=C_{3} \tag{68}
\end{equation*}
$$

This implies that the axial plastic-spin vector has one non-zero component, given by

$$
\begin{equation*}
2 \omega_{3}=B_{0}\left(S_{11}+S_{22}+S_{33}\right) S_{12}\left(S_{22}-S_{11}\right)+B_{1} S_{33} S_{12}\left(S_{11}-S_{22}\right) \tag{69}
\end{equation*}
$$

and hence that $\boldsymbol{\Omega}=\Omega_{\alpha \beta} \mathbf{e}_{\alpha} \otimes \mathbf{e}_{\beta}$ with $\Omega_{\alpha \beta}=\varepsilon_{\beta \alpha} \omega_{3}$, where $\varepsilon_{\beta \alpha}=e_{\beta \alpha 3}$. The appropriate specialization of the flow rule (44) is obtained by using (cf. (50))

$$
\begin{equation*}
F_{\mathbf{S}}=A_{1}\left(\bar{S}_{11} \mathbf{e}_{1} \otimes \mathbf{e}_{1}+\bar{S}_{22} \mathbf{e}_{2} \otimes \mathbf{e}_{2}+\bar{S}_{33} \mathbf{e}_{3} \otimes \mathbf{e}_{3}\right)+A_{2} S_{12}\left(\mathbf{e}_{1} \otimes \mathbf{e}_{2}+\mathbf{e}_{2} \otimes \mathbf{e}_{1}\right) \tag{70}
\end{equation*}
$$

In the general three-dimensional theory we have

$$
\begin{equation*}
C u r l \mathbf{K}^{-1}=e_{i k l} G_{j l, k} \mathbf{e}_{i} \otimes \mathbf{e}_{j} . \tag{71}
\end{equation*}
$$

The specialization to the present situation is

$$
\begin{equation*}
\operatorname{Cur} l \mathbf{K}^{-1}=\varepsilon_{\beta \alpha} G_{\mu \alpha, \beta} \mathbf{k} \otimes \mathbf{e}_{\mu}, \tag{72}
\end{equation*}
$$

where $\varepsilon_{\beta \alpha}=e_{\beta \alpha 3}$. Equation (72) combines with (25) and $\mathbf{K}^{-1} \mathbf{k}=\mathbf{k}$ to generate the dislocation density

$$
\begin{equation*}
\alpha=\mathbf{k} \otimes \mathbf{a} \tag{73}
\end{equation*}
$$

corresponding to dislocations of pure edge type, where $\mathbf{a}=a_{\mu} \mathbf{e}_{\mu}$ is the 2-vector defined by

$$
\begin{equation*}
a_{\mu}=J_{K} \varepsilon_{\beta \alpha} G_{\mu \alpha, \beta} \tag{74}
\end{equation*}
$$

in which $J_{K}=1$ by virtue of the flow rule.

### 6.1 Discretization

The details of the numerical method used in this work have been discussed comprehensively elsewhere [31] and so we confine ourselves to an outline the method. The spatial discretization of the equations is based on the Green-Stokes theorem

$$
\begin{equation*}
\int_{D} \sigma_{\alpha, \alpha} d a=\varepsilon_{\alpha \beta} \int_{\partial D} \sigma_{\alpha} d x_{\beta} \tag{75}
\end{equation*}
$$

where $\sigma_{\alpha}\left(x_{1}, x_{2}\right)$ is a smooth two-dimensional vector field, $D$ is an arbitrary simply-connected subregion of $\Omega$ and commas followed by subscripts identify partial derivatives with respect to the coordinates. In this method the plane $\Omega$ is sub-divided into quadrilateral cells. These need not be rectangular, and so it is possible to cover a domain with curved or irregular boundaries with high precision by using a sufficient number of cells.

To approximate the divergence $\sigma_{\alpha, \alpha}$ at node $(i, j)$, the left-hand side of (75) is estimated as the nodal value of the integrand multiplied by the area of $D$; the right-hand side as the mid-point values, labelled with half-integer superscripts, of the integrand on each of the four edges of $\partial D$ multiplied by the appropriate edge length. Thus [31],

$$
\begin{align*}
2 A^{i, j}\left(\sigma_{\alpha, \alpha}\right)^{i, j}= & \varepsilon_{\alpha \beta}\left[\sigma_{\alpha}^{i+1 / 2, j+1 / 2}\left(x_{\beta}^{i, j+1}-x_{\beta}^{i+1, j}\right)+\sigma_{\alpha}^{i-1 / 2, j+1 / 2}\left(x_{\beta}^{i-1, j}-x_{\beta}^{i, j+1}\right)\right. \\
& \left.+\sigma_{\alpha}^{i-1 / 2, j-1 / 2}\left(x_{\beta}^{i, j-1}-x_{\beta}^{i-1, j}\right)+\sigma_{\alpha}^{i+1 / 2, j-1 / 2}\left(x_{\beta}^{i+1, j}-x_{\beta}^{i, j-1}\right)\right] \tag{76}
\end{align*}
$$

where

$$
\begin{equation*}
A^{i, j}=\frac{1}{4}\left[\left(x_{2}^{i-1, j}-x_{2}^{i+1, j}\right)\left(x_{1}^{i, j+1}-x_{1}^{i, j-1}\right)-\left(x_{1}^{i-1, j}-x_{1}^{i+1, j}\right)\left(x_{2}^{i, j+1}-x_{2}^{i, j-1}\right)\right] \tag{77}
\end{equation*}
$$

is one-half the area of the quadrilateral. This is used with $\sigma_{\alpha}=P_{k \alpha} ; k \in\{1,2\}$ to estimate the divergence of the stress at the nodes.


Figure 1: Unit cell of the finite difference mesh.

We also have need of gradients of various functions at zone-centered points. First, we apply (75) with $\sigma_{\alpha}=c_{\alpha} \sigma\left(x_{1}, x_{2}\right)$, where $\sigma$ is a smooth scalar field and $c_{\alpha}$ are arbitrary constants. This yields

$$
\begin{equation*}
\int_{D} \sigma_{, \alpha} d a=\varepsilon_{\alpha \beta} \int_{\partial D} \sigma d x_{\beta} \tag{78}
\end{equation*}
$$

This is used to estimate the gradient $\sigma_{, \alpha}$ at the half nodes. The four edge contributions to the right-hand side are approximated by replacing the integrand in each with the average of the nodal values at the endpoints. The left-hand side is approximated by the product of the enclosed area with the integrand, evaluated at the half node, yielding [31]
$2 A^{i+1 / 2, j+1 / 2}\left(\sigma_{, \alpha}^{i+1 / 2, j+1 / 2}\right)=\varepsilon_{\alpha \beta}\left[\left(\sigma^{i+1, j+1}-\sigma^{i, j}\right)\left(x_{\beta}^{i, j+1}-x_{\beta}^{i+1, j}\right)-\left(\sigma^{i, j+1}-\sigma^{i+1, j}\right)\left(x_{\beta}^{i+1, j+1}-x_{\beta}^{i, j}\right)\right]$,
where

$$
\begin{equation*}
A^{i+1 / 2, j+1 / 2}=\frac{1}{2}\left[\left(x_{2}^{i, j+1}-x_{2}^{i+1, j}\right)\left(x_{1}^{i+1, j+1}-x_{1}^{i, j}\right)-\left(x_{1}^{i, j+1}-x_{1}^{i+1, j}\right)\left(x_{2}^{i+1, j+1}-x_{2}^{i, j}\right)\right] \tag{80}
\end{equation*}
$$

This formula is used with $\sigma=y_{k}, k \in\{1,2\}$ to estimate the deformation gradient at the half nodes, which in turn is required to generate the half-node values of the stress from the relevant constitutive equation.

Eq. (5) is of the form

$$
\begin{equation*}
\sigma_{\alpha, \alpha}=\rho_{r} \ddot{\sigma} \tag{81}
\end{equation*}
$$

where $\sigma_{\alpha}=P_{k \alpha}$ and $\sigma=y_{k}(k=1,2)$. To represent this at node $(i, j)$ we integrate it over the region enclosed by a quadrilateral with vertices at the nearest-neighbor nodes, obtaining

$$
\begin{equation*}
\Sigma^{i, j, n}=m^{i, j} \ddot{\sigma}^{i, j, n} \tag{82}
\end{equation*}
$$

where $m^{i, j}=2 A^{i, j} \rho_{r}$ is the nodal mass, $n$ is the time step, superposed dots refer to derivatives with respect to time, and where

$$
\begin{equation*}
\Sigma^{i, j}=2 A^{i, j}\left(\sigma_{\alpha, \alpha}\right)^{i, j} \tag{83}
\end{equation*}
$$

Here the right-hand side is evaluated in terms of the zone-centered values of $\sigma_{\alpha}$ via (76). The latter are determined constitutively by corresponding zone-centered values of the gradients $\sigma_{, \alpha}$ which, in turn, are given via (79) by the values of $\sigma$ at the nodes located at the vertices of the upper right-hand quadrant of Figure 1. The scheme is seen to require one degree less differentiability than that required by the local differential equations. Traction-free boundaries are simulated by arranging nodes to lie on the boundary and setting to zero the stresses at zone-centered points exterior to the mesh. A discussion of the associated truncation errors is given by Silling [31].

The system (82) is discretized in time using the explicit scheme

$$
\begin{align*}
m^{i, j} \dot{\sigma}^{i, j, n+1} & =m^{i, j} \dot{\sigma}^{i, j, n}+h \Sigma^{i, j, n} \\
\sigma^{i, j, n+1} & =\sigma^{i, j, n}+h \dot{\sigma}^{i, j, n+1} \tag{84}
\end{align*}
$$

which is used to advance the solution in time node-by-node. Numerical stability is assured by using sufficiently small time steps selected on the basis of successive trials based on a sequence of values of $h$.

To compute the dislocation density we form the deformation gradient at zone-centered points, and compute the current value of the plastic deformation $\mathbf{G}$ at the same points by forward integration of the flow rule. We then form $\mathbf{H}=\mathbf{F G}^{-1}$ at zone-centered points and construct the associated elastic strain $\mathbf{E}$ and the stress $\mathbf{S}$. The flow rule with dislocation-based hardening requires the dislocation vector at zone-centered points. To obtain this we fix $\mu \in\{1,2\}$ and use (75) with $\sigma_{\alpha}$ replaced by

$$
\begin{equation*}
\sigma_{\mu \alpha}=\varepsilon_{\alpha \gamma} G_{\mu \gamma} ; \quad a_{\mu}=\sigma_{\mu \alpha, \alpha} \tag{85}
\end{equation*}
$$

Then the nodal values of $a_{\mu}$ are obtained from (76), which may be simplified by using $\varepsilon_{\alpha \beta} \varepsilon_{\alpha \gamma}=\delta_{\beta \gamma}$. The zone-centered values, required in (44), (53), (54) and (73), where $|\alpha|=|\mathbf{a}|$, are obtained by averaging the values at adjacent nodes.

We confine attention to rate-dependent response and integrate the flow rule (44) using the scheme $\sigma_{\alpha}^{i, j, n+1}=\sigma_{\alpha}^{i, j, n}+h \dot{\sigma}_{\alpha}^{i, j, n}$ at each zone-centered point. We then check inequality $(44)_{2}$ at each time step and decide whether or not to update the plastic deformation accordingly.

The problem considered is the in-plane shearing of a block, 2 mm on a side, of uniform initial mass density $\rho_{r}=7000 \mathrm{~kg} / \mathrm{m}^{3}$. The elastic moduli used in (67) and (68) are (in units of GPa): $C_{1}=169$, $C_{2}=86$ and $C_{3}=232$. These have been correlated with data on the Voigt moduli for BCC iron. We assume quiescent initial conditions (zero initial displacement and velocity) and impose zero tractions on the upper and lower horizontal edges. The left-side vertical edge is fixed and the right-hand edge is displaced vertically at the rate of $0.4 \mathrm{~m} / \mathrm{s}$. The horizontal velocities of these edges are zero. In the yield function (49), (53) and (54) we use the dimensionless parameters $A_{1}=0.3955, A_{2}=0.4631$ and $p=0.1$, together with the squared yield strength $k_{0}=0.1057(G P a)^{2}$. The plastic spin constants, in units of $(G p a)^{-2}$, are: $B_{0}=1.068, B_{1}=-1.912, B_{2}=30.384$ and $B_{3}=5.3174$.

These and other parameters discussed thus far are associated with a best-fit simulation [13] of homogeneous deformations by the standard of the conventional crystal plasticity theory based on (1) and (55). Here, however, all simulations account for inertia and viscoplasticity with viscosity $\nu=10^{-4}$ $G p a$ - sec. Convergence of the spatial features of the predicted response was achieved using a $48 \times 48$ mesh and a time step of $5 \times 10^{-10} \mathrm{sec}$, which is significantly less than the estimated critical step of $7.35 \times 10^{-9} \mathrm{sec}$ for the explicit time integration.

Figures 2 and 3 depict the effect of adjusting the length-scale parameter $k_{1}$ (in units of $m^{2}$ ) in the hardening rule (54). All the frames correspond to a fixed time lapse from the initial instant. The length-scale effect in this rule becomes significant when $k_{1}|\alpha|^{2}$ is of order unity, corresponding to spatial variations in plastic deformation over distances of order $\sqrt{k_{1}}$. The figure suggests a significant interaction between this scale and the predicted spatial variations in plastic deformation. We draw particular attention to the predicted emergence of curved bands of high dislocation intensity interacting with the boundaries of the specimen. These features, reminiscent of pinned dislocation loops, are modulated to some degree by local and global wave interactions associated with inertial effects. The initial value of plastic deformation is taken to be the uniform two-dimensional rotation associated with a lattice inclined at angle $\theta$ to the horizontal. This initial condition is associated with a state of vanishing residual stress [32].

The effect of lattice orientation, associated with adjustment of the lattice inclination angle $\theta$, is shown in Figures 4 and 5 , using a single value of the length-scale parameter $k_{1}$. This illustrates the significant effect of the orientation of the specified undistorted lattice relative to the boundaries of the domain.

Due to the paucity of relevant data, we are not able to provide independent corroboration of the these predictions. However, our hope is that the capability of this model to capture length-scale effects and other aspects of crystal plasticity may provide impetus for an experimental program aimed at assessing its predictive potential and quantifying the relatively small number of associated constitutive parameters. In particular, we emphasize the fact that we have considered only a very special case of the broad framework described in Sections 3-5, and so considerable latitude remains for refinement of the model vis à vis quantitative predictions.

Not shown here are predictions of the transient elastic strain [13]. We find the maximum value to be on the order of two percent, which suggests that relaxation of the assumption of small elastic strain may prove necessary in applications. In particular, while the elastic strain is bounded by the diameter of the elastic range in the rate-independent theory, there is no such limitation in the viscoplastic theory.


Figure 2: Spatial variation of $|\boldsymbol{\alpha}| . \theta=10^{\circ}, \mathrm{t}=10 \mu s . k_{1}$ is given in units of $m^{2}$.


Figure 3: Spatial variation of $|\boldsymbol{\alpha}| . \theta=10^{\circ}, \mathrm{t}=40 \mu s . k_{1}$ is given in units of $m^{2}$.


Figure 4: Lattice orientation ( $\theta$ ) dependence. The figures depict the spatial variation of $|\boldsymbol{\alpha}| . k_{1}=$ $1 \cdot 10^{-10} \mathrm{~m}^{2} . t=10 \mu \mathrm{~s}$.


Figure 5: Lattice orientation $(\theta)$ dependence. The figures depict the spatial variation of $|\boldsymbol{\alpha}| . k_{1}=$ $1 \cdot 10^{-10} \mathrm{~m}^{2} . t=40 \mu s$.
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