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Abstract

This paper addresses the problem of source extraction in a complex scene where only moving audio sources are present.
An algorithm using a unique yet simple method avoiding higher-order statistics has been developed. The principle idea of the
algorithm is to use a video camera array for locating a moving source whose position is used to isolate a noise reference, and
thus allowing noise subtraction from the mixture based on the widely-known Widrow adaptive filtering method, that only uses
second-order statistics. This adaptive approach provides an alternative to traditional methods particularly when there is need for
a real time implementation.

I. INTRODUCTION

The Cocktail Party Problem was first proposed in [1], which describes a problem where there are multiple human speakers
talking simultaneously within an enclosed environment where it is required that each speaker’s voice is isolated (separated)
from the other present voices, similar to the manner in which a human sensory system can identify individual speakers in a
situation such as a party, hence the name of the problem. Frequently such a problem is addressed using higher order statistics,
a common solution is to perform independent component analysis (ICA) [2]. In some applications, particularly with moving
sources in real time, it is desirable to use a more efficient method as higher-order methods can consume large amounts of
system resources and require longer periods of time to produce accurate estimates.

Previous work into audio source separation using video has been limited. In [3], a method that exploits silent periods in
speech is described. Whilst using video to identify these silent periods by tracking lip movements, it uses an ICA approach
to separate speech. The authors in [4] present work that discusses video tracking and voice separation in meeting room
environments with multiple speakers. A scenario which is much closer to the method in this paper is described in [5], however
a modified version of the FastICA algorithm (rather than the adaptive separation method described here) is used in conjunction
with speaker location information provided by an array of video cameras.

The proposed method uses video signals to identify the location of a ‘target’ source and uses this as a priori information to
orientate a microphone array, so that the target source is equidistant from two microphones which work as a pair. By exploiting
the equidistance property as well as some additional processing of the detected microphone signals, the noise reference (from
a second source which is not equidistant to the pair of microphones) is isolated and used as a noise reference in an adaptive
filtering scheme. The noise reference may be multiple speakers or background noise and the position is not critical to the
functionality of the algorithm.

Experimental results are based on a set of audio recordings from a low reverberation environment, with sources located on
a arc pattern in relation to an array of microphones. In this work, we simulate and evaluate the video cancellation performance
by considering locations of the target source when it is equidistant to each microphone, and that the interference source does
not match this equidistance property. Errors due to (low) reverberation or approximate positioning of the target are considered
by shifts on the grid, breaking the equidistance property. Finally, performance of the 2-stage source enhancement algorithm
can be evaluated in different situations, showing the advantages of the method.

II. ALGORITHM

In this paper, we restrict the problem to the two-microphone and two-source case, where one source is the target source,
s1(t), the other being the interference source, n(t). The output of each microphone is then a convolutive mixture of target and
interference source:

xi(t) =
(
hi1 ∗ s1

)
(t) +

(
hi2 ∗ n

)
(t) (1)

on microphone i (i = {L,R}), where ∗ denotes convolution, hij is the impulse response between the jth source and the ith
microphone, t is the discrete time index, n(t) is the original noise interference signal and xi(t) is the received signal at each
microphone. Figure II shows how each room IR relates to each source and microphone.

The microphones within the array are physically linked on a pivot point. Thus, when the target source is located the
microphones are orientated so that they are equidistant to the target speaker, it is assumed that a mechanical system is available
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Fig. 1: Example scenario, where the variations
of h are impulse responses representing the
room. The signal detected at each microphone
is a convolutive mixture of each source. The
dashed line indicates the imaginary line where,
at all positions, the target source is equidistant to
both microphones. φn denotes the angle of the
interference source.
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Fig. 2: System overview that shows the two main stages to the algorithm; target cancellation that produces a noise reference,
and the adaptive filtering stage which recovers the target source. The work in this paper assumes that the location and the 3D
co-ordinates of the speaker are known.

to orientate the microphone array. Then, subtracting signals from the two microphones, sample-by-sample, cancel the target
source and thus provides a noise reference of the interference. Practically, the video-based cancellation is not perfect due to
source localisation errors from the video and room reverberation.

The algorithm is based on two-stage architecture; (i.) a target source audio-video cancellation stage, to isolate the noise
reference, then (ii.) an adaptive filtering stage to provide an estimate of the target source using the noise interference signal
from the previous stage (Fig. 2). For computational simplicity the algorithm is implemented in the frequency domain, it is
assumed that the original microphone signals have been converted using a short time Fourier transform (STFT).

Within the camera array it is assumed that there is a minimum of two cameras which are able to extract the 3D co-ordinates
of a speaker’s lips or head, similar to the method described in [5]. Although the algorithm described in this paper does not
deal with identifying a speaker and extracting a set of 3D co-ordinates, which is covered in [5], [6], it is assumed that this is
known and is simulated by placing a loudspeaker at specific distances and angles with respect to a microphone array.

A. Target Cancellation

In an ideal scenario (when it is assumed that there is no reverberation in the room, there are no positioning errors and that the
two microphones are equidistant to the target source) it is possible to subtract the microphone outputs on a sample-by-sample
basis to isolate the interference source (i.e. hR1(t) − hL1(t) = 0), however in practice this is hard to achieve. The noise
reference (z(t)) is found by:

z(t) =
(
hL1(t)− hR1(t)

)
∗ s1(t) +

(
hL2(t)− hR2(t)

)
∗ n(t) (2)

The goal of the target cancellation stage is to find an equalising filter w(t) to ensure that;
(
hL1(t)− w(t) ∗ hR1(t)

)
= 0.

A similar scheme to the one found in [7] is used to find w(t), where equalising filters are pre-learnt by filtering 10 seconds
of white noise through the previously known real room IR (RIR) which is then used to find two equalising filters using a
normalised least mean squared (LMS) algorithm in the frequency domain. The filter w(t) is found in the frequency domain,
by:

Wi(k, l + 1) = Wi(k, l) + µ
Xi(k, l)

|Xi(k, l)|2
[
Xj(k, l)−Wi(k, l)Xi(k, l)

]
(3)

where k is the frequency bin index, l is the time block index, W are the frequency domain equalising filter weights, X is the
STFT of x(t), µ is the step size parameter, i = {L,R} and j = {R,L} (i.e. when i = L, j = R and vice versa). Once these
filters are found they are used to perform (at each microphone) the cancellation:

Zi(k, l) = Xi(k, l)−Wj(k, l)Xj(k, l) (4)



where Z is the noise reference signal for each channel and i = {L,R}, j = {R,L}. The overall noise reference, Z, is an
average across two microphones, so that: Z = (ZR + ZL)/2.

RIRs that are used for training the equalisation filter have been calculated from data recorded in an anechoic room which
is discussed in Section III-A.

B. Adaptive Filtering: LMS Algorithm

The Least Mean Square algorithm is a widely known algorithm [8], it is ideal for real time applications due to its linear
update equation in the time and frequency domains. Here it is implemented in the frequency domain due to the reduced
computational complexity. At each frequency bin, k:

Q(k, l + 1) = Q(k, l)− µe(k, l)Z̄(k, l) (5)

where Q is the complex filter weight, E is the error and Z̄ indicates the complex conjugate of the noise reference. The error
(E) is calculated by: E(l) = Xi(l) − Yi, where Yi is the filtered output of each channel. As with the noise reference the
average of the left and right outputs can be calculated.

III. RESULTS

The algorithm was tested using a 10 second speech utterance and a 10 second noise vector as the target signal and interference
respectively, which are played through standard PC speakers. It is assumed the transfer function of the soundcard, loadspeaker
and microphones used have a minimal effect on the RIRs. The RIRs were calculated based on recordings taken at GIPSA-Lab.
STFTs where used with a window length of 1024 samples with 50% overlap. It is assumed that the signal-to-noise ratio of
the interference signal and the target signal (to be cancelled) is 0dB.

A. Anechoic Room Recordings

To test the algorithm, it necessary to have a set of RIRs suitable to this application. A variety of room recordings were
taken using an array of 2 microphones, placed 0.06m apart, with omnidirectional response and a computer speaker placed at
different positions in an anechoic room with low reverberation the room is the same as in [9]. At each position in the room
a 50Hz - 10kHz linear frequency sweep of 5 seconds was recorded. In order to obtain the impulse responses between each
microphone and the source (loudspeaker) position the cross correlation of the original frequency sweep and recorded version
was calculated, using: γxis(τ) = hi(τ) ∗ γss(τ) where, xi(τ) is the recorded version of the frequency sweep, γxis(τ) is the
cross correlation of the original frequency sweep and recorded version, γss(τ) is the auto correlation of the original frequency
sweep (which resembles a unit impulse response) and hi(τ) is the impulse response. The graph in Fig. 3 is a typical impulse
response, Fig. 4 shows the corresponding transfer function.

Fig. 3: Example RIR between the target source and
the right microphone at a distance of 0.5m from the
microphone array

Fig. 4: Corresponding transfer function

B. Algorithm Performance

The algorithm performance is determined using source to distortion ratio (SDR) and the source to interference ratio (SIR) as
described in [10]. Performance was recorded in the situation where the target signal was 0.5m in front of the microphones and
the interference source was 0.6m away from the microphones at various angles (the angle of the interference source is denoted
φn) (Table I). The table shows that the performance of the algorithm is decreased when the target source and interference



Target Source 0 deg Target Source 5 deg Target Source 40 deg Target Source 60 deg
φn (degrees) SDR (dB) SIR (dB) SDR (dB) SIR (dB) SDR (dB) SIR (dB) SDR (dB) SIR (dB)
0 -0.7 9.5 10.3 11.4 4.6 9.7 -5.9 -5.8
5 10.0 11.1 5.0 6.1 2.7 7.7 -3.8 2.9
10 6.9 7.8 9.1 10.1 2.4 7.7 -5.3 -5.2
20 9.2 10.2 13.2 14.6 6.4 12.3 -1.7 5.3
30 8.1 9.2 12.4 13.7 5.4 11.7 1.0 8.6
40 7.7 9.0 12.6 14.1 -0.2 12.8 -1.4 7.8
50 9.2 10.3 13.4 14.8 6.8 13.2 -1.6 7.0
60 7.7 8.9 9.4 10.8 3.6 10.5 -0.7 10.1

TABLE I: This table shows that the algorithm performs well at all angles of the interference source particularly when the
target source is at either 0 or 5 degrees. The interference source angle is denoted by φn.

(a) Original speech signal provided to
the source

(b) Left channel mixture (c) Right channel mixture (d) Output from the algorithm (enhanced
target signal)

Fig. 5: Example outputs showing the key stages of the algorithm where the target signal is at 50cm and 0 degrees, and the
interference source is at 60cm and 40 degrees.

source are in-line with each other (shown in grey in Table I). It is surprising to note that when the target is at 5 degrees it
performs better that at 0 degrees, this may be due to positioning errors, however this is consistent across different sets of RIRs
that were recorded. An improvement can be seen when the mixtures are compared to the output of the algorithm (Fig. 5).
Most importantly, a difference of approximately ±5 degrees gives a good performance.

IV. CONCLUSION

This paper discusses an audio-video source separation method for convolutive moving sources by using second-order statistics,
which is achieved by using target source cancellation to provide a noise interference reference to an adaptive filtering (LMS)
algorithm. By using adaptive filtering techniques based on simpler second-order statistics rather than higher order statistics,
the audio-visual method has the potential to track a mobile target source and to save system resources when implemented in
real-time. Future works include implementation of the audio-video canceller, extension to more than one interference source,
the situation when the interference and target source cross paths (are inline with each other) and complexity analysis. Finally,
in addition to this method, there is potential to use visual characteristics of a speaker (e.g. lip motions) for enhancing the
source extraction.
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