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ABSTRACT

Open-channel junctions are common occurrences inersenetworks and flow rate
measurement often occurs near these singularitesal flow structures are 3-dimensional,
impact on the representativeness of the local flfemasurements and thus lead to deviations in
the flow rate estimation. The present study ainte measure and simulate the flow pattern in
a junction flow, ii) to analyze the impact of thengtion on the velocity distribution according
to the distance from the junction and thus iii)et@luate the typical error derived from the
computation of the flow rate close to the junction.
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INTRODUCTION

Real time measurement of flow rates in sewers isngor task for sewer network

practitioners. Typical sewer networks with dendrstructures include numerous junctions,
defined as two (or more) upstream free-surface dlomerging into one downstream flow.
Flowmeters in sewers are often located in the wicof such junctions, either in the upstream
or the downstream branches, for practical reasspecially easy access from manholes.

The flow pattern in a free-surface-90°-junctionsubcritical regime has been described by
authors such as Gurraet al (1997) or Webert al (2001). The main flow structures
highlighted by their results are: i) a recirculaticegion in the downstream branch where
velocity magnitudes strongly decrease, ii) a carima zone with a flow acceleration on the
side of the recirculation region and iii) the pmese of downstream secondary currents. Huang
et al (2002) and Shakibainiet al. (2010) used 3D models to compute flows in simdar
junction configurations and showed that most flawactures observed experimentally were
accurately simulated. This is an important ressltsach junction structures often lead to
systematic errors in estimation of flow rates whiemvmeters are located in their vicinity.
Indeed, processing of raw data and estimation @k frate by flowmeters are based on
hypotheses which are not verified near junctionsly fdeveloped velocity profiles, axial
symmetry in flow velocity profiles, etc.

The main objective of the present work is thenval@ate errors in flow rate measurements in
the vicinity of sewer junctions. The applied apmtoaonsists to set up and validate a 3D
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numerical model to simulate accurately flow patsetfirough junctions and to use it in order
to evaluate errors in flow rate measurements inouarlocations in both inlet and outlet
branches when typical up-to-date commercial flovareare used.

EXPERIMENTAL SET-UP

Experiments are performed in the channel intersecfiacility at the Laboratoire de
Mécanique des Fluides et d’Acoustique (LMFA) at theiversity of Lyon (France). The
facility consists of three horizontal glass chasr@L = 2 m length and = 0.3 m width for
each one. Channels intersect at 90° with i) twetiblanches, labelled the “upstream branch”
along thex axis with flow rateQ,; and “lateral branch” along theaxis with flow rateQy; and

ii) one outlet branch along the axis with flow rateQx,= Qi+ Qyi. Each inlet branch is
connected to a large tank, from which water pasesigh a honeycomb structure to stabilize
and straighten the inlet flows. The three paramegeverning the flow configuration are the
inlet flow ratesQ, andQy; and the water depthy at the extremity of the downstream branch
which is controlled by a sharp crest weir. Due égligible wall friction, the water depth is
almost the same in all three branches; only a tsligtier depth increase appears in the inlet
branches (maximum of 3 % bf). A more detailed description of the experimesttiup is
given in Riviereet al. (2006) or Mignotet al. (2008). The “reference configuration”
corresponds tQx = Qyi= 2 L/s andhy= 0.12 m. The assumed true values of flow rateken
facility are determined from calibrated pumps.

The velocity field is measured using a side-looklitigMHz SonTek® MicroADV (Acoustic
Doppler Velocimeter). This device allows measutiihg three velocity components v and

w along the longitudinal, crossy and verticak directions respectively. Each measurement is
recorded with a 120 second time step and a 50 Hzatauisition frequency ensuring a stable
time-averaged velocity. Thanks to the small sizeéhef ADV probe, measurements can be
performed as close as 1 cm from the free-surfack Zarcm from the channel walls.
Measurements are performed at 11 wet cross-sectditts 42 measurement points across
each wet cross-section (7 vertical lines x 6 elena).

NUMERICAL METHODS

The 3D numerical modelling is carried out by meahshe commercial Ansys - CFX CFD
software package, which solves the three-dimenkifumalamental flow equations. As for
most sewer flows, the experimental junction flonowls a high Reynolds flow number
(Re~ 15000-30000). An appropriate turbulence mod#hus of great importance in order to
obtain accurate numerical results. The key equstfon fluid motion in the whole domain
are: (1) the continuity equation for the incompissfluid in Eulerian approach:
% = (1)

0%

and (2) the 3 Reynolds-Averaged Navier-Stokes (RAN#mentum equations for the
incompressible turbulent fluid:

%+u_ja_ui:—1£—_1£+i Va_q—u'iu; (2)
ot 0X; gox, pox 0x | O0x

with i andj = 1, 2 and 3, wherg represents the three coordinate angsthe time-averaged

velocity along axig, z the vertical free-surface elevatidd,the pressurep the fluid density
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andu’ u; the Reynolds stresses with the “prime sign” réfgrto time fluctuations. Solving

Egs. 1 and 2 requires a turbulence model to seRthaolds stresses. Among the proposed
turbulence models, Bradbroek al. (1998) and Shakibainigt al (2010) have shown that the
RNG (Re-Normalization Group) form of tlikee model (initially introduced by Yakhadt al,
1992) accurately computes the 3D behaviour of atjan flow. This turbulence model is then
used for the present work.

Since Eq. 2 is elliptic, boundary conditions arguieed. Uniform velocity distributions are set
at each inlet cross-section and outlet extremityewdepthh = hy is specified. A sufficient
length (10 meters) is provided upstream each brighch in order to obtain a fully developed
turbulent velocity profile close to the junction.t Ahe outlet, a hydrostatic pressure
distribution is maintained across the entire cremsion. The rigid walls are considered
smooth with no slip condition and the standard Viiatiction method proposed by Launder
and Spalding (1974) assuming a zero mean velotitiyeawalls is used. In order to keep the
computational time compatible with systematic irtigegions and due to limited water depth
variations observed in the experiments, the freéasea is modelled as a rigid lid with free-
slip conditions. This boundary condition ensureseeo shear stress at the free surface as
observed in experiments. Lastly, the typical mdgk s the region of the junction is about
1 mm. Having set the above key parameters (turbelemodel, boundary conditions,
appropriate computational meshes), no model caidras needed.

GENERAL FLOW PATTERN

When two inflows meet at 90° and merge, the flowhia downstream branch accelerates (see
Fig. 1) as the downstream flow is the sum of bathupstream and the lateral inflows, while
the water depth and thus the flow section remaimstamt. The lateral inflow (along the
axis) being perpendicular to the main inflow (aldhgx axis), a recirculation region extends
in the outlet just downstream the lateral infloveldtities in this region are low and negative
streamwise velocities are even observed near tieeveall (see Fig. 1). The size (length and
width) of this region is much larger at the freeface ¢~ 0.12 m) than in the near bed region
(z~0.01 m). Due to this change along the vertica,axpward currents are present from the
bed towards the free surface in the wake of theadation zone (see Fig. 2 atb> 3) and
coherent secondary currents are indeed observeteirexperiments. On the side of the
recirculation region, the flow accelerates in tlomtcacted section (see Fig. 1 and Fig. 2 at
y/b~ 0.83 andx/b~ 2-4). Moreover, near the upstream corner of thetjon k=y=0), a
stagnation zone is observed (see Fig. 1), whicbngty impacts the velocity distribution
(magnitude and angle) along the lateral injet 0 andx/b = 0-1).

When comparing measured and simulated velocitgdiéh Figs. 1 and 2, it appears that all
flow structures described above and reported inlitbeature are accurately predicted by the
numerical model in terms of magnitude, size andtion. Moreover, similarities between
measured and simulated velocities at the free sairtnfirm the validity of the rigid-lid
boundary condition used for numerical simulatiosse( Fig. 1 az=0.11 m). The main
discrepancy between simulated and measured velioeitis concerns the vertical variation of
the recirculation zone; indeed, while location anxdension of the recirculation zone at the
free surface are accurately predicted (see Fig.Z=#®.11 m), its extension in the near-bed
region is overestimated by the numerical model Bgel atz= 0.01 m).
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Figure 1. Horizontal velocity field ¢,v) at three elevations for the reference configorati

measured (left column) and simulated (right column)
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Figure 2. Velocity field (u,w) in the main branch along three vertical linesi¢sviews at
constanty values) for the reference configuration: measudeét €olumn) and simulated
(right column).
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VELOCITY DISTRIBUTION IN MAIN CHANNEL SECTIONS

Fig. 3 presents the streamwise velocity distributad 3 sections in the inlet branch (Fig. 3a)
and at 5 sections in the outlet branch alongxtlagis (Fig. 3b). In the inlet, away from the
junction, the streamwise velocity distribution ygital of a turbulent flow with streamwise
velocities quite homogeneously distributed acrdes gection, with strong decrease at the
walls (see Fig. 3a fox = -2b). When approaching the junction, this distributiermodified,
the maximum streamwise velocity is moved towards ytlr b side wall while velocities
decrease at the opposite side wall (see Fig. 3a$d and Fig. 1 for all elevations).

In the outlet section (Fig. 3b far= b), the distribution of streamwise velocities ismisingly
homogeneous, with streamwise velocities very closthe mean velocityy in the whole
section. When leaving the junctior X 2b), the recirculation zone extends along the 0
side wall. The distribution of streamwise velogtibecomes very heterogeneous, with
negative velocities in the recirculation zone amghhpositive velocities in the accelerated
region along the opposite wall. Vertical and spaawielocity gradients are then maximum in
this section. Further downstream, the heterogemityelocity distribution decreases and the
flow gradually returns to the typical open chanddtribution observed in the upstream
branch.

The quality of the experimental measurements canebified by integrating the streamwise
velocities across each section to determine theasmed flow rate” and by comparing it with
the actual flow rate set by the calibrated pumps. dbtain a typical deviation of 1 % in both
the inlet k < 0) and the outlet (x b) branches with a maximum deviation of 4.5 %xor 4b.
Moreover, the right column of Fig. 3 confirms thgreement between the measured and
simulated flow characteristics along the main clehnim the inlet branch, the maximum error
in local streamwise velocity prediction equals 10With magnitudes of velocity contours
lower than those measured. In the outlet branahdbal error increases up to 50 % in the
recirculation zone. Atx=2b, negative velocity magnitudes are underestimatgdthe
numerical model except in the near bed region xdee 2-3, y <b/6 andz < 50mm). Further
downstream, the maximum error is located alongythé side wall, close to the bottom, but
its magnitude rapidly decreases downstream.

EFFECT OF FLOWMETER LOCATION

The spatial heterogeneity of velocity distributicartgoss sections near a junction has strong
impacts on the flow rate determined by flowmetémdeed, commercial flowmeters in sewer
networks (typically, but not exclusively, Doppleensors) are usually located on the pipe
invert at the centre of cross-sections .e.b/2 andz~ 0). They measure the vertical profile
of streamwise velocities(z) by exploring the water column at a given angterfrthe central
axis vertical line. Many sensors then average #récal velocity profile to derive the depth-
averaged streamwise velocity at y=hb/2 and multiply it by the cross-section argao
compute the flow rat€. Consequently, when the depth-averaged streamwiseity at the
centre of the chann® departs from the mean cross-section velddityhe error associated to
the computed flow rate increases. To account fox éififect, a correction factdc may be
introduced to estimate the mean cross-section iglocfrom the depth-averaged streamwise
velocity U = kV). The correction factor, sometimes named calibrafiactor, is used to
account for local geometry and roughness conditions
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Figure 3. Streamwise velocity distribution across sectionsthe inlet (a) and outlet (b)
branches of the main channel for the referenceigardtion. MeasurementdJg in the left
column) and 3D simulationdJ¢ in the middle column) are expressed sy with Uy=Q/S
the mean velocity, while deviations (in the rigbtuemn) are given asJ)c-Ug)/Ug in %.

In Fig. 4, measured and 3D simulated depth-averagedcitiesV at y=b/2 have been

multiplied by the wet cross-secti@(0.3 m x 0.12m). In the inlet branckh< 0), a maximum
14 % overestimation of the flow rate is obtaineth# measurement is performed at the entry
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section x = 0). Indeed, Fig. 3 shows that,xat 0, velocity magnitudes along the central axis
(y = b/2) are larger than those observed near the sitlgyva0). In the outlet branchx & b),

a maximum 52 % overestimation is obtained if theasoeement is performed atb~ 1.8.
Such results are in agreement with those showngin3ratx/b = 2 where the velocity profile
at the centre of the channel{b/2) is higher (white colour, that is larger thadaDm/s) than
the measured mean cross-section veloUify= 0.11 m/s. Further downstream, as the flow
distribution reaches the fully developed statewfloate deviations rapidly decrease and
become lower than 10 % beyoxih = 4.5.

E-14%
El= \

2+ + & et
|
|
|
|
u]

| 1 1 1 1
2 3 4 5 B 7

o 1 1
-3 -2 -1

Figure 4. Assessment of errors (E) and flow rates accorthntpe location along the centre
of the main channel: (straight line) = experimengtakt flow rateQ, (+) = 3D simulated flow
rates and (¢) = measured flow rates.

Moreover, Fig. 4 shows that experimental and 3D erviral results are very close each other.
This gives confidence in the following extendedlgsia where only 3D numerical results are
used for other flow configurations. The 3D numdricaodel is used to compute two
additional flow configurations by keeping the samaueshy=0.12 m andQy,=4 L/s and
varying the upstream flow rates. For tl@g;= 3 L/s andQyi=1 L/s configuration, the
accelerated flow region includes the planeyath/2, as for theQ.i= Qyi= 2 L/s reference
configuration. Consequently, velocitiesyat b/2 remains larger than the mean cross-section
velocity for all sections (see Fig. 5). This isaatsbserved in Fig. 1 for all elevations.
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Figure 5. Assessment of flow rates errors (E) accordingh® location: (dashed line) =
experimentally set flow rat&€) other symbols for 3D simulation results for thriéew
configurations (including the reference configuraji

For theQ, = 1 L/s andQy; = 3 L/s configuration, the width of the recircutatizone increases
and almost reaches the valyes b/2. Consequently, for 1 xb< 2.5, the centre of the
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channel is within the accelerated zone and the nugoth-averaged velocity remains
significantly larger than the mean cross-sectidoaity U as for the two other configurations.
However, for 3 <x/b < 9, they = b/2 plane enters the wake of the recirculation zame local
velocities becomes lower than the mean cross-secétocity.

CONCLUSION

This study allows deriving the following main couasions:

- A good agreement is obtained between experimelual patterns and those described in
the literature on flows in junctions.

- The 3D CFD modelling has been validated againstexyental velocity data (profiles and
contours of magnitude): it is an appropriate opena tool for flow calculation in
complex and representative geometries.

- The evolution of streamwise velocity distributioatong the main channel provides
recommendations for flow meters location: they $tidoe installed either in the upstream
branch or in the downstream branch at a minimurtadéex/b = 8 from the junction for
the tested configurations.

- Null error E=0) is observed at/b=1 for the three computed configurations. If ths
confirmed for other depth$y and downstream flow rate®,, then it could be an
appropriate location for measurements in real sewdowever, further simulations are
required to confirm this preliminary conclusion.

- One main limit of the numerical approach arisestffigreater flow rates where free surface
oscillations could require the use of the VOF (\fouOf Fluids) approach.
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