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Abstract 

This paper proposes a technique to enhance emotion detection in spoken dialogue systems by 

means of two modules that combine different information sources. The first one, called Fusion-

0, combines emotion predictions generated by a set of classifiers that deal with different kinds 

of information about each sentence uttered by the user. To do this, the module employs several 

methods for information fusion that produce other predictions about the emotional state of the 

user. The predictions are the input to the second information fusion module, called Fusion-1, 

where they are combined to deduce the emotional state of the user. Fusion-0 represents a 

method employed in previous studies to enhance classification rates, whereas Fusion-1 

represents the novelty of the technique, which is the combination of emotion predictions 

generated by Fusion-0. One advantage of the technique is that it can be applied as a posterior 

processing stage to any other methods that combine information from different information 

sources at the decision level. This is so because the technique works on the predictions (outputs) 

of the methods, without interfering in the procedure used to obtain these predictions. Another 

advantage is that the technique can be implemented as a modular architecture, which facilitates 

the setting up within a spoken dialogue system as well as the deduction of the emotional state of 

the user in real time. Experiments have been carried out considering classifiers to deal with 

prosodic, acoustic, lexical and dialogue acts information, and three methods to combine 

information: multiplication of probabilities, average of probabilities and unweighted vote. The 

results show that the technique enhances the classification rates of the standard fusion by 2.27% 



  

and 3.38% absolute in experiments carried out considering two and three emotion categories, 

respectively. 

Keywords: Adaptive spoken dialogue systems, combination of classifiers, information fusion, 

emotion detection, human-computer interaction. 

1 Introduction  

Research on affective computing is a very challenging field that aims to design methods to 

make computers interact more naturally with human beings. Given the importance of emotions 

in human communication, many attempts have been made to include detection of human 

emotions in computers, which is a very difficult task due to a variety of reasons. One is the 

absence of a generally agreed definition of emotion and of qualitatively different types of 

emotion. Another is that we still have an incomplete understanding of how humans process 

emotions, as even people have difficulty in distinguishing between them (Ortony et al., 1990). 

Automatic detection of user emotions has been applied to a variety of applications to 

enhance the quality or efficiency of the service provided by the computer. One of these is 

concerned with decision processes (Petrushin, 2000; Plutchik, 1994), for example, to select the 

behaviour of the animated agent typically employed by multimodal dialogue systems (López-

Cózar and Araki, 2005). A second application is concerned with spoken tutoring systems which 

adapt to the emotions of students (Ai et al., 2006). The goal in this application is to increase the 

learning rate as previous studies suggest that there is a relationship between emotions and 

learning speed. The automatic detection of user emotions has also been applied to medical-

emergency applications to detect stress, pain, fear or panic (Devillers and Vidrascu, 2006), to 

the interaction with robots (Kanda et al., 2004; Lee et al., 2009; Polzehl et al., 2009; 

Steidl, 2009), and to computer games, where the goal is to detect whether the user is 

enthusiastic or bored (Klein et al., 2002; Kuncheva et al., 2001; Scheirer et al., 2002).  

Another kind of application, which is the focus of this paper, is call centres automated 

by means of spoken dialogue systems (Möller, 2004). Using these systems, nowadays users can 



  

use spontaneous speech to access a number of telephone-based services. For example, they can 

make flight or train bookings and get information about bank accounts, traffic conditions or 

weather forecasts. The goal of emotion detection in this application is to detect problems in the 

interaction and transfer the call automatically to a human operator (Ang et al., 2002; Lee et al. 

2002; Liscombe et al., 2005). For example, a typical communication problem occurs when the 

system tries to confirm time after time a word uttered by the user (e.g. a city name when making 

a flight booking) because the confirmation uttered by the user is misunderstood by the system. 

One key question is to decide at which point of the dialogue (i.e. after how many confirmation 

attempts) the call should be transferred. This decision can be based on the number of 

confirmation attempts made by the user. However, users differ from each other, and hence their 

demands, expectations and patience using a spoken dialogue system are unpredictable. For 

example, when dealing with a system misunderstanding, one user may be willing to repeat the 

same data three times, whilst for another user this may be unacceptable. The change in the 

emotional state of the user can be a better indicator of when the system is not fulfilling his 

expectations. Thus, dialogue systems that employ emotion detection techniques to decide 

whether to keep on interacting with the user or to transfer the call to a human operator at a 

particular moment can provide a better service. 

 The remainder of the paper is organised as follows. Section 2 presents a review of the 

literature on emotion detection in the field of spoken dialogue systems. Section 3 describes the 

proposed technique, discussing differences and similarities with previous studies. Section 4 

focuses on the experiments. It first presents a study of the independence of the information 

sources employed. Then it describes the speech database and the classifiers. Next, it discusses 

the results obtained considering the standalone performance of the classifiers as well as those 

obtained employing the two fusion modules. The section ends addressing the statistical 

significance of our results and comparing them with previous studies available in the literature. 

Finally, section 5 presents the conclusions and discusses possibilities for future work. 



  

2 Related work 

There is a number of studies in the literature on automatic emotion detection that have been 

conducted to recognise emotions considering various types of features that can be extracted 

from a speech signal. Many studies have dealt with prosodic features typically derived from 

parameters like pitch frequency, loudness, energy contours or speaking rate (Dellaert et al., 

1996; Lee et al., 2001; Ang et al., 2002; Luengo et al., 2005). Good performance was also 

demonstrated by systems based on modelling short-term acoustic features, e.g. Mel-Frequency 

Cepstral Coefficients (MFCC) or Logarithmic Frequency Power Coefficients (LFPC) (Nwe et 

al., 2003). Many authors have used a variety of methods based on pattern classification, for 

example, maximum likelihood Bayes classification, kernel regression (Dellaert et al., 1996), 

linear discriminant classification (Lee et al., 2002), k-nearest neighbourhood (Lee et al., 2001; 

Morrison et al., 2007), Bayesian networks (Barra-Chicote et al., 2009), neural networks (Huber 

et al., 2000; Batliner et al., 2003; Xu et al., 2009), support vector machines (Devillers and 

Vidrascu, 2006) and decision trees (Ai et al., 2006; Lee et al., 2009). 

 Other information sources have been considered in addition to acoustic/prosodic 

features. For example, Ang et al. (2002), Lee et al. (2002) and more recently Polzehl et al. 

(2009) in the INTERSPEECH 2009 Emotion Challenge (Schuller et al., 2009), have employed 

linguistic information. Other authors have taken into account the contextual nature that the 

dialogue structure provides, such as dialogue acts (e.g. repeat, repair, rejection, ask start over) 

and discourse markers (e.g. repetition of the same subdialogue). Following this direction, Hastie 

et al. (2002) employed system's dialogue acts, Batliner et al. (2003) and Lee and Narayanan 

(2005) used discourse features, Ai et al. (2006) employed sequential features, and Liscombe et 

al. (2005) considered contextual information. 

Some studies make use of hybrid or ensemble methods. For example, Dellaert et al. 

(1996) employed an ensemble of several classifiers; Petrushin (2000) used ensembles of neural 

networks; and Nakatsu et al. (1999) proposed an ensemble of eight neural networks, each 



  

trained for a particular kind of emotion. More recently, Morrison et al. (2007) proposed using 

two existing ensemble classification methods; on the one hand a stacked generalisation, and on 

the other a variation of majority voting. Other methods have been proposed but these have been 

less broadly adopted. For example, Nwe et al. (2003) studied emotion detection employing a 

discrete hidden Markov model as a classifier. 

Another issue addressed differently by the research community is which emotions to 

detect. Given the difficulty of this task, in order to improve annotation and detection accuracy, 

many studies consider a discrete number of emotion categories. For example, Huber et al. 

(2000) and Yacoub et al. (2003) considered ‘anger’ and ‘neutral’; Lee et al. (2001), Lee and 

Narayanan (2003) and Litman and Forbes-Riley (2006) distinguished between ’non-negative’ 

and ’negative’; Ang et al. (2002) took into account ‘neutral’, ‘annoyed’ and frustrated’; and 

Batliner et al. (2003) considered 'emotional' and 'neutral'. Other researchers have addressed a 

greater number of categories. For example, Ai et al. (2006) distinguished among ‘uncertain’, 

‘certain’, ‘mixed’ and ‘neutral’; Devillers and Vidrascu (2006) considered ‘anger’, ‘fear’, 

‘relief’ and ‘sadness’, and Liscombe et al. (2005) carried out experiments considering seven 

emotion categories: ‘positive/neutral’, ‘somewhat frustrated’, ‘very frustrated’, ‘somewhat 

angry’, ‘very angry’, ‘somewhat other negative’, and ‘very other negative’. 

Many researchers have employed data collected from real interactions between users 

and systems. For example, Lee et al. (2001) used a corpus of human-to-machine dialogues and 

carried out gender-specific experiments, taking into account that pitch-related features are very 

different between female and male, especially the mean, maximum, and minimum of F0. Lee et 

al. (2002) employed a speech database collected from real users engaged in a spoken dialogue 

with a call centre application. Ang et al. (2002) employed a database collected from real users to 

detect frustration and annoyance in natural human-computer dialogues. Lee and Narayanan 

(2005) employed a database obtained from real users engaged in a spoken dialogue with a 

machine agent over the telephone. Liscombe et al. (2005) employed a dialogue corpus collected 



  

with the “How May I Help You” system, and Ai et al. (2006) used a database collected from 

dialogues between students and a spoken dialogue tutor. 

 Other authors have used data obtained from Wizard of Oz (WOZ) scenarios in order to 

simulate human-to-machine communication in which the users become angry and/or frustrated 

with the system (Huber et al., 2000; Klein et al., 2002). A number of authors have used data 

collected from actors. For example, Yacoub et al. (2003) used a speech database recorded by 8 

actors expressing 15 emotions, whereas Morrison et al. (2007) employed a database that 

contains 720 utterances collected from 12 non-professional actors and actresses who simulated 

six emotion categories: ‘anger’, ‘disgust’, ‘fear’, ‘happiness’, ‘sadness’, and ‘surprise’. 

Given the variety of information sources available, as discussed above, another issue 

addressed differently by the research community is how to combine information to optimise 

emotion detection. One approach is to make the combination at the feature level, employing 

vectors comprised of features extracted from the different information sources. For example, 

this method was followed by Lee et al. (2001), Yacoub et al. (2003), Devillers and Vidrascu 

(2006), Morrison et al. (2007), Lugger and Yang (2009) and Luengo et al. (2009), the latter in 

the INTERSPEECH 2009 Emotion Challenge. The drawback of this method is the growth of 

dimensionality as the number of features increases. Another approach combines the information 

at the decision level, in which case a classifier is employed to decide the emotion of each 

source, and a final decision is made by combining the hypotheses made by different classifiers.  

For example, this approach has been followed by Lee et al. (2002), Batliner et al. (2003), Lee 

and Narayanan (2005) and Bozkurt et al. (2009), the latter in the INTERSPEECH 2009 Emotion 

Challenge. 

3 The proposed technique 

The technique proposed in this paper to enhance emotion detection in spoken dialogue systems 

is inspired by previous methods that function at the decision level. The technique considers that 

a set of classifiers � = {C1, C2, …, Cm} receive as input classifier-specific feature vectors vk, k = 



  

1...m, related to each sentence uttered by the user. Employing a classification algorithm, each 

classifier generates one emotion prediction. This prediction is a vector of pairs (hi, pi), i = 1…S, 

where hi is an emotion category (e.g. ‘Neutral’, ‘Tired’ or ‘Angry’), pi is the probability of the 

utterance belonging to hi according to the classification algorithm, and S is the number of 

emotion categories considered. The technique employs two fusion processes. The first of these 

takes as its input the predictions made by m classifiers, whereas the second uses the predictions 

made by n fusion methods. 

 The motivation for the technique is that we have observed in previous experiments that 

some fusion methods do not provide the correct emotion category for a given input utterance, 

while others do. Therefore, we considered that just as the combination of the predictions of 

classifiers is useful to increase the classification rate, the combination of the predictions of 

fusion methods could be useful as well. One advantage of the technique is that it can be applied 

as a posterior processing stage to any other methods that combine information from different 

information sources (e.g. related to acoustics, lexical items or discourse) at the decision level. 

This is so because the technique works on the outputs (predictions) of the methods, without 

interfering in the procedure used to obtain these predictions. 

Fig. 1 shows the particular application of the technique that we have used in our 

experiments. We have considered four classifiers (m = 4) that will be described in detail in 

Section 4.3, and three fusion methods (n = 3). As can be observed, we have used a script that 

takes as its input a set of labelled dialogues1 in a test corpus, and processes each dialogue by 

locating within it, from the beginning to the end, each prompt of the Saplen system (López-

Cózar and Callejas, 2005), the voice samples file that contains the user’s response to the 

prompt, and the result provided by the system’s speech recogniser (sentence in text format). The 

goal of this system, which is running in our lab for experimental purposes, is to answer 

telephone calls related to the fast food domain. 

                                                 
1 Fig. 2 shows a sample labelled dialogue. 
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 Fig. 1. Usage of the proposed technique (C1 = Prosodic classifier, C2 = Acoustic classifier, C3 = 

Lexical classifier, C4 = Dialogue acts classifier). 

The voice samples file is the input to the prosodic and acoustic classifiers. In our 

implementation, both classifiers contain a module that extracts the required features from the 

samples in order to carry out classification. The speech recognition result is the input to the 

lexical classifier, and the type of each prompt is used to create a sequence of dialogue acts of 

length L, which is the input to the dialogue acts classifier. This procedure is repeated for all the 

dialogues in the test corpus. By using the architecture shown in the figure, the technique is 

tested just as if it had been used during the system’s interaction with the users. Moreover, it 

makes it possible to deduce the emotional state of the user in real time, given that once the ASR 

result is available, the overall delay introduced in the response time of the dialogue system is 

smaller than 1 sec in a PC Core 2 Duo at 2.66 GHz. This delay includes the process for feature 

extraction needed by the acoustic and prosodic classifier, the analysis of the features made by 



  

these classifiers, the analysis of the recognition result carried out by the lexical classifier, and 

the analysis of the history of previous system prompts made by the dialogue act classifier. 

 As can be observed in the figure, each classifier analyses its input and provides one 

prediction, i.e., a vector that contains three (hi, pi) pairs. These pairs indicate how likely it is that 

the input utterance belongs to the emotion categories ‘Neutral’, ‘Tired’ and ‘Angry’, 

respectively. The predictions of the classifiers are the input to the Fusion-0 module, which 

combines them employing three fusion methods F: Average of probabilities (AP), 

Multiplication of probabilities (MP) and Unweighted Vote (UV) (Kittler et al., 1998; Roli et al., 

2004; Le et al., 2005; Morrison et al., 2007). The output of Fusion-0 is three predictions, one per 

fusion method. Each prediction contains three pairs (h0j,k , p0j,k) which indicate how likely it is 

that according to each fusion method, the input utterance belongs to the emotion categories 

‘Neutral’, ‘Tired’ and ‘Angry’. These predictions are the input to the Fusion-1 module, where 

they are combined again using the same fusion methods F. The output of this module is three 

predictions, each containing three pairs (h1j,k , p1j,k). Finally, the deduced emotion category, h', is 

determined by inspecting these predictions and selecting the most likely emotion category. 

3.1 Comparison between the proposed technique and previous studies on 

emotion detection for spoken dialogue systems 

3.1.1 Comparison considering the integration within the architecture of spoken 

dialogue systems 

A number of previous studies on emotion detection for spoken dialogue systems focus on 

techniques for enhancing detection rates but do not address explicitly the integration of the 

techniques into the architecture of these systems. Moreover, they do not address how the 

deduced emotion can be employed to affect the system's interaction with the user (Yacoub et al., 

2003; Morrison et al., 2007). Other studies discuss modules to integrate the proposed techniques 

into spoken dialogue systems. For example, Batliner et al. (2003) proposed a module called 

MOUSE (Monitoring Of User State Emotion) which is placed between the language 



  

understanding and the dialogue management modules of a spoken dialogue system. The input it 

receives is the speech signal together with the semantic representation obtained by the 

understanding component. If MOUSE recognises an utterance as ‘normal’ then it signals ‘no 

trouble’ and further normal dialogue processing is initiated. However, if it recognises the 

utterance as ‘indicating trouble’ a specific action is initiated, for example, hand over to a human 

operator or make the system apologise. 

 Similarly as Batliner et al. (2003), the technique that we propose was conceived to be 

implemented as an additional module of a spoken dialogue system. The input to this module can 

be extracted in real time from the user interaction and the dialogue history, whereas its output 

(the deduced emotional state of the user) can be used to influence the system's performance. For 

example, a dialogue management strategy using the deduced emotion category could be as 

follows: i) if the deduced emotional category is ‘Neutral’ do not initiate any particular action to 

address the state; ii) if the category is ‘Tired’ begin the following prompt apologising, and 

transfer the call to a human operator if this state is detected twice consecutively; iii) if the 

category is ‘Angry’ apologise and transfer the call to the human operator immediately. 

3.1.2 Comparison considering the fusion of information sources 

As discussed in Section 2, many previous studies carried out emotion detection combining 

information sources at the feature level. Thus, they employ vectors comprised of features 

extracted from a number of information sources, which are the input to classification 

algorithms. For example, Liscombe et al. (2005) employed vectors of 80 features related to 

lexical, prosodic, dialogue acts, and contextual information; Huber et al. (2000) used word-

related vectors comprised of 121 features, and sentence-level vectors comprised of 27 features; 

and Batliner et al. (2003) employed vectors comprised of 91 prosodic features and 30 parts-of-

speech (POS) features. 

Other studies propose classification techniques that make the fusion at the decision 

level. For example, Lee et al. (2002) combined acoustic and language information employing an 



  

“OR” logical combiner according to which, the final decision was ‘Emotional’ if either the 

acoustic or the language input was considered as ‘Emotional’ (‘Neutral’ otherwise). Also 

working at the decision level, Lee and Narayanan (2005) combined acoustic, language and 

discourse information, averaging the confidence scores provided by classifiers, and considered 

as the final arbiter the emotion category with the highest average score. 

The technique that we propose works at decision level since, as discussed above, the 

decision for each input utterance is made considering the separate predictions, i.e. decisions, of 

a set of classifiers. 

3.1.3 Comparison considering the number of fusion stages 

Most recent studies addressing the combination of emotion information provided by a set of 

classifiers obtain the deduced emotion category in just one fusion stage. This is the case of the 

great majority of studies that work at the decision level. Only a few studies consider two fusion 

stages. Among these, Morrison et al. (2007) used stacking generalisation to combine predictions 

from multiple classifiers. This method takes the predicted target categories of several ‘base’ or 

‘level-0’ classifiers, and uses these to train a meta-learner or level-1 classifier. The meta-learner 

uses the level-0 predictions and the target categories to determine which classifiers are correct 

or incorrect, and generates a higher level prediction based on this. The technique we propose is 

inspired by this study. The similarity between the two is that the input to the first fusion stage is 

the results of a set of classifiers. The difference lies in the second fusion stage: while Morrison 

et al. (2007) used this fusion stage to decide which classifiers are correct or incorrect, our 

technique uses this fusion stage to combine the hypotheses generated by the first fusion stage.  

 

4 Experiments 

The goal of the experiments is to test the proposed technique employing: 

i) Three emotion categories (‘Neutral’, ‘Angry’, ‘Tired’) on the one hand, and two 

emotion categories (‘Non-negative’, ‘Negative’) on the other. The experiments 



  

employing the former category set will be called ‘3-emotion’ experiments 

throughout the paper, whereas those employing the latter category set will be called 

‘2-emotion’ experiments. 

ii) The four classifiers shown in Fig. 1, which will be described in Section 4.3: C1 = 

Prosodic classifier, C2 = Acoustic classifier, C3 = Lexical classifier, and C4 = 

Dialogue acts classifier. 

iii) The three fusion methods mentioned in Section 3: Average of probabilities (AP), 

Multiplication of probabilities (MP) and Unweighted Vote (UV) (Kittler et al., 

1998; Roli et al., 2004; Le et al., 2005; Morrison et al., 2007). 

In the 3-emotion experiments we have considered that an input utterance is correctly classified 

if the deduced emotion category matches the label assigned to the utterance in a previous 

annotation procedure, which will be described in Section 4.2. In the 2-emotion experiments, the 

utterance is considered to be correctly classified if either the deduced emotion category is ‘Non-

negative’ and the label is ‘Neutral’, or the category is ‘Negative’ and the label is ‘Tired’ or 

‘Angry’. 

4.1 Study of the independence between information sources  

Studying to what extent the four information sources considered in the experiments (prosodic, 

acoustic, lexical and related to dialogue acts) are independent from each other is important, 

since if two information sources are highly correlated, the corresponding classifiers are likely to 

give a similar decision on a given input data. It is known that the use of classifiers using 

information sources dependent on each other cannot improve the performance, it can even 

worsen performance. To make such a study we have calculated the Q-statistic measure on the 

test corpus (1,981 utterances). This measure computes the similarity between two classifiers Ci 

and Cj as follows (Kuncheva et al., 2001): 
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where N11 is the number of both classifiers making the correct decision; N10 is the number of Ci 

being correct and Cj being incorrect; N01 is the number of Ci being incorrect and Cj being 

correct; and N00 is the number of both classifiers making an incorrect decision. N = N11 + N10 + 

N01 + N00 is the total number of data. Qij is in the range [-1,1]. For statistically independent 

classifiers Qij = 0, and the higher the absolute value of Qij, the more dependent the classifiers 

are. The results obtained from the study are shown in Table 1. 

Table 1. Q-statistic for pairwise classifiers. 
Classifiers 2 emotion categories 3 emotion categories 
Pro+Aco 0.4789 0.4474 
Pro+Lex 0.4322 0.2260 
Pro+DA 
Aco+Lex 

0.3327 
0.5017 

0.1699 
0.2589 

Aco+DA 0.2350 0.0344 
Lex+DA 0.6842 0.6647 

 

As expected, for each classifier pair, the Q-statistic is higher for the 2-emotion than for the 3-

emotion experiments, given that in the former case there are more coincidences in the 

predictions of the classifiers because there is no distinction between ‘Tired’ and ‘Angry’. 

The lowest Q-statistic values (0.2350 and 0.0344) are attained for the acoustic and 

dialogue acts classifiers, which shows that, in general, the users of the Saplen system did not 

acoustically emphasise their emotions; they were not actors simulating emotions (see Section 2), 

and were asked to interact with the system as naturally as possible. Hence, in many cases the 

dialogue act classifier predicts one emotion and the acoustic classifier predicts a different one. 

 Also as expected, the results show that the classifiers are not completely independent 

from each other given that sometimes there is coincidence in their deduced emotion category. In 

particular, the highest Q-statistic values (0.6842 and 0.6647) are attained for the lexical and the 

dialogue acts classifiers. This shows that there is a high coincidence in the emotion predicted by 

these two classifiers. The reason is that when the system has problems in understanding the 

user, it prompts reiteratively for the same data, and thus the dialogue acts classifier predicts the 



  

emotion category ‘Negative’ quite accurately. In these problematic situations the users typically 

correct system misunderstandings uttering words such as ‘No’, ‘Incorrect’ and ‘Said’, which 

enables the lexical classifier in correctly predicting the ‘Negative’ emotion category as well. As 

will be discussed in Section 4.4.5.1, the experimental results prove that the level of dependence 

is low enough as to suggest us employ the four classifiers. However, it must be noted that level 

of dependence between information sources might be domain-dependent, given that the range 

and strength of emotional expressions may be different across domains. For example, we have 

observed that in our experiments in the fast food domain, the negative emotional states are a 

consequence of failures of the dialogue system. However, this might not be necessarily the case 

in other domains, e.g. tutoring systems, where emotional reactions can be more complex. 

4.2 Description and annotation of the speech database 

The speech database used in the experiments was constructed from a corpus of 440 telephone-

based dialogues between users (students of our University) and the Saplen system. Each 

dialogue was stored in a log file in text format that includes each system prompt (e.g. “Would 

you like to drink anything?”), the type of prompt (e.g. ‘AnyFoodOrDrinkToOrder?’), the name 

of the voice samples file (utterance) that stores the user response to the prompt, and the speech 

recognition result for the utterance. The orthographic transcriptions of user responses were 

included manually in the log files after the collection of the corpus. 

The dialogue corpus contains 7,923 utterances, 50.3% of which were recorded by male 

users and the remaining by female users. The utterances have been annotated by 4 labellers (2 

male and 2 female). The order of the utterances has been randomly chosen to avoid influencing 

the labellers by the situation in the dialogues, thus minimising the effect of discourse context. 

The labellers have assigned one label to each utterance, either ‘<NEUTRAL>’, ‘<TIRED>’ or 

‘<ANGRY>’ according to the perceived emotional state of the user. 

The classification of emotions by a set of labellers is problematic because a given 

emotion can be perceived differently by different labellers. This is why studies on emotion 



  

detection usually employ statistical measures to provide information about the inter-labeller 

agreement, such as the Cohen’s Kappa statistic (Cohen, 1960). To measure the amount of 

agreement between the labellers in our experiments we have employed the Kappa statistic (K), 

which is computed as follows: 
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where P(A) is the proportion of times that the labellers agree, and P(E) is the proportion of 

times we would expect the labellers to agree by chance (Carletta, 1996; Cohen, 1960). We have 

obtained that the average K = 0.45, which according to Landis and Koch (1977) represents 

‘moderate agreement’. This low value for K shows the difficulty in labelling naturally occurring 

dialogues. 

To carry out the 3-emotion experiments we assigned one label to each utterance 

according to the majority opinion of the labellers. If there was a tie in the labelling of an 

utterance (e.g. Neutral-Neutral-Tired-Tired), the utterance did go through a second stage of 

labelling in which the most experienced labeller in the group decided the label to be assigned to 

the utterance. We found that 81% of the utterances were annotated with the label ‘Neutral’, 

9.5% with the label ‘Tired’ and 9.4% with the label ‘Angry’. This shows that the experimental 

database is clearly unbalanced in terms of emotion categories. 

Fig. 2 shows an excerpt of a labelled dialogue (translated from Spanish into English), 

where the number of dialogue turn is within brackets and the emotion category is within angle 

brackets. 

(1) Saplen: Good evening, welcome to our restaurant … Would you like to have anything? 
PromptType: AnyFoodOrDrinkToOrder? 
 
(2) User: Yes, uhm, I would like to have one ham sandwich, one green salad and one beer, 
please <NEUTRAL> 
 
(3) Saplen: What size would you like for the beer? Normal or large.  
PromptType: GetDrinkSize 
 
(4) User: Large   <NEUTRAL> 
 
(5) Saplen: OK, one ham sandwich, one green salad, and one large beer. Please say your 
telephone number. 
PromptType: GetTelephone# 



  

 
(6) User: 1 2 3 4 5 6 7 8 9   <NEUTRAL> 
 
(7) Saplen: I guess you said 1 2 3 4 5 3 7 8 9. Is this correct? 
PromptType: ConfirmTelephone# 
 
(8) User: No, I said 1 2 3 4 5 6 7 8 9   <NEUTRAL> 
 
(9) Saplen: OK, I have to confirm your telephone number again. Did you say 1 2 3 4 5 6 7 8 9? 
Please say yes or no. 
PromptType: ConfirmTelephone# 
 
(10) User: Yes   <NEUTRAL> 
 
(11) Saplen: OK, please say your post code. 
PromptType: GetPostCode 
 
(12) User: 1 8 0 3 4   <NEUTRAL> 
 
(13) Saplen: I guess you said 1 8 0 6 4. Is this correct? 
PromptType: ConfirmPostalCode 
 
(14) User: No, I said 1 8 0 3 4   <TIRED> 
 
(15) Saplen: I’m sorry, I have to confirm your post code again. Did you say 1 8 0 6 4? Please say 
yes or no. 
PromptType: ConfirmPostalCode 
 
(16) User: No, 1 8 0 3 4   <ANGRY> 
… 

Fig. 2. Excerpt of a labelled dialogue. 

It can be observed that according to the labellers’ annotation, in most dialogue turns the user is 

in the ‘Neutral’ emotional state. In turn (8) a system misunderstanding is corrected, but 

according to the annotation, the labellers have not perceived any change in the user’s emotional 

state because of the system malfunction. However, in turns (14) and (16) they have perceived 

changes to ‘Tired’ and ‘Angry’ due to the system’s difficulty in understanding the post code. 

To train and test the classifiers we have divided the dialogue corpus into two disjoint 

corpora: one for training (5,942 utterances corresponding to 75% of the dialogues) and the other 

for testing (1,981 utterances corresponding to the 25% remaining dialogues). The division is 

made in such a way that both sets contain utterances representative of the 18 different utterance 

types in the dialogue corpus in accordance with the user dialogue act: product orders, telephone 

numbers, post codes, addresses, queries, confirmations, amounts, food names, ingredient names, 

drink names, sizes, tastes, temperatures, street names, building numbers, building floors, 



  

apartment letters, and error indications. Table 2 sets out a distribution of the database in terms 

of utterances associated with each emotion category. 

Table 2. Distribution of utterances in the speech database. 
2 emotion categories   3 emotion categories 

 Whole 
corpus 

Training 
partition 

Test 
partition 

  Whole 
corpus 

Training 
partition 

Test 
partition 

Non-negative 6,427 4,820 1,607  Neutral 6,427 4,820 1,607 
Negative 1,496 1,122   374  Tired 752 564 188 
     Angry 744 558 186 

 

We think that the number of utterances from the same speaker in both sets is very small, given 

that no dialogues were split between training and test sets, and most speakers who participated 

in the collection of the database made just one call to our call centre. 

4.3 Classifiers 

Given that a large number of features indicating emotional states are present in the speech 

signal, one problem of emotion detection is to differentiate those that can be attributed to 

emotional behaviour from others that may be simply characteristics of spontaneous 

conversational speech. Several types of features are described in the literature, such as acoustic 

(e.g. Mel-frequency cepstral coefficients), prosodic, lexical (e.g. swear words and insults), 

related to the discourse (e.g. repetitions and rectifications), and non-verbal (e.g. laughter and 

mouth noise). In these experiments we have used four classifiers to employ some of these 

information sources. 

4.3.1 Prosodic classifier 

Features derived from pitch and energy, usually called ‘prosodic features’, have been 

successfully applied to emotion detection in many studies, e.g. Dellaert et al. (1996). In the 

experiments presented in this paper we have used global statistics of pitch and energy and 

features derived from the duration of voiced/unvoiced segments, to create one feature vector per 

utterance that forms the input to the prosodic classifier. To extract the pitch contours we have 

used the Praat software2. After carrying out additional experiments to find the appropriate 
                                                 
2 http://www.praat.org 



  

feature set for the classifier, we decided to use the following 11 features: pitch mean, minimum 

and maximum, mean of pitch derivatives, mean and variance of absolute values of pitch 

derivatives, energy maximum, mean of absolute value of energy derivatives, correlation of pitch 

and energy derivatives, average length of voiced segments, and duration of longest monotonous 

segment. 

 The classifier employs gender-dependent Gaussian Mixture Models (GMMs) to 

represent emotion categories (Neiberg et al., 2006). The emotion category deduced by the 

classifier, h', is decided according to the maximum likelihood criterion. To compute the scores 

pi for the emotion prediction of the classifier (see Fig. 1) we have used the following expression: 
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where �i is the log-likelihood of category hi and S is the number of emotion categories 

considered. 

4.3.2 Acoustic classifier 

Like prosodic features, acoustic features are well established and widely used in the task of 

emotion detection. For example, Nwe et al. (2003) employed several short-term spectral 

features and observed that Logarithmic Frequency Power Coefficients (LFPCs) provide better 

performance than Mel-Frequency Cepstral Coefficients (MFCCs) or Linear Prediction Cepstral 

Coefficients (LPCCs). Additional experiments carried out with our speech database have 

confirmed this observation. However, we also observed that when we used the first and second 

derivatives, the best results were obtained for MFCCs. Hence, we decided to use 39-feature 

MFCCs (13 MFCCs, delta and delta-delta) for the evaluation of the classifier. 

 The emotion patterns of the input utterances are modelled by gender-dependent GMMs, 

as with the prosodic classifier, but each input utterance is represented by a sequence of feature 

vectors instead of one vector. The emotion category deduced by the classifier, h', is again 

decided by employing the maximum likelihood criterion, whereas Eq. (3) is used to compute the 

scores for the prediction, i.e. for the vector of pairs (hi, pi). 



  

4.3.3 Lexical classifier 

A number of previous studies on emotion detection take into account information about the 

kinds of words uttered by the users, assuming that there is a relationship between words and 

emotions. For example, swear words and insults can be considered as conveying a negative 

emotion (Lee et al., 2002; Lee and Narayanan, 2005). Analysis of our dialogue corpus has 

shown that the users did not utter swear words or insults during the interaction with the Saplen 

system. Nevertheless, there were particular moments in the interaction at which their emotional 

state changed from ‘Neutral’ to ‘Tired’ or ‘Angry’. These moments correspond to dialogue 

states where the system had problems in understanding the sentences uttered by the users. 

The reasons for the understanding problems are basically two-fold. On the one hand, 

most users spoke with strong southern Spanish accents, characterised by the deletion of the final 

‘s’ of plural words, and an exchange of the phonemes ‘s’ and ‘c’ in many words. On the other 

hand, there are words in the system’s vocabulary that are very similar acoustically. For example, 

the word ‘sesenta_y_cinco’ (sixty-five) sounds very similarly as the word ‘setenta_y_cinco’ 

(seventy-five), which sometimes caused the confusion of the speech recogniser. Because of 

these problems, there were sentences uttered by the users that could not be understood by the 

system. Hence, the users had to initiate error-recovery subdialogues, generally starting their next 

dialogue turns with expressions such as ‘No, I said …’ (see sample dialogue in Fig. 2). As the 

error-correction requires extra dialogue turns, the emotional state of the users changed from 

‘Neutral’ to ‘Angry’ or ‘Tired’, especially when they had to correct consecutive system 

misunderstandings, or they had corrected other system errors in previous dialogue turns. 

Words that are acoustically similar to others or that are considerably affected by the 

users’ accents are more likely to be misrecognised, which usually causes negative emotional 

states of the users. Hence, our goal has been to automatically find these words by means of a 

study of the speech recognition results, and deduce the emotion category for each input 

utterance from the emotional information associated with the words in the utterance. To do this 



  

we have followed the study of Lee and Narayanan (2005), which employs the information-

theoretic concept of “emotional salience”. The emotional salience of a word for a given emotion 

category can be defined as the mutual information between the word and the emotion category. 

Let W be a sentence (speech recognition result) comprised of a sequence of n words: W = w1 w2 

…wn, and H a set of emotion categories, H = {h1, h2, … , hS}. The mutual information between 

the word wj and an emotion category hi, mutual_Information(wj, hi), is defined as follows 

(Cover and Thomas, 1991): 
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where P(hi | wj) is the posterior probability that a sentence containing the word wj implies the 

emotion category hi, and P(hi) represents the prior probability of the emotion category. Note that 

the mutual information is positive only if P(hi | wj) > P(hi). Taking into account the previous 

definitions, the emotional salience of the word wj for an emotion category hi has been defined 

as: 

),(_)|(),( ijjiij hwnInformatiomutualwhPhwsalience ×=  (5) 

When the salient words for each emotion category have been identified employing the training 

corpus, we have carried out the emotion detection at the sentence level, considering that each 

word in a sentence is independent of the rest. The goal has been to map the sentence W to any of 

the emotion categories in H. To do this, we compute an activation value ai for each emotion 

category as follows:  
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where i = 1 … S, S is the number of emotion categories, n is the number of words in W, Iji 

represents an indicator that has the value 1 if wj is a salient word for the emotion category (i.e. 

salience(wj, hi) � 0) and the value 0 otherwise; cji is the connection weight between the word and 

the emotion category, and bi represents bias specific for each emotion category. The connection 



  

weight is defined as: ),(_ ijji hwnInformatiomutualc = , whereas the bias is computed as: 

)(log ii hPb = . Finally, the deduced emotion category, h’, is the one with highest activation 

value ai: 

)max(arg' i
i

ah =  (7) 

To compute the scores pi for the emotion prediction, we use the following expression: 
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where ai represents the activation value of hi. 

4.3.4 Dialogue acts classifier 

A ‘dialogue act’ can be defined as the function performed by an utterance within the context of 

a dialogue, for example greeting, closing, suggestion, rejection, repeat, rephrase, confirmation, 

specification, disambiguation, or help (Batliner et al., 2003; Lee and Narayanan, 2005; 

Liscombe et al., 2005). Our dialogue acts classifier is inspired by the study of Liscombe et al. 

(2005), where the sequential structure of each dialogue is modelled by a sequence of dialogue 

acts. A difference is that they assigned one or more labels related to dialogue acts to each user 

utterance, and did not assign labels to system prompts, whereas we assigned just one label to 

each system prompt and none to user utterances. This decision is made from the examination of 

our dialogue corpus. We have observed that users got tired or angry if the system generated the 

same prompt reiteratively (i.e. repeated the same dialogue act) to try to get a particular data 

item. For example, if it had difficulty in obtaining a telephone number then it employed several 

dialogue turns to obtain the number and confirm it, which annoyed the users, especially if they 

had employed other turns previously to correct misunderstandings. Hence, our dialogue acts 

classifier aims to predict these negative emotional states by detecting successive repetitions of 

the same system’s prompt types (e.g. prompts to get the telephone number). 



  

In accordance with our approach, the emotion category of a user’s dialogue turn n, 

h’(n), is that which maximises the posterior probability given a sequence of the most recent 

system prompts: 

),,,...,,|)((maxarg)(' 1357)12*( −−−−−−= nnnnLni
i
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where the prompt sequence is represented by a sequence of dialogue acts (DAj’s) and L is the 

length of the history being considered, i.e. the number of recent system’s dialogue turns in the 

evaluated sequence. In essence, the method uses dialogue-level n-grams of speech acts, also 

used by Taylor et al. (1998) and Stolcke et al. (2000). Note that if L = 1 then the decision about 

h’(n) depends only on the previous system prompt. In other words, the emotion category 

obtained is that with the greatest probability given just the previous system turn in the dialogue. 

The probability of the considered emotion categories given a sequence of dialogue acts is 

obtained employing a training dialogue corpus. 

 In accordance with Eq. (9), the decision on the emotion category h’(n) for the first four 

user turns in a dialogue, considering L = 3, is computed as follows: 
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Employing this approach, we decide the most likely emotion category for the input utterance by 

selecting the one with the highest probability given the sequence of dialogue acts of length L. 

This probability is used to create the (hi, pi) pair to be included in the emotion prediction (see 

Fig. 1). 



  

4.4 Performance of the classifiers and the fusion modules 

As discussed in Section 4.2, 81% of the utterances in the speech database have been annotated 

as ‘Neutral’. Hence, in the experiments we have considered a baseline that classifies each input 

utterance as ‘Neutral’ in the 3-emotion experiments, and as ‘Non-negative’ in the 2-emotion 

experiments. Obviously, the classification rate3 of this classifier is 81% (note that the rate is 

100% for the ‘Neutral’ utterances, 0% for the ‘Tired’ utterances and 0% for the ‘Angry’ 

utterances). 

4.4.1 Performance of the prosodic classifier 

Firstly, we have employed the 5,942 utterances from 330 training dialogues to create the 

gender-dependent Gaussian Mixture Models (GMMs) representative of the three emotion 

categories: ‘Neutral’, ‘Tired’ and ‘Angry’. Secondly, we have used the 1,981 utterances from 

110 dialogues in the test corpus to evaluate the performance of the classifier. The classifier uses 

an automatic procedure to decide the gender of the speaker based on an analysis of the voice 

signal in the input utterance. This gender detector is also based on GMMs and uses the same 

short-term acoustic features as the acoustic classifier, achieving an accuracy of around 92%.  

 According to the gender decision, the classifier used the appropriate gender-dependent 

GMMs. Table 3 sets out the results obtained in the testing, where the labels in the rows 

correspond to the correct emotion categories and the labels in the columns represent the emotion 

categories deduced by the proposed technique. As can be observed, the best performance for the 

2-emotion experiments is attained for the utterances labelled as ‘Negative’ (86.89%), whereas 

for the 3-emotion experiments it is attained for the utterances labelled as ‘Angry’ (82.25%). The 

classification rates are 72.69% and 71.47% for the 2 and 3-emotion experiments, respectively, 

which means that the classifier performs worse than the baseline. These results show that in 

general it is very difficult for the classifier to distinguish between the three emotion categories 
                                                 
3 The classification rate has been computed by dividing the total number of correctly classified utterances 

by the total number of analysed utterances. 



  

considered. This happens because the users of the Saplen system uttered sentences naturally, 

without emphasising any kind of emotion, which makes it very difficult for the classifier to 

correctly deduce the emotion. 

Table 3. Confusion matrices of the prosodic classifier (results in %). 
2 emotion categories  3 emotion categories 

 Non-negative Negative   Neutral Tired Angry 
Non-negative 69.38 30.61  Neutral 69.38 14.62 15.99 
Negative 13.10 86.89  Tired 15.42 78.72 5.85 
    Angry 10.21 7.52 82.25 
Correctly classified: 72.69  Correctly classified: 71.47 

 

However, the classifier enables the classification of ‘Tired’ and ‘Angry’ utterances with rates 

around 79% and 82%, respectively, whereas the baseline cannot classify these utterances at all. 

The reason why the rates of the classifier are lower is that it incorrectly classifies some ‘Neutral’ 

utterances as ‘Tired’ or ‘Angry’, and the proportion of ‘Neutral’ utterances is much larger in the 

speech database (as discussed in Section 4.2), which causes a big impact on the classification 

rate. 

4.4.2 Performance of the acoustic classifier 

Employing the models representative of the three emotion categories created for this classifier, 

as well as the automatic procedure for gender detection, the acoustic classifier analysed the test 

utterances and obtained the results set out in Table 4. It can be observed that the best 

performance for the 2-emotion experiments is achieved for the utterances labelled as ‘Negative’ 

(83.15%), whereas for the 3-emotion experiments it is attained for the utterances labelled as 

‘Tired’ (78.19%). 

 

 

Table 4. Confusion matrices of the acoustic classifier (results in %). 
2 emotion categories  3 emotion categories 

 Non-negative Negative   Neutral Tired Angry 
Non-negative 72.68 27.31  Neutral 72.68 8.46 18.85 
Negative 16.84 83.15  Tired 14.36 78.19 7.44 
    Angry 19.89 7.52 72.58 
Correctly classified: 74.65  Correctly classified: 73.19 



  

 

The classification rates are 74.65% and 73.19% for the 2 and 3-emotion experiments 

respectively, which means that the classifier works worse than the baseline. Similarly as what 

happens with the prosodic classifier, these results show the difficulty of the classifier in 

distinguishing the three emotion categories, given that the users of the Saplen system uttered 

sentences naturally, without artificially emphasising any emotion. However, the classification 

rates for the ‘Tired’ and ‘Angry’ utterances are around 78% and 72%, respectively, whereas the 

baseline always fails in classifying these sentences. 

4.4.3 Performance of the lexical classifier 

Following the approach discussed in Section 4.3.3, we have computed the emotional salience 

for the words in the results of the Saplen system’s speech recogniser corresponding to the 5,942 

training sentences. Table 5 set out a partial listing of the words (translated from Spanish into 

English) with the largest salience values for each emotion category. It can be observed that the 

words with largest salience value for the ‘Neutral’ category are concerned with product orders 

(e.g. ‘Two’, ‘Salads’, ‘Order’, ‘Want’, ‘Curry’ or ‘Cheese’). This happens because the Saplen 

system did not have much trouble in understanding product orders, and thus the users were 

mostly in the ‘Neutral’ emotional state when they uttered product orders, which is typically at 

the beginning of the dialogue. 

 

 

 

 

Table 5. Most salient words for each emotion category. 

Neutral Salience  Tired Salience  Angry Salience 
Beer 0.1037  Sixty-eight 0.9346  Sixty-seven 1.0167 
Two 0.0969  Sixty-seven 0.9346  Eighty-three 1.0165 
Salads 0.0866  Sixty-three 0.9346  Twenty-one 0.4421 
Cake 0.0845  Six 0.4990  Seventy-four 0.4419 



  

One 0.0747  Fifty-eight 0.3038  Ninety-five 0.3884 
Order 0.0745  Seventy-eight 0.2971  Sixty-four 0.3578 
Sandwich 0.0695  Eleven 0.2817  Forty-five 0.3200 
Four 0.0656  Twenty-six 0.2627  Fifty-eight 0.2630 
Curry 0.0606  Forty-five 0.2588  Sixty-five 0.2328 
Cheese 0.0549  Ninety-nine 0.2398  Sixty-eight 0.2168 
Orange 0.0522  Seven 0.1746  Ninety-nine 0.2080 
Fanta 0.0519  No 0.1620  Eleven 0.1992 
Sandwiches 0.0496  Incorrect 0.1581  No 0.1941 
Ham 0.0467  Said 0.1454  Incorrect 0.1911 
Loin 0.0436  Sixty-five 0.1370  Said 0.1329 

 

On the contrary, the greatest salience values for the ‘Tired’ and ‘Angry’ categories are related to 

digit pairs (e.g. ‘Twenty-six’), which are employed by the users to provide their telephone 

numbers4. This happens because the system had problems in understanding some telephone 

numbers, motivated by the strong southern Spanish accents of most users. Hence, the users had 

to repeat the telephone number several times, which provoked a change in their emotional state 

from ‘Neutral’ to ‘Tired’ or ‘Angry’. It can also be observed that the words ‘No’, ‘Incorrect’ 

and ‘Said’, which are typically employed by the users to correct system errors, appear in the 

negative emotion categories (either ‘Tired’ or ‘Angry’). This occurs because users are mostly in 

a negative emotional state when they utter sentences of the form ‘No, I said …’ to correct 

system misunderstandings. 

 Using the information about emotional salience learnt from the training, the lexical 

classifier analysed the utterances in the test corpus, obtaining the results set out in Table 6. 

 

 

 

Table 6. Confusion matrices of the lexical classifier (results in %). 
2 emotion categories  3 emotion categories 

 Non-negative Negative   Neutral Tired Angry 
Non-negative 94.15 5.84  Neutral 94.15 3.98 1.86 
Negative 36.36 63.63  Tired 19.68 76.59 3.72 
    Angry 55.37 40.32 4.30 
Correctly classified: 88.38  Correctly classified: 84.04 

                                                 
4 In Spain people typically use digits and combinations of digits instead of isolated digits to utter 

telephone numbers (e.g. “nine eight seven sixty-five forty-three twenty-one”). 



  

 

The classification rates are 88.38% and 84.04% for the 2-emotion and 3-emotion experiments, 

respectively. From these results it follows that the classifier outperforms the baseline by 

approximately 7% absolute for the 2-emotion experiments (88.38% vs. 81%) and by 3% 

absolute for the 3-emotion experiments (84.04% vs. 81%). This shows that it is relatively easy 

for the classifier to distinguish between ‘Non-negative’ and ‘Negative’ emotions, but it is more 

difficult to differentiate between ‘Tired’ and ‘Angry’. This difficulty arises because there is no 

correlation between speech recognition errors and a specific negative emotion category, as 

given a misrecognised sentence, the emotional state of the users changes from ‘Neutral’ to any 

of the two negative categories. 

4.4.4 Performance of the dialogue acts classifier 

Following the method described in Section 4.3.4, we have employed the 330 training dialogues 

to compute the posterior probabilities of the three emotion categories in our speech database 

(‘Neutral’, ‘Tired’ and ‘Angry’) given sequences of system’s dialogue acts of length L, 1 � L � 

10. Table 7 shows a partial list of the most likely sequences of system’s dialogue acts associated 

with a negative emotion category (‘Tired’ or ‘Angry’) considering L = {1, 2, 3, 4}. 

 

 

 

 

 

 

 

Table 7. Partial list of the most likely sequences of system’s dialogue acts associated with a 
negative emotion category. 
L = 1  
AnythingElse? 0.87 
ConfirmBuilding# 0.74 
ConfirmTelephone# 0.58 
GetTelephone# 0.44 



  

GetBuilding# 0.12 
GetPostCode 0.09 
  
L = 2  
AnythingElse?, AnythingElse? 0.92 
ConfirmBuilding#, ConfirmBuilding# 0.87 
ConfirmCancelProduct, AnythingElse? 0.78 
ConfirmTelephone#, GetTelephone# 0.73 
AnyThingToDrink?, AnythingElse? 0.71 
ConfirmDrinkOrder, AnythingElse? 0.69 
  
L = 3  
AnythingElse?, AnythingElse?, AnythingElse? 0.95 
ConfirmBuilding#, ConfirmBuilding#, ConfirmBuilding# 0.93 
ConfirmCancelProduct, AnythingElse?, AnythingElse? 0.90 
GetBuilding#, ConfirmBuilding#, ConfirmBuilding# 0.88 
AnyFoodOrDrinkToOrder?, AnythingElse?, AnythingElse? 0.87 
ConfirmBuilding#, GetBuilding#, ConfirmBuilding# 0.84 
  
L = 4  
AnyFoodOrDrinkToOrder?, AnythingElse?, AnythingElse?, AnythingElse? 0.97 
AnythingElse?, AnythingElse?, AnythingElse?, AnythingElse? 0.95 
ConfirmTelephone#, ConfirmTelephone#, ConfirmTelephone#, ConfirmTelephone# 0.93 
AnythingElse?, AnythingElse?, AnyFoodOrDrinkToOrder?, AnythingElse? 0.93 
ConfirmBuilding#, ConfirmBuilding#, GetBuilding#, ConfirmBuilding# 0.92 
ConfirmBuilding#, GetBuilding#, ConfirmBuilding#, ConfirmBuilding# 0.90 

 

It can be observed that the system’s dialogue acts that are most likely to induce a negative 

emotional state of the user are related, on the one hand, to confirmation prompt types (e.g. 

‘ConfirmBuilding#’, ‘ConfirmTelephone#’, ‘ConfirmCancelProduct’, ‘ConfirmDrinkOrder’), 

whilst on the other, to prompts to obtain from the user data comprised of digits (e.g. 

‘GetBuilding#’, ‘GetTelephone#’, ‘GetPostCode’). This happens because of the difficulty of the 

dialogue system in correctly understanding confirmations, telephone numbers and post codes, 

especially when the sentences were uttered by users with strong southern Spanish accents. 

Because of this difficulty, sometimes the affirmative confirmation ‘sí’ (yes) was recognised as 

‘seis’ (six), and the negative confirmation ‘no’ was recognised as ‘dos’ (two). These 

confirmation errors made the system’s misunderstanding of the confirmation. Hence, the system 

had to employ additional dialogue turns to get the confirmation, which was irritating for the 

users. Regardless of the users’ accent, as discussed in Section 4.3.3, there are words in the 

system’s vocabulary that are very similar acoustically, which caused the confusion of the speech 

recogniser. This problem forced some users to employ additional dialogue turns to make the 

system understand their telephone numbers or post codes, which irritated them as well. 



  

To find the best value of L we carried out additional experiments employing the 

posterior probabilities obtained for each emotion category and the different lengths of dialogue 

act sequences, L = {1, 2, …, 10}. Fig. 3 sets out the results obtained. 
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Fig. 3. Performance of the dialogue acts classifier. 

It can be observed that the classification rate increases with L until it reaches a threshold (L = 4) 

that yields the best results: 91.77% and 84.45% for the 2 and 3-emotion experiments 

respectively. This happens because for small values of L (L < 4) the sequence of dialogue acts 

does not provide enough information to correctly predict the emotion category. In particular, 

when L = 1 the emotion prediction relies only on the previous prompt type, which does not take 

into account whether the current prompt has already been answered by the user in previous 

dialogue turns. On the contrary, for large values of L (L > 4) the number of different sequences 

of dialogue acts is much larger (e.g. 1,674 for L = 10) given that the sequences are longer. 

Consequently, the probabilities of these sequences are lower, which decreases the correlation 

with the emotion category and thus leads to worse classification results. Given the results for the 

different values of L, we have selected 4 as the value for L to be used in the testing. 



  

 Table 8 sets out the confusion matrices obtained from the analysis of the test utterances. 

It can be observed that it is relatively easy for the classifier to detect whether, according to the 

sequence of previous system turns, the user is likely to be in a ‘Non-negative’ or ‘Negative’ 

emotional state. 

Table 8. Confusion matrices of the dialogue acts classifier (results in %). 

2 emotion categories  3 emotion categories 
 Non-negative Negative   Neutral Tired Angry 
Non-negative 95.70 4.29  Neutral 95.70 2.36 1.92 
Negative 25.13 74.86  Tired 22.87 36.17 40.95 
    Angry 19.89 44.08 36.02 
Correctly classified: 91.77  Correctly classified: 84.45 

 

The difficulty lays in detecting the type of negative state (either ‘Tired’ or ‘Angry’). As 

commented above, this difficulty arises because the users of the Saplen system expressed their 

irritation due to system malfunctions in different ways: in some cases, their emotional state 

changed from ‘Neutral’ to ‘Tired’ whilst in others, from ‘Neutral’ to ‘Angry’. 

4.4.5 Performance of the fusion modules 

This section examines the performance of Fusion-0 in combining the predictions generated by 

the classifiers, and the performance of Fusion-1 in combining the predictions of Fusion-0. 

4.4.5.1 Performance of Fusion-0 

Table 9 sets out the results obtained for Fusion-0 considering several combinations of the 

classifiers and employing the three fusion methods discussed in Section 3. The results (in %) are 

reported in terms of accuracy (Acc), unweighted average precision (avg. Prec) and unweighted 

average recall (avg. Rec) for the emotion categories considered, and F-measure of avg. Prec and 

avg. Rec. As can be observed, MP is the best fusion method. The best classification rates 

(92.23% and 90.61%) are obtained employing the four classifiers, which proves that they all are 

sufficiently independent from each other (as discussed in Section 4.1). For the best 

configuration, Fusion-0 outperforms the baseline (81%) by 11.23% and 9.61% absolute for the 

2 and 3-emotion experiments, respectively. 



  

Table 9. Performance of Fusion-0. 
Fusion 
method Classifiers  2 emotion categories  3 emotion categories 

   Acc avg. 
Prec 

avg. 
Rec F  Acc avg. 

Prec 
avg. 
Rec F 

Aco+Pro  84.15 75.71 84.90 80.04  82.48 65.38 79.41 71.72 
Lex+Pro  85.06 76.09 82.48 79.16  82.69 63.87 72.72 68.01 
DA+Pro  90.51 83.65 87.59 85.57  87.48 70.36 75.33 72.76 
Aco+Lex+Pro  89.20 81.62 86.47 83.97  86.17 68.44 74.31 71.25 
Aco+DA+Pro  90.26 83.25 87.33 85.24  88.54 74.07 79.70 76.78 
DA+Lex+Pro  90.01 82.87 86.97 84.37  88.04 72.61 78.39 75.39 

AP 

Aco+DA+Lex+Pro  90.51 83.65 87.59 85.57  88.84 74.78 80.14 77.37 
Aco+Pro  84.15 75.71 84.90 80.04  82.84 66.17 80.66 72.70 
Lex+Pro  85.16 76.21 82.54 79.25  83.70 66.29 75.97 70.80 
DA+Pro  91.47 85.25 88.38 86.79  89.80 76.32 80.85 78.52 
Aco+Lex+Pro  89.15 81.54 86.44 83.92  87.88 73.49 80.53 76.85 
Aco+DA+Pro  91.32 84.98 88.29 86.60  89.25 74.90 79.36 77.07 
DA+Lex+Pro  90.06 82.94 87.10 84.97  87.83 72.02 77.68 74.74 

MP 

Aco+DA+Lex+Pro  92.23 86.54 89.16 87.83  90.61 78.27 81.81 80.00 
Aco+Pro  88.64 80.84 89.41 84.91  85.21 66.91 77.70 71.90 
Lex+Pro  86.42 77.80 83.83 80.70  82.99 62.96 70.33 66.44 
DA+Pro  88.19 80.17 85.23 82.62  84.91 65.79 72.06 68.78 
Aco+Lex+Pro  88.74 80.96 85.98 83.40  85.56 67.21 73.28 70.11 
Aco+DA+Pro  88.89 81.19 85.97 83.51  85.87 67.75 73.72 70.61 
DA+Lex+Pro  88.49 80.60 85.62 83.04  85.61 67.44 73.93 70.53 

UV 

Aco+DA+Lex+Pro  89.05 81.42 86.07 83.68  87.58 72.66 79.30 75.84 

 

Analysis of Fusion-0 using MP (see Table 10) shows that for the 2-emotion experiments, 

Fusion-0 performs very well at predicting the Non-negative emotion category (94.08%) and 

works slightly better than the baseline at predicting the Negative category (84.22%). Regarding 

the 3-emotion experiments, we observe that Fusion-0 performs very well at predicting the 

‘Neutral’ category (94.08%), but clearly worse for the ‘Tired’ (75.53%) and ‘Angry’ (75.80%). 

Table 10. Confusion matrices of Fusion-0 employing MP (results in %). 
2 emotion categories  3 emotion categories 

 Non-negative Negative   Neutral Tired Angry 
Non-negative 94.08 5.91  Neutral 94.08 2.55 3.36 
Negative 15.77 84.22  Tired 12.76 75.53 11.70 
    Angry 18.81 5.37 75.80 
Correctly classified: 92.23  Correctly classified: 90.61 

 

4.4.5.2 Performance of Fusion-1 

Table 11 shows the results obtained when Fusion-1 is used to combine the predictions of 

Fusion-0. In all cases Fusion-0 uses the four classifiers as this is the configuration that provides 

the highest classification accuracy according to the previous section. 



  

Table 11. Performance of Fusion-1. 
Fusion-1 
method 

Fusion-0 
method 

 2 emotion categories  3 emotion categories 

   Acc avg. 
Prec 

avg. 
Rec F  Acc avg. 

Prec 
avg. 
Rec F 

AP+ PM  93.69 89.33 90.37 89.84  91.77 80.50 81.81 81.15 
AP+UV  83.19 88.33 89.95 89.13  91.67 80.69 82.87 81.77 
MP+UV  93.34 88.64 90.05 89.34  91.27 79.19 80.98 80.07 

AP 

AP+MP+UV  93.24 88.43 89.98 89.20  91.57 80.42 82.36 81.38 
AP+ PM  94.50 90.92 91.17 91.05  93.99 87.31 87.61 87.46 
AP+UV  93.24 88.43 89.98 89.20  93.13 85.58 87.89 86.72 
MP+UV  94.40 90.69 91.11 90.90  93.99 87.41 87.92 87.66 

MP 

AP+MP+UV  94.35 90.64 90.98 90.81  93.94 87.21 87.74 87.48 
AP+ PM  93.54 89.01 90.27 89.64  90.96 77.93 79.43 78.67 
AP+UV  93.19 88.33 89.95 89.13  90.11 75.46 77.35 76.40 
MP+UV  93.19 88.38 89.95 89.11  89.50 73.44 75.05 74.24 

UV 

AP+MP+UV  93.19 88.33 89.95 89.13  89.05 71.99 73.61 72.79 

 

Comparison of Table 9 and Table 11 shows that Fusion-1 outperforms Fusion-0. When MP is 

used in Fusion-1 to combine the predictions generated by Fusion-0 employing AP and MP, the 

classification rates increase by 2.27% absolute (from 92.23% to 94.50%) and 3.38% absolute 

(from 90.61% to 93.99%) for the 2 and 3-emotion experiments, respectively. Table 12 sets out 

the confusion table for this configuration. Comparing this table with Table 10, it can be 

observed that Fusion-1 slightly enhances the classification rate of Fusion-0 for the 'Non-

negative' (94.08% vs. 96.51%) and the 'Negative' (84.22% vs. 85.82%) category. Overall, the 

best performance of Fusion-1 employing MP (94.50%) outdoes that of Fusion-0 employing AP 

(90.51%) and MP (92.23%) (see Table 9). 

 

 

 

 

Table 12. Confusion matrices of Fusion-1 employing MP (results in %). 
2 emotion categories  3 emotion categories 

 Non-negative Negative   Neutral Tired Angry 
Non-negative 96.51 3.48  Neutral 96.51 1.49 1.99 
Negative 14.17 85.82  Tired 11.70 83.51 4.78 
    Angry 16.66 0.53 82.79 
Correctly classified: 94.50  Correctly classified: 93.99 

 



  

Comparing again Table 12 with Table 10, we can see that for the 3-emotion experiments, 

Fusion-1 slightly increments the classification rate of the ‘Neutral’ category obtained by Fusion-

0 (94.08% vs. 96.51%), and that it raises the rate of the ‘Tired’ category (75.53% vs. 83.51%), 

and the ‘Angry’ category (75.80% vs. 82.79%). Overall, the performance of Fusion-1 

employing MP (93.99%) outdoes that of Fusion-0 employing AP (88.84%) and MP (90.61%). 

4.4.6 Test of statistical significance 

In order to show the statistical significance of our results, we have carried out a paired t-test in 

which we have compared the performance of the proposed technique (Fusion-0 plus Fusion-1) 

with that of the standard fusion (Fusion-0). To do this we have considered, on the one hand, the 

standalone performance of Fusion-0 employing the three fusion methods (AP, MP and UV), 

whilst on the other, the performance of Fusion-0 plus Fusion-1 with the latter employing 

different fusion methods to combine emotion predictions of Fusion-0. 

 Table 13 shows the significance levels (critical p-values) obtained, where "FxYY" 

denotes "Fusion at level x employing method YY"; for example, F0AP+F0MP+F1UV means 

that Fusion-1 combines using UV the result of Fusion-0 employing AP and the result of Fusion-

0 using MP. In all cases, the input to Fusion-0 is the output of the four classifiers. To obtain the 

scores in the table we have employed a partition comprised of 100 dialogues taken at random 

from the test corpus. We have analysed each dialogue in this partition twice, firstly using 

Fusion-0 only, employing all of the three fusion methods (see rows in Table 13), and secondly 

employing Fusion-0 plus Fusion-1, employing several combinations of the fusion methods (see 

columns in the table). The result has been 100 pairs of average emotion recognition accuracy 

per dialogue, which have been employed to compute the corresponding score in the table. It can 

be observed that all scores are lower than a threshold for statistical significance � = 0.05, which 

means that our results are statistically significant. 

Table 13. t-test significance results. 
 F0AP 

+ 
F0AP 

+ 
F0AP 

+ 
F0AP 

+ 
F0AP 

+ 
F0AP 

+ 
F0AP 

+ 
F0AP 

+ 
F0AP 

+ 



  

F0MP 
+ 

F1AP 

F0MP 
+ 

F1MP 

F0MP 
+ 

F1UV 

F0UV 
+ 

F1AP 

F0UV 
+ 

F1MP 

F0UV 
+ 

F1UV 

F0MP 
+ 

F0UV 
+ 

F1AP 

F0MP 
+ 

F0UV 
+ 

F1MP 

F0MP 
+ 

F0UV 
+ 

F1UV 
F0AP 0.00071 1.6E-08 8.0E-11 0.00889 0.00889 7.2E-09 0.4149 2.8E-08 0.00111 
F0MP 2.1E-05 0.00388 0.00422 6,7E-06 6.7E-06 1.3E-14 1.8E-05 0.00019 1.6E-05 
F0UV 1.6E-10 4.1E-17 8.1E-19 2.0E-08 2.0E-08 0.00084 1.4E-09 4.5E-17 3.0E-12 

(a) 2 emotion categories. 

 
F0AP 

+ 
F0MP 

+ 
F1AP 

F0AP 
+ 

F0MP 
+ 

F1MP 

F0AP 
+ 

F0MP 
+ 

F1UV 

F0AP 
+ 

F0UV 
+ 

F1AP 

F0AP 
+ 

F0UV 
+ 

F1MP 

F0AP 
+ 

F0UV 
+ 

F1UV 

F0AP 
+ 

F0MP 
+ 

F0UV 
+ 

F1AP 

F0AP 
+ 

F0MP 
+ 

F0UV 
+ 

F1MP 

F0AP 
+ 

F0MP 
+ 

F0UV 
+ 

F1UV 
F0AP 0.00160 0.00439 0.00488 2.4E-05 9.3E-06 5.3E-11 9.3E-06 0.00499 0.00438 
F0MP 0.00241 0.04212 0.26297 0.00073 0,00047 2.1E-10 0.00047 0.00158 0.00347 
F0UV 9.5E-11 2.6E-10 1.0E-11 1.6E-11 5.5E-11 0.08696 5.5E-11 4.3E-11 2.7E-12 

(b) 3 emotion categories. 

4.4.7 Comparison of results with previous studies available in the literature 

In this section we compare the results of the proposed technique with others reported in the 

literature. As making such a comparison is a difficult task, to simplify the problem we looked 

for studies considering the same number of emotion categories as used in our study. However, it 

should be noted that the number of categories is not the only aspect that matters; for example, 

another important factor is the difficulty in differencing between the categories. As a result of 

our search, we found a number of studies employing two emotion categories, and just one 

considering three categories. 

 The comparison of these studies is illustrated in Table 14, where the last two rows show 

classification accuracies5. It must be noted that the conclusions drawn from the comparison 

should be considered relative given that previous studies were performed under a diversity of 

factors, for example, information sources (e.g., acoustic, prosodic, linguistic, dialogue-related) 

and emotional speech databases (e.g., types of emotion categories, balance in the number of 

categories, quality of the recordings, labelling reliability, etc.). For example, Lee et al. (2001) 

                                                 
5 The result of Morrison et al. (2007) refers to that obtained with their NATURAL database (2 emotion 

categories), whereas that of Litman and Forbes-Riley (2006) refers to their study with human-computer 

dialogues (3 emotion categories). 



  

carried out experiments employing a balanced database comprised of 142 utterances that were 

selected when the two labellers completely agreed in the tagging. In order to work as well with a 

balanced database, Batliner et al. (2003) employed a WOZ scenario to control the number of 

utterances in each emotion category. On the contrary, our experiments have been carried out 

employing an unbalanced database collected from user interactions with a real spoken dialogue 

system, without controlling ourselves the behaviour of the system in order to elicit specific user 

emotions. 

 Regarding the emotion categories, Litman and Forbes-Riley (2006) worked with three 

categories (Negative, Neutral and Positive). Therefore, in principle these categories are more 

easily distinguishable that the ones we have considered, given that we have worked with two 

negative categories (Tired and Angry) instead of one. 

 It must be mentioned as well that Litman and Forbes-Riley (2006) employed high-

quality audio recording with head-mounted microphone, whereas we have employed recordings 

of telephone calls made in a call centre. Thus, the lower signal quality may affect the reliability 

of the labelling of our corpus. To address this potential problem, Morrison et al. (2007) 

employed nine judges to re-label an initial corpus and finally employed for the experiments a 

corpus comprised of 388 utterances (155 angry, 233 neutral), with a mean labelling agreement 

of 81.95%. On the contrary, we have used the whole corpus and employed four judges, attaining 

a value of Kappa that suggests just moderate agreement. 

 

  

 



  

Table 14. Comparison of results with previous studies. 
 Lee et al. (2001) Ang et al. (2002) Batliner et al. (2003) Litman & Forbes-Riley (2006) Morrison et al. (2007) Our technique 

Emotional 
speech 
database 

142 utterances 
with call centre 
(balanced). 
Spontaneous 
emotions 

837 dialogues 
with call centre. 
21,899 utterances. 
Spontaneous 
emotions 

Actor (1,336 utter.) 
Read (1,900 utter.) 
WOZ (24 dialogues; 
2,863 utterances) 

15 dialogues with computer tutor. 
333 utterances. 
Spontaneous emotions 

388 utterances with call 
centre (after re-
judgement for better 
objective labelling). 
Spontaneous emotions 

440 dialogues with call 
centre. 
7,923 utterances. 
Spontaneous emotions 

Application 
domain Not stated Travel 

arrangement 
Appointment 
scheduling Tutoring Electricity billing Fast food ordering 

Information 
sources for 
emotion 
classification 

Acoustic 

Prosodic 
POS (Part-of-
speech) 
Dialogue acts 
Speaking style 

Prosodic 
Lexical 
Dialogue acts 
POS (Part-of-speech) 

Acoustic 
Prosodic 
Speaker gender 
Subject ID 
Problem ID 

Prosodic 
 

Acoustic 
Prosodic 
Speaker gender 
ASR results 
Dialogue history 

Classification 
algorithm KNN 

Decision trees 
Class-based 
trigram model 

MLP Decision trees 

SVM 
MLP 
KNN 
K* 
RF 

Based on GMMs, 
emotional salience and 
dialogue act n-gram 

Emotion 
categories 

Negative/Non-
negative Frustration/Other Emotional/Neutral Negative/Positive/Neutral Anger/Neutral Negative/Non-negative; 

Neutral/Tired/Angry 

Combination of 
information 
sources (fusion) 

No 

Language model 
features added to 
prosodic decision 
trees 

Conversational labels 
added to prosodic 
features 

User and problem ID,  utterance 
transcriptions and ASR results 
added to acoustic-prosodic 
features 

Stacked generalisation 
Unweighted vote 

Average of prob. 
Multiplic. of prob. 
Unweighted vote 

Fusion type - Feature level Feature level Feature level Decision level Decision level 

Classification 
accuracy (2 
emotion categ.) 

75.81% for male 
speakers 
80% for female 
speakers 
(Baseline: 50%) 

91.80% using true 
words 
86.70% using 
ASR words 
(Baseline: 84%) 

95.70% (Actor) 
79.60% (Read) 
73.70% (WOZ) 
(Baseline: 55%) 

- 79.43% 
(Baseline: 60%) 

94.48% 
(Baseline: 81%) 

Classification 
accuracy (3 
emotion categ.) 

- - - 66% 
(Baseline: 49%) - 94% 

(Baseline: 81%) 



  

 

5 Conclusions and future work 

In this paper we have presented a technique to enhance emotion detection in spoken dialogue 

systems taking into account two modules (Fusion-0 and Fusion-1) that combine different 

information sources. Fusion-0 combines emotion predictions generated by a set of classifiers, 

which is a method commonly employed in previous studies to enhance classification rates. 

Fusion-1 represents the novelty of the technique, which is the combination of emotion 

predictions generated by Fusion-0. One advantage of the technique is that it can be applied as a 

posterior processing stage to any other methods that combine information from different 

information sources at the decision level. This is so because the technique works on the 

predictions (outputs) of the methods, without interfering in the procedure used to obtain these 

predictions. Another advantage is that the technique can be implemented as a modular 

architecture, which facilitates the setting up within a spoken dialogue system as well as the 

deduction of the emotional state of the user in real time. 

We have carried out experiments employing a speech database collected from real users 

interacting with an experimental dialogue system, which was labelled considering three emotion 

categories (‘Neutral’, ‘Tired’ and ‘Angry’). We have employed classifiers to deal with prosodic, 

acoustic, lexical and dialogue acts information. Three fusion methods (average of probabilities, 

multiplication of probabilities and unweighted vote) have been employed to combine in Fusion-

0 the predictions made by the classifiers, and in Fusion-1 the predictions generated by Fusion-0. 

The results obtained show that the proposed technique is useful to improve the classification 

rates of the standard fusion. Comparing results in Table 9 and Table 11 we can observe that for 

the 2-emotion experiments, Fusion-1 enhances Fusion-0 by 2.27% absolute (from 92.23% to 

94.50%), while for the 3-emotion experiments, the improvement is 3.38% absolute (from 

90.61% to 93.99%). These improvements are obtained employing AP and MP in Fusion-0 to 



  

combine the emotion predictions of the four classifiers, and using MP in Fusion-1 to combine 

the outputs of Fusion-0. 

The reason for the improvements presented in this paper is that, in accordance with our 

experiments, the two stage fusion process makes it possible to get more benefit from the 

advantages of using different methods to combine information. According to our results, these 

methods are AP and MP. The former allows gaining maximally from the independent data 

representation available, which are the input to Fusion-0 (in our study, prosody, acoustics, 

speech recognition errors, and dialogue context). MP provides better results when the data 

contain small errors, which occurs when the data provided by the classifiers is processed by 

Fusion-0 and the output of this module is the input to Fusion-1. 

We think that the proposed technique could be applied to spoken dialogue systems 

designed for any domain, for example, transactional tasks, games or tutoring. This is so because 

it employs a general, domain-independent procedure based on using emotion predictions 

generated at the decision level by a set of classifiers, which are combined by two fusion 

modules. In application domains different from our experimental field perhaps we would need 

to employ other information sources and/or fusion methods in order to attain the optimal results, 

but the basic principles would remain. However, we have experimented with one domain only 

and thus have not provided any experimental evidence in this direction. 

Therefore, more empirical work is needed to explore whether the proposed technique is 

useful in other application domains, where lexicon, user utterances and emotional reactions can 

be more complex, for example, tutoring systems. This study would be very important, given that 

our goal in detecting emotion categories is the adaptation of the performance of spoken dialogue 

systems used in automated call centres. In this setting, the basic motivation for a negative 

emotional state of the user is typically a consequence of malfunction of the system due to 

speech recognition or understanding errors. However, negative emotional states in other 

application types, e.g. tutoring systems, may also deal with other factors, such as temporal 

issues, psychological aspects or speaker personality types. This fact may affect the 



  

independence of information sources and thus the selection of the more useful sources for 

emotion prediction. Moreover, it may affect the classification rates of some classifiers. For 

example, it would be reasonable to expect lower accuracy in our dialogue acts classifier if there 

are other reasons for negative emotional states in addition to system errors, e.g. personality 

types. Therefore, it would be very interesting to find out to what extent the proposed technique 

provides enhanced classification rates in other application domains. 

Future work will include as well testing the technique employing information sources 

not considered in this study. The sources we have dealt with in the experiments (prosodic, 

acoustic, lexical, and dialogue acts) have been commonly employed in previous studies. 

However, there are also studies in the literature that suggest using other information sources, 

such as speaking style, subject and problem identification, and non-verbal cues. Another 

possibility for future work is to test the technique employing other methods for classification 

and information fusion. For example, it is known that people are usually confused when they try 

to determine the emotional state of a speaker, given that the difference between some emotions 

is not always clear. Hence, it would be interesting to investigate the performance of the 

technique employing classification algorithms that deal with this vague boundary, such as fuzzy 

inference methods. 

We also plan to investigate the use of weights in the fusion processes. In the 

experiments we have assumed that all the classifiers and fusion methods have the same 

significance when the combination of the predictions takes place. However, it would be possible 

to measure the accuracy of classifiers and fusion modules and apply weights accordingly. 
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