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Design of a GF(64)-LDPC Decoder Based on the
EMS Algorithm

Emmanuel BoutillonSenior Member, IEEH, aura Conde-Canencid)ember, IEEEand Ali Al Ghouwayel

Abstract—This paper presents the architecture, performance is a more general framework than finite Galois fields @F(
and implementation results of a serial GF(64)-LDPC decoder [9]. This leads to hybrid [10] and split or cluster NB-LDPC
based on a reduced-complexity version of the Extended Min- -4qeg [11], increasing the degree of freedom in terms of code

Sum algorithm. The main contributions of this work correspond tructi hile k ina th d di lexit
to the variable node processing, the codeword decision andie CONStruction whiie keeping the same daecoding complexity.

elementary check node processing. Post-synthesis area uks From an implementation point of view, NB-LDPC codes
show that the decoder area is less than 20% of a Virtex 4 highly increase complexity compared to binary LDPC, espe-
FPGA for a decoding throughput of 2.95 Mbps. The implemented  cjally at the reception side. The direct application of thedi&f
decoder presents performance at less than 0.7 dB from the Propagation (BP) algorithm to GP(LDPC leads to a com-

Belief Propagation algorithm for different code lengths ard rates. . . . 9 .
Moreover, the proposed architecture can be easily adaptedot Putational complexity dominated b§)(¢~) and considering

decode very high Galois Field orders, such as GF(4096) or Higr, Vvalues ofg > 16 results in prohibitive complexity. Therefore,
by slightly modifying a marginal part of the design. an important effort has been dedicated to design reduced-

Index Terms—Non-Binary low-density parity-check decoders, complexity decoding algorithms for NB-LDPC codes. In [12]
low-complexity architecture, FPGA synthesis, Extended Mi Sum and [13], the authors present an FFT-Based BP decoding that
algorithm. reduces complexity to the order 6f(d. x ¢ x logq), where

d. is the check node degree. This algorithm is also described
I. INTRODUCTION in the logarithm domain [14], leading to the so-called lo§-B
. . . ) FFT. In [15] [16], the authors introduce the Extended MimSu
HE extension of .b|nary Low—D_ens_lty Par'ty'qheC&EMS), which is based on a generalization of the Min-Sum
(LDPC) codes to high-order Galois Fields (GF(with algorithm used for binary LDPC codes ([17], [18] and [19]).

¢ > 2), aims at further close the gap of performance with t s principle is the truncation of the vector messages fyoim

Shannon limit when using small or moderate codeword Iengtn;sn values ., << q), introducing a performance degradation

[1]. In [2], it has been shown that this family of codes, namegOm ared to the BP algorithm. However. with an appropriate
Non-Binary (NB) LDPC, outperforms convolutional turbo P goritm. HOWever, Wi bproprt

) . .~ “estimation of the truncated values, the EMS algorithm can
codes (CTC) and binary LDPC codes because it retains g

benefits of steep waterfall region for short codewords ¢&bi proach, or even in some cases slightly outperform, the BP-
. : FFT decoder. M , th lexity/perf traffle-
of CTC) and low error floor (typical of binary LDPC). Com- ecocer. orsover, the complexitylperiormance ©

: - can be adjusted with the value of thg, parameter, making the
pgred to _bmary LDPC, NB'LDPC_ generally present h'ghe\éMS decoder architecture easily adaptable to both implemen
gllrths, which leads to bgtter dechlng perfo_r mance. Moeeo_v ation and performance constraints. A complexity comparis
since NB-LDPC are defined on high-order fields, it is possib the different iterative decoding algorithms applied t8-N

to identify a closer connection between NB-LDPC and high-np~ g presented in [20]. Finally, the Min-Max algorithm

order modulation schemes. When associating binary LDPa d its selective-input version are presented in [21].

to M-ary modulation, the demapper generates likelihoods th In the last years several hardware implementations of NB-

are correlated at the binary level, initializing the deGOd(f_DPC decoding algorithms have been proposed. In [22] and

W'.th messages that are alrgady corrglated. The use of 'tfié], the authors consider the implementation of the FFT-BP
ative demapping partially mitigates this effect but inces on an FPGA device. In [24] the authors evaluate implemen-
the whole decoder complexity. Conversely, in the NB cas

o . CaSfition costs for various values qf by the extension of the
_the symbol likelihoods are uncorrelated, W.h'Ch auto_mﬂyca yered decoder to the NB case. An architecture for a paralle
improves the performance of the decoding algorithms [

[4]. Moreover, a better performance of theary receiver serial implementation of the EMS decoder is proposed in

ina has b b d in MIMO f 5 6]. Also, the implementation of the Min-Max decoder is
processing has been observed in systems [5] [8] ) cidered in [25], [26] and optimized in [27] for GF(32).

Finally, NB-LDPC codes also outperform binary LDPC COdeéinaIly, a recent papér presents an implementation of a NB-

rsggprese_gce Otfhbl.”zt ?\_rr_(':_rs [7] [8].f_F_l:rther researcE_BE NLDPC decoder based on the Bubble-Check algorithm and a
considers their definition over finite groupsgs whic low-latency variable node processing [28].

E. Boutillon and L. Conde-Canencia are with the Lab-STICHotatory, Even if the theoretical complexity of the EMS is in the
Lorient, CNRS, Université de Bretagne Sud order of O(n,, x logn,,), for a practical implementation, the

A. Al Ghouwayel is with the Lebanese International Univrsi ; :
Copyright (¢) 2012 IEEE. Personal use of this material isrmted. parallel insertion needed to reorder the vector messagés at

However, permission to use this material for any other psegpomust be
obtained from the IEEE by sending an email to pubs-perniis§@ieee.org. Ipaper published during the reviewing process of our maipiscr



TABLE |
NOTATION

Code parameters

reviews NB-LDPC decoding with particular attention to the
Min-Sum and the EMS algorithms. Section Il is dedicated
to the global decoder architecture and its scheduling. TRe V

q order of the Galois Field . . . . .

m number of bits in a GR) symbol, m = log, g architecture is detailed in section IV. The CN processor and

H parity-check matrix the L-Bubble Check ECN architecture are presented in sectio

M number of rows inH _ V. Section VI is dedicated to performance and complexity

N number of columns irff or number of symbols in a codeword g5 ,e5 and, finally, conclusions and perspectives are stisdu

de check node degree . .

dy variable node degree in section VII.

Rk an element of thed matrix

< g'%t:é'gxofg the decoding algorithm II. NB-LDPC CcODES ANDEMS DECODING

Xio a GFg) symbol in a codeword This section provides a review of NB-LDPC codes and the

ik,i the ¢" glt Ogthe t(;jm(arﬁ/ fepfle_sintaﬂin OI)E associated decoding algorithms. In particular, the MimSu
receivea codewora (channel Information f H . .

Vi a GF() symbol in a received codeword and the EMS algorithms are described in detail.

Yh,i the i*" noisy channel sample i,

Nm size of the truncated message in the EMS algorithm G it _

L5(x)  LLR value of thekt" symbol A. Definition of NB LDEC cgdes _

Ko symbol of GFg) that maximizesP (y,|x) An NB-LDPC code is a linear block code defined on a

Ck 31 dedCOde(f jymzo' . very sparse parity-check matrid whose nonzero elements

c. € decoded codewor belong to a finite field GFy), whereg > 2. The construction of

{L*(z)} the intrinsic messagex(c GF(q)) . . .

C2VF " check to variable message associated to dege these codes is ex_pressed as a set Qf pa_1r|ty-c_heck equatie®ns o

V2C¥  variable to check message associated to édge GF(g), where 3 single parity equation involving codeword

Ak EMS message associated to symigl symbols is:>".°, hjrXx = 0, whereh;; are the nonzero

AR(1)9F GF(g) value of thel’" element in the EMS message values of thej-th row of H and the elements of G are

Me(D)L LLR value of thelt” element in the EMS message {0,a0, 0! a9=2}. The dimension of the matrikl is M x
Architecture parameters oot ’ .

np number of quantization bits for an intrinsic message N, .WhereM is the numb?r of parlty-Check NOdeS (CN) and

Ty number of quantization bits for the representationygf; N is the number of Variable Nodes (VN), i.e. the number

nit “Umger 0; dECOdt'_”g 'tf_?fat'onsl v check nod _ of GF(g) symbols in a codeword. A codeword is denoted by

Nop numpber or operations In an elementary cneck noae processin - . .

Lgec latency of the decoding process (in number of clock cycles) %( - (Xl’ X2, . ’XN)' where (Xk)' k . l...N is a GF@)

Lyx  latency of the variable node processing symbol represented by = log,(¢) bits as follows:x; =

Len latency of the check node processing (9Ck,1 Tg2--- xk,m).

Nhub number of bubbles

The Tanner graph of an NB-LDPC code is usually much
more sparse than the one of its homologous binary counterpar
for the same rate and binary code length ([33], [34]). Also,
best error correcting performance is obtained with the &iwe
Elementary Check Node (ECN) increases the complexity B9ssible VN degreed, = 2. These so-callediltra-sparse
the order ofO(n2,). An algorithm to reduce the EMS ECNcodes [33] reduce the effect of stopping and trapping sets,
complexity is introduced in [29] for a complexity reduction and thus, the message passing algorithms become closer to
the order ofO(n.,/Tim). The complexity of this architecture the optimal Maximum Likelihood decoding. For this reason,
was further reduced without sacrifying performance with thell the codes considered in this paper are ultra-sparse. To
L-Bubble-Check algorithm [30]. obtain both good error correcting performance and hardware

As the EMS decoder considers Log-Likelihood Ratioffiendly LDPC decoder, we consider the optimized non-hynar
(LLR) for the reliability messages, a key component in therotograph-based codes [35] [36] wih, = 2 proposed
NB decoder is the circuit that generates thepriori LLRs by D. Declercget al. [37]. These matrices are designed to
from the binary channel values. An LLR generator circuaximize the girth of the associated bi-partite graph, and
is proposed in [31], but this algorithm is software orienteffinimize the multiplicity of the cycles with minimum length
rather than hardware oriented, since it builds the LLR 1i§88]. This NB-LDPC matrix structure is similar to that of ntos
dynamically. In [32], an original circuit is proposed as g binary LDPC standards (DVB-S2, DVB-T2, WiMax,...), and
the accompanying sorter which provides the NB LLR valuedllows different decoder schedulings: parallel or seriatien
to the processing nodes of the EMS decoder. processors Finally, the nonzero values off are limited to

In this paper, we present a design and a reduced-comple@fy}y d. distinct values and each parity check uses exactly those
implementation of the L-Bubble Check EMS NB-LDPC ded. distinct GFg) values. This limitation in the choice of the
coder focusing our attention on the following points: thé&;,, values reduces the storage requirements.

Variable Node (VN) update, the Check Node (CN) processing
as a systolic array of ECNs and the codeword decision-makimg Min-Sum algorithm for NB-LDPC decoding

Table | summarizes the notation used in the paper. The EMS algorithm [15] is an extension of the Min-Sum

The paper is organized as follows: section Il introducesg) (40]) algorithm from binary to NB LDPC codes. In this
ultra-sparse quasi-cyclic NB-LDPC codes, which are the one

considered by the decoder architecture. This section alséThe final choice will be determined by the latency and surfamestraints.

Scav  subset of GRf), Scav = {C2VEF D}t o,
Scov subset of GR{) that contains the symbols not oy



section we review the principles of the Min-Sum algorithm, 3) The Min-Sum decoding proces3$he Min-Sum algo-
starting with the definition of the NB LLR values and theithm is performed on the Tanner bi-partite graph. At high
exchanged messages in the Tanner graph. level, this algorithm does not differ from the classical din

1) Definition of NB LLR values:Considering a BPSK decoding algorithms that use the horizontal shuffle scliegul
modulation and an Additive White Gaussian Noise (AWGN#1] or the layered decoder [42] principle.
channel, the received noisy codewoYd consists of N x The decoding process iterateg times and for each itera-
m binary symbols independently affected by nois¢: = tion M CN updates and/ x d. VN updates are performed.
(Y11Y12- - Y1.m Y21 - - - YN.m), Whereyy; = B(zy;)+wy,;, Duringthe lastiteration a decision is taken on each syntbel,
ke {1,2,...,N}, i€ {1,...,m}, wg, is the realization of decoded symbol is denoted lay and the decided codeword
an AWGN of variancer? and B(z) = 2x — 1 represents the by C. The codeword decision performed in the VN processors
BPSK modulation that associates symbol ‘-1’ to bit 0 angoncludes the decoding process and the decoder then sequen-

symbol ‘+1’ to bit 1. tially outputsC to the next block of the communication chain.
The first step of the Min-Sum algorithm is the computation The steps of the algorithm can be described as:
of the LLR value for each symbol of the codeword. With the Initialisation: generate the intrinsic message
hypothesis that the GEY symbols are equiprobable, the LLR {L’“(x)}zeep(q), k = 1...N and set
value L¥(x) of the k" symbol is given by [21]: V2Cj’?k 0 = LFfork=1...N andv =1,2.
Decoding iterations for 1 to the maximum number
& Py |Xk) of iterations
L) =1n (W) @) for (j=1...M) do
o o ) 1) Retrieve in parallel from  memory
Yvherexk is the symbol of GR{) that maximizesP(y, |x), i.e. V2C'.“j(”),v — 1...d, messages associated to
X = {arg maxyegr(q), P(Y|X)}. CN jj.
Note thatL*(X,) = 0 and, for allx € GF(g), _L’“(x)_zl_ 2) Perform CN processing to generafe new
0. Thus, when the LLR of a symbol increases, its reliability C2Vk i) = .d. messages.

decreases. This LLR definition avoids the need to re-noz@ali
the messages after each node update computation and permits
to reduce the effect of quantization when considering finite
precision representation of the LLR values.

As developed in [32]L%(x) can be expressed as:

3) For each variable nodé;(v) connected to
CN j, update the second2C' message using
the new C2V message and th&* intrinsic
message.

Final decision For each variable node, make a

m - decision¢;, using theCQV C2V messages
L ))2 L 2 k k(1) k(2)
= ((y’“ 232("%)) 4 Yhi 2353%,1) ) 2) and the intrinsic message
i=1 7 7 4) VN equations in the Min-Sum algorithm:et L(x),
V2C(x) and C2V (x) be respectively the intrinsic, V2C and
1 " - C2V LLR values associated to symbal The decoding
T 202 Z; (2yk’i(B(Ik’i) - B(xi)))' (3) equations are:
B Step 1: VN computation : for allx € GF(q)
. " . )
Using (3),L”(x) can be written as: V20(x) = C2V(X) + L(x) (5)
LF(x) = zm: \LLR(yi.i)| Ani, (4) Step 2: Determination of the minimum V2C LLR
P value
_ _ X =arg min {V2C(x)} (6)
whereAy ; = z; XOR &y, i.e. Ay ; =0 if z; andzy; have X€GF(q)
the same sign, _1 otherwise ad R(yx,i) = Sy, is the Step 3: Normalization
LLR of the received bityy, ;.
2) Definition of the edge messageEhe Check to Variable V20(x) = V2C(x) — V20(X) )

(C2V) and the Variable to Check (V2C) messages associateds) CN equations in the Min-Sum algorithmith the

tﬁ e((jjgehj,k arfe genotegﬂmfj’“ alndV2CJ’? ' rsspectwﬁly. Since rward-backward algorithm [43] a CN of degrég can be
the degree of the VN is equal to 2’. we denote the two €2 ecomposed int8(d.—2) ECNs, where an ECN has two input
(respectively V2C)kmessages aisouated to Fhe varlak]JCIelno essage®’ andV” and one output messade (see Figure 7).
(k=1...N) C’2ij(1) and C’2ij(2) (respectlverV2Cjk(1)
and V2CJ’1(2)) where ji (1) and j;(2) indicate the position
of the two nonzero values of the'" column of matrix H. E()= = min  AUX)+V(*%)}s,e0,—x  (8)
Similarly, thed, C2V (respectively V2C) messages associated _ I“ze (q_)

to CNj (j = 1...M) are denoted32ijj(”) (respectively Where is the addition in GR).

k}j (’U) _ . . . e
VQCJ’ )’ v=1.. 'dc’_WherekJ (v) indicates the position of SNote that the multiplicative coefficients associated to #uge of the
the v** nonzero value in thg*" row of H. Tanner graph are included in the CN processor.



6) Decision-making equations in the Min-Sum algorithm:processor receives in parallél V2C messages and provides,
The decisiont, k = 1... N is expressed as: after computationd,. C2V messages. The C2V messages are
then sent to the VN processors to compute the V2C messages

. . of their second edge.
¢, = arg min {C2Vj’z(1)(x) + 021/;-];(2)(X) +LF(x)} (9) g

xeGF(q)
n,+m
. -
C. The EMS algorithm RAM V2C
The main characteristic of the EMS is to reduce the size of an
the edge messages frogto n,, (n., << ¢) by considering d. "

the sorted list of the first smallest LLR values (i.e. the det o v «at et
the n,,, most probable symbols) and by giving a default LLR o " CN (do) T

value to the others. CZIL [ V2C
Let \* be the EMS message associated to Affe sym- o
1 2

bol x;, knowing y, (the so-called intrinsic message)® is
composed ofn,,, couples(A\*(1)%, \F(1)GF),_;. .., where
N(DEF is a GFg) element and\*(1)" is its associated RAM y [+ I
LLR: LEOF()GF) = XE(1)E. The LLR verifiesA\* (1)L < Y 5 5 5 ¢
M) < L0 < M(ny,)E. Moreover, \E(1)E = 0. In
the EMS, a default LLR VaIUé\k(’l’Lm)L + O is associated Fig. 1. Overall decoder architecture
to each symbol of Gk) that does not belong to the set

k(\GF i iti
{\*(1)"" }1=1..n,,,, WhereO s a positive offset whose value Note that, for the sake of simplicity, we have omitted the

is determined to maximize the decoding performance [15]. - : .
The structure of the V2C and the C2V messages is identigaqscnptlon of the permutation nodes that implement thezi5F(

S multiplications. The effect of this multiplication is topkace
to the structure of the intrinsic messagé. The output the GFg) value V2C5F (1) by V2CCF (1) x h, ), where the

message of the VN should Comaig only, in sorted orde_r, ”EF multiplication requires only a few XOR operations.
first n, frgaelllist LLE “g'geffgf(ll[ ’11 =1 gm ?n? tr:ﬁ'r 1) Structure of the RAMsThe channel informatioly and
associate Symbo ONS: = LT SIMUIATY, TNE ) 7o o message associated to thevariables are stored in
output message of tpe CN contains only the m’%t smalle_st d. memory banks RANM and RAM V2C respectively. Each
LLdR vatItL11e§ O2V(l) t’ ld (:3F1 o %,&g(?/orltecgi}? '? ln(ireazmg memory bank contains information relatedX¢/d.. variables.
order), their associate sym ¥l =1...d In the case of RANJ, the (yx;)i=1... received values asso-

L
and the default LLR valu€2V (ny)~ + O. ciated to the variable; are stored inn consecutive memory

Except for the approximation of the exchanged messag . . . .
the EMS algorithm does not differ from the Min-Sum algo_gadresses, each of sizg bits, wheren, is the number of bits

) S . of the fixed-point representation gf ; (i.e. the size of RAN
fithm, i.e., it corresponds to equations (5) to (9). is (N/d. x m) words ofn, bits). Similarly, each RAM V2C

is also associated td//d. variables. The informatiofy2C},
Il. ARCHITECTURE AND DECODING SCHEDULING related tox;, is stored inn,, consecutive memory addresses,
This section presents the architecture of the decoder andgach location containing a couplgZC (1), V2C¢F (1)), i.e.,

characteristics in terms of parallelism, throughput anerey. two binary words of size(n,, m), wheren, is the number

of bits to encode thé/2C%(l) values. To reduce memory
A. Level of parallelism requirements, for each symbgj, only the channel samples
We propose a serial architecture that implements a horiz 28 a.md.th(-e extrinsic messages are st.ored in the .RAM blocks.

e intrinsic LLR are stored after their computation butythe

tal shuffled schedulm_g with a smg_le CN processor AN are overwritten by the V2C messages during the first decoding
processors. The choice of a serial architecture is motiva?

. . T . Iferation. Each time an intrinsic LLR is required for the VN
by the surface constraints as our final objective is to inelu o .
. - . update, it is re-computed in the VN processor by the LLR
the decoder in an existing wireless demonstrator platfor L : .
enerator circuit. Such approach avoids the memorisation o

[44]) (see section VI). The horizontal shuffled schedulin ;
. . . Il the LLR of the input message (messages) and thus, saves
provides faster convergence because during one iteraft a _. .- A . T
Hnn‘lcant area when considering high-order Galois Fields

processor already benefits from the processing of a former > 64)

processor. This simple serial design constitutes a firstAP The partition of theN variables in thed, memories is a

implementation to be considered as a reference for future, . i . . .
arallel or partial-parallel enhanced architecture desig coloring problem: thei. yanablgs associated to a given CN.
P should be stored each in a different memory bank to avoid

_ memory access conflicts (i.e. each memory bank must have a
B. The overall decoder architecture different color). A general solution to this problem has bee
The overall view of the decoder architecture is presented,

in Figure 1. A single CN processor is connected do However, in the implementation, RAMand RAM V2C are merged into a
VN processors and, RAM V2C memory banks. The CN single RAM.

In this paper, we represent two separate RAMs for the sakdaotyc



studied in [45]. Since the NB-LDPC matrices considered in
our study are highly structured (see [37]), the problem of Y
partitioning is solved by the structure of the code.

2) Wormhole layer schedulingThe proposed architecture
considers a wormhole scheduling. The decoding proceds star
reading the storedt and V2C information sequentially and
sends, inm + n,, clock cycles, the wholé’2C message to
the CN. After a maximum delay.cy, the CN starts to send
the C2V messages to the VN processors, again with a valuezy N ¢
Cc2v(l),1=1...n,, at each clock cycfe C .| Decision >

After a delay ofLy y (see section 1V-B), the VNs send the
new V2C' messages to the memory. The process is pipelinggy. 3. variable node architecture of the EMS NB-LDPC decode
i.e, everyA = (m + Loy + ny) clock cycles, a new CN
processing is started. The total time to procegsdecoding
iterations is: is almost as complex, if not more, than the implementation of

the CN in terms of control. In the proposed decoder, the VN

Lgee =njg X M X A+ Lyn + nap (10) processor works in three different steps: 1) the intringineg-
ation; 2) the VN update and 3) the codeword decision. During
She first step, prior to the decoding iterations, the Intaons
Generation ModulelGM ) circuit is active and generates the
: A cycles : intrinsic messagé)\),—,. n from the received/, samples.
- > During the VN update, all the blocks of the VN processor,
m n, cycles i except theDecisionblock, are active. Finally, during the last
-

decoding iteration, th®ecisionblock is active (see Figure 3).
RAM—CN|y| C2V , v C2V,, _
E w A. The Intrinsic Generator Module (IGM)

Culu’

where Ly is given in clock cycles. Figure 2 illustrates th
scheduling of the decoding process.

The role of the IGM is to compute the® intrinsic messages.

v |
CN-VN T ; > In [32], the authors propose an efficient systolic architest
i i Ly n, to perform this task. The purpose is to iteratively congtruc
N RAME : 20 the intrinsic LLR list considering, at the beginning, onhet
— H H newl g,

first coordinate, then the first two coordinates and so onpup t
the complete computation of the intrinsic vector. The disto
Fig. 2. Scheduling of the global architecture architecture works as a FIFO that can be fed when needed.
Once the input symboly, ; are received, and after a delay
3) The decoding stepsThe decoding process iterateg  of m + 2 clock cycles {n = loga(q)), the IGM generates a
times performing CN updates and\/ x d. VN updates new output\*(l) at every clock cycle. When pipelined, this
at each iteration. During the last iteration a decision ieta module generates a new intrinsic vector every + 1 clock
on each symbol. The codeword decision is performed in tiegcles. Each intrinsic message is stored in the correspgndi
VN processors. This concludes the decoding process and W&C memory location in order to be used during the first step
decoder then sequentially outpusto the next block of the of the iterative decoding process.
communication chain. Note that the interface of the decoderln the present design, in order to minimize the amount
is then rather simple: of memory, the intrinsic messages are not stored but re-
1) Loady, and store them in RAMyX x m clock cycles). generated when needexk., during each VN update of the
2) Compute intrinsic information frory, to initialize the iterative decoding process. This choice was dictated by the

V2C messages. limited memory resources of the existing FPGA platform. In
3) Perform then;; decoding iterations. another context, it could be preferable to generate onlyeonc
4) During the second edge processing of the last iteratidR€ intrinsic messages, store them in a specific memory and

use the decision process to determine retrieve them when needed.
5) Output the decoded message ¢lock cycles) and wait

for the new input codeword to decode. B. The VN update

In the VN processor, the blocks involved in the VN update
IV. VARIABLE NODE ARCHITECTURE are the following: the elementary LLR generatet(R), the
Although most papers on NB-LDPC decoder architectur@oprter, the IGM, the Flag memory and théMin block.
focus on the CN, the implementation of the VN architecture The task of the VN update is simple: it extracts in sorted

5 _ _ o order then,, smallest values, and their associated @F(
The time scheduling of the C2V message generation is nat fetjular

_ L ;
(see section V-C), but we consider a global latergyy so that the last SymbOIS' from the set = {C’ZV (X) + L(X)} indexed by
elementC2V (n.,) arrives afterLcn + na, clock cycles x € GF(q) to generate the new V2C message.



The set of GH{) values can be divided into two disjoint sub- ri 757‘;%;1;7777 | Swge2 ‘ G‘;géé 7777777 1‘
setsScoy and Scay, With Scoy the subset of GRjj defined | FIFO_H o ‘“FOJ‘“i ‘ | ‘Fg i
as Soay = {C2VEF ()}izy..p,, . In this set,C2VE(x) =  inr] Min_ ?D:OOOO Min_ »EUUUUUUUU i {2
C2V*(1), with I such thatC2V“*(I) = x. The second set, | "l ! i i 0000 !
Scay contains the symbols not ifcay. If X € Scov, then | - Lo L= |

. b
C2VL(x) takes the default valug2V' L (n,,)+ O (see section
[I-C). The generation 06¢2y is done serially in 3 steps:  Fig. 4. Architecture of the Sorter block in the VN processor

1) C2VEE(l) is sent to theeLLR module to compute
L(C2VEE (1)) according to (4). The value ¢f2V S (1)
is also used to put a flag from 0 to 1 in tReag memory MMogs ()]
of sizeq = 2™ to indicate that this Gk value now Laorter () = Z (21 4 2) (11)
belongs toScoy. To be specific, thd-lag memory is

implemented as two memory blocks in parallel, working
in ping-pong mode to allow the pipeline of two consec- Note that the sorter is able to process continuously blotks o

utive C2V messages without conflicts. size power of two, i.e., fon,, = 12, it is able to process a new

2) L(C2VEF (1)) is added to C2VE(l) to generate block every 16 clock cycles and the latencylis, ter () =
Scav (). Note thatScoy is no more sorted in increasing?23.
order.

3) The Sorter reorders serially the values ifcoy in
increasing order. The architecture of th&orter is
described in section IV-C. The architecture of the simplified codeword decision circui

is presented in Figure 5. The optimal decoding is given by:

i=1

D. Decision circuit architecture

The IGM is used to generate the second Seby . Each
output valuex(1)L of theIGM is first added ta02VE(n,,) + & — in {02V (x)E k L
X . = ; +C2V7 o (X)*+L(x)} (12
O. Then, if \(I)6T belongs toScoy (i.e. the flag value at argxenélpr(lq){ () (%) () (%) ()} (12)
address\(1)¢F" in the flag memory equals ‘1), the value is
discarded and a new valugl + 1) is provided by thdGM
component to thélin component.

The Min component serially selects the input with th
minimum LLR value fromScay and Sgoy. Each time it
retrieves a value from a set, it triggers the production ofa n & = in V20 (X)L + CavE - (x)E 13
value of this set until all the.,,, values ofi’2C' are generated. w argxenég(lq){ @ )7+ O (07 (13)

Since the decision is done during the second branch update,
we can replace in equation (12)2V} ,,(x)" + L(x) by
é/2cj’?k(2)(x)L (see equation (5)). Thus, we can write;

The processing of this equation is rather complex, since it
) ) requires either an exhaustive search for all valueg,dfr a
C. The architecture of the Sorter block in the VN complex Content Addressable Memory (CAM) to search for
The Sorter block in the VN processor is composeoth_e common GRf values in t_he V2C and C2v Messages. _At
of [log,(nm)] Stages, wherdz] is the smallest interger th.|s p0|n'F, any method leading to a harqlware simplification
greater than or equal ta (see Figure 4). The'" (i — without significant performance Qegradanon can be acdepte
1,..., [logy(nm)]) stage serially receives two sorted lists of? @ VETy pragmatic way, we tried several methods and we
size 271, and provides a sorted list of siz&. The first propoge to rec|;ollmace, , in equation (13),¢ GHq) by x €
received list goes intdcIFO_H and the second list goes{vzcjk@)(m) }m=1,23 in order to reduce the size of the
into FIFO_L. Then, theMin_Selectblock compares the first CAM from 7, to 3.
values of the two FIFOs, pulls the minimum one from the L&t So be the set of the common values between the C2V

corresponding FIFO and outputs it. In practice, a stagasste®Nd V2C messages, indexed by
to output the sorted list as soon as the first element of the k GF & GF
second list is received. The latency of a stage is therh + 1 So = {2V Dz, JOHV2C, ) (M)hiz12} (14)
clock cycles, plus one cycle for the pipeline, 2&-'+2 clock  The decided symbat, is defined as:
cycles. The size oFIFO_H is double (i.e2 x 2°=1) in order
to allow receiving a new input list while outputting the eemt ¢, = arg min{V2C}, ,(3)"; C2V}! ) ()" +V2C) o) (m)"}
sorted list. (15)

As an example, to order a list af,, = 16 values, theSorter whereargmin refers to the associated Gff(value.
consists of4 stages. The first stage receives 16 sequences ofigure 5 presents the architecture of the Decision circuit
size2% = 1 and outputs 8 sorted lists of si2é = 2 (i.e. the and Figure 6 shows performance simulation of the decision
elements are ordered by couples). The second stage output&reuit comparing CAM sizes 3 and 12 for 8 and 20 decoding
lists of size2? = 4, the third stage outputs 2 lists of size 8terations. Note that reducing the CAM size from 12 to 3
and, finally, the last stage outputs the whole sorted lisiz#f s does not introduce any performance loss when considering
24 = 16. The global latency of th&orter is then expressed 20 decoding iterations.
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Fig. 5. Architecture of the codeword decision circuit
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E. The latency of the VN

The critical path in the VN is the one containing tBorter Fig. 8. L-Bubble Check exploration of matriXs. Theny,, = 4 values in
. . . the sorter are initialized with the matrix valu8y(i,1), for i = 1,...,4,
block, because this b_|OCk WaItS. for the arrival qf the |a%d only a maximum of x n,,, — 4 values inTy; are considered in the ECN
C2V message to start its processing. The latebgy; is then processingTs (i, 5) = U(i) + V(4)
determined by the latency of tH&orter, i.e. Lsopterr, PlUS @
clock cycle for the adder and another one for Mia block. N _ o
exploiting the properties of the matriky, and by considering

Lyn = Lsorter(nm) + 2 (16) a two-dimensional solution of the problem. This results in a
reduction of the size of the sorter, theoretically in theesrd
V. THE CHECK NODE PROCESSOR of \/n,. It is also shown in [29] that no performance loss is

The CN processor receives messagek’QCff(”), performs |ntrotcri]ucedt_whlen considering a size of the sorter smallar tha
its update based on the parity test described in equatign © tneoretical one. .
In [30], the authors suppose that the most reliable symbols

kj(v) _
and generates. messages 2V, to be sent to the corre are mainly distributed in the first two rows and two columns

spondingd, VNs._The processing of the received messages Is” Ty, and propose to use the so called L-Bubble
executed according to the Forward-Backward algorithm [4 : ; . ;
heck which presents an interesting performance/comntglexi

which spI|t_s thg data processing into 3 Iayersig)f—. 2 ECNS’ tradeoff for the EMS ECN processing. As depicted in Figure
as shown in Figure 7. The main advantage of this architectyje - . L .
) . . o . . , the ny,, = 4 values in the sorter are initialized with the
is that it can be easily modified to implement different value . . ) .
. . matrix valuesTyx(i,1), i = 1,...,4, and only a maximum
of d. (i.e., to support different code rates). . . .
- of 4 x n,, — 4 values inTyx are considered in the ECN
Each ECN receives two vector messagésand V, each : . . ) .
rocessing. Simulation results provided in [30] showed tha
one composed af,, (LLR,GF) couples, and outputs a vecto ; o
. ; e complexity reduction introduced by the L-Bubble Check
messagely whose elements are defined by equation (8) [1

. ; . o gorithm does not introduce any significant performanes.lo
[16]. This equation corresponds to extracting thg minimum . i :
values of a matrixT's, defined asTs:(i, §) = U(i) + V(j), For this reason, we adopt the L-Bubble Check algorithm for

for (i,7) € [1,nm]2. In [16], the authors propose the usethe implementation of the present NB-LDPC decoder.

of a sorter of sizen,, which gives aO(n?,) computational )

complexity and constitutes the bottleneck of the EMS algé\- The L-Bubble ECN Architecture

rithm. In order to reduce this computational complexityptw The L-Bubble ECN architecture is depicted in Figure 9.
simplified algorithms were proposed [29] [30]. In [29] theThe input values are stored in two RANlsandV to be read

Bubble-Check algorithm simplifies the ECN processing bguring the ECN processing. At each clock cycle, each RAM



U 4 two serial comparators and an index update operation.

B. Multiplication and division in GR)

As described in section Il, the messages crossing the edges
between VNs and CNs are multiplied by predeterminedqsF(
coefficientsh; , = a®* when entering the CN and divided
by the same coefficients (i.e. multiplied bﬂ = i 17%x)
when leaving the CN towards the VN. In order to per-
form these multiplications in GkJ, we have designed two
wired multipliers dedicated to perform the multiplicatiower
Ej @B Tovector £ GF(2%). Each multiplier implemented on Virtex IV consumes

14 slices and operates at 900 MHz. The operands of the
7] | @ multiplier are thel’2CS" (respectively, the22V ") and the
2,j) | @t predefined coefficients stored in Read Only Memory (ROM)

j) @2 called ROM,,,,,; (respectivelyRO M 4;,). Each ROM contains

i,1) @3 a M x 6m binary matrix, where each entry contains the six

T Store updated (i';/")at @B G F(Q) coefficients.

Fig. 9. Architecture scheme of the L-Bubble Cheegls,,;, = 4 C. Timing Specifications

This section describes the timing and scheduling details of

receives a new (LLR, GF) couple and outputs a couple frofi€ CN processor in the NB-LDPC EMS decoder. We first
a predetermined address. The LLR values of the couples ré&sider the scheduling at the ECN level and then at the
from the RAMs are added and the associated GF symbols &f Processor, which is composed of three layers of serially
Xored (added modulo 2) to generate an elem@gt(i/,j/) Concatenated ECNs. _
that feeds the sorter. This sorter is composed of four regist 1) ECN timing specificationsFigure 10 depicts the oper--
(B@ind) with @ind € {0,1,2,3} (from left to right), four apons executed in the EC_N at each Clock Cycle (CC). In this
multiplexers and ondlin operator that outputs the (LLR, GF)Figure, WM stands for Write Memory, RM for Read Memory,
couple having the minimum LLR value. Ind upd for Index Update and NV for Non Valid output. The
The values fetched from the memories are denotetf fiy)  INPUt data is represented Iy and corresponds to two (LLR,
and V(j'), the values/ (i) + V(j') are namecbubblesand GF) incoming couples. Finallf represents the output (LLR,
feed the registers. The bubbles are tagged as follaws: GF) couple. _
(1,7), @1 : (2,4), @2 : (4,5), @3 : (i,1). This addressing The Sorter is represented by a vertical rectangle where a

scheme is based on the position of the bubbles inTge Plank case represents an empty register and a dark one a filled

matrix. one. At CCO, the vector§ andV receive their first inputs to
1) ReadU(i") and V(j’) from memories/ and V are read, fed to the adder and then to the sorter. As shown in

2) ComputeTs(i’, ') = U(i') + V(;'). This bubble feeds Figure 10athh§\ first register is ﬁ”|8d(§'dark| case) with rt]heerdd
the sorter to replace the bubble extracted in the precedi fput an this (LLRd' GF) EOUp.e. wectaigoesﬁtlo the output
cycle. The corresponding register is thus bypassed. ) as it corresponds to the minimum value

3) Using theMin operator, determine the minimum bub- The latency of the ECN is 2 cycles. During the next three
ble in the sorter and its associated ind@ind — CCs, the ECN receives three new data couples and outputs

argmin{By,i = 0,...,3). three NV outputs. This 3-CC latency is denoted as Sorter

4) From @ind, update the address of thi& bubble and Filling Latency (SFL). After the SFL, at CC4, the four regist
store it for the next cycle. The replacing rule is: in the sorter are filled and the second valid data couple is

ooy N e s output.
g) Ifl (%lné.—do_o;]é: the_ngz ’t{]) » ,S”i +_1)3 9 The number of cycles needed to genenaie valid outputs
) elsi (,, |.r/1 T , ) then(i', j7) = (3,2) is thenn,,, + 3. However, due to the redundant GFéymbols
c) else(i’,j') = (i+1,j')

) i ) ) _ that may appear when adding two input messages iand
This architecture garanties the generation of the ordesed 'V some extra cycles are allowed in order to guarantee the

U*(i) + V*(j). However, redundant associated GF Symbo&neraﬂon ofr,,, different GFg) symbols. To be specific, we
may appear, which are delgted at the output of thg ECN [1 nsidern,, = n,, + 1, as detailed in section I1I-B2.

In order to compensate.th|s rgdundannyp operations are 2y cN timing specificationsThe Forward-Backward im-
performed in the ECN. Simulation results showed that the beffementation of the CN processor consists of three layers of
performance/complexity trade-off is obtained faj, = 7.+ g, _2 serially concatenated ECNs (see Figure 7). Let EGN

L. . ) ) denote thee!® ECN of layer !, where the numeration is
The critical path of the CN processor is then imposed by

the ECN computation composed of RAM access, an addeBLet us recall that vector&’ and V' are sorted in increasing order.



Time (in CCs) : CCo CCl cc2

CC3

cc4

CCs

CcCo6

cc7

each CC, the state of each ECN in the Forward/Backward

Input data : DI D2 D3 D4 D5 D6 D7 D8 architecture is indicated. For example, at CC0O, no ECN is
WM WM WM WM WM WM wM active (State 1). As the ECN latency for the first valid output
PURRRT R IR ERE R ERTE s 2 CCs, ECN1, and ECN4, are in State 2 at CC2; ECN2
i fRMC R RV RV MG and ECN3, are in State 2 at CC4; at CC6, ECN3ECNZ;,,,
ECN2;,, and ECN3,, are in State 2; finally, at CC8, ECN1
— and ECN4,, are in State 2, as well as ECNJland ECN4,.
From CC12, all the outputs are valid, as all the ECNs are in
State 4.
B B B e The decoding process of the whole CN is constrained by
Output data : El NNV NV B2 B3 ECN1;, and ECN4,. For these ECN, the latency to output
<+ .t

the first value i2(d. — 2). The SFL then follows (i.e. 3 CCs)
and during the next,, — 1 CCs, the rest of the message is

Fig. 10. ECN execution in the first CCB. (resp.E) represents the input OUtput. The latency.cn of the CN is then given by:
(resp. output) data corresponding to a (LLR, GF) couplg;;, = 4

Latency: 2 CCs SFL: 3 CCs

LCN:2X(dC—2)—|—3+nop—TLm (17)

CCo cc2 CC3 cc4
PO | @DDD | DDDD 6D VI. PERFORMANCE AND COMPLEXITY
PODD | PDDOG | DPDDD | DODEGD :

A. Decoding throughput
PODD | OODD | DODD | DDDD 9 TongnP | |
We consider a GF order gf= 64 for the implementation of

o ey e o the NB-LDPC decoder. The following code lengths and rates
BEOD PHOGD | B B | @@ DB O are chosen for the decoder synthesis:
CPOBEBE CDOE8 | DDES 6DHSD - _

e N =192 symbolsR = 2/3,d. =6
R R R éa

PODD | OCED | OBBD [ €@BBC | N _ 45 ymbolsie 112 4, — 4

cc9 cclo ccll ccl2 e N =72symbols,R =1/2,d. =4
L X XN X X XN X X RN X X X The decoding throughput of the architecture (in bits per
PPOO® | POO® P2OOO SOO® seccond)is
PO SOOS D:NXRmeFlk

Ldec cLoc
D sue © s State 3 © suci Where_Ldec is the numb_er of cycles to decode a frame (see
equation (10)) and";,.x is the clock frequency. For example,

Fig. 11. Global CN execution for N = 192 symbols,R = 2/3 andd. = 6 with n,, = 12,

nep = 13, m = 6 andd, = 6, the latency values for the
CN and VN processing arécy = 12 and Ly = 25 clock
considered from left to right and top to bottom. The exeautiacycles. The delay i\ = 31 clock cycles, which constitutes
progress for each CC is depicted in Figure 11. The inpuasmaximum decoding latency dfz.. = n; x M x 31 + 37
Uy(0) andU;(0) (resp.U4(0) andUs(0)) feed ECNZ, (resp. clock cycles to decode a frame ael = 2.95 Mbps. Note
ECN4;,,). Note that only these two ECNs have both inputthat D is the maximum decoding throughput assuming that
directly connected to the RAMSs. All the other ECNs have dhere is a ping-pong input and output RAM to avoid idle times
least one input generated by an adjacent ECN. Because of bleéwveen the input loading of a new codeword and the output
latency contraints of the ECN, ECN1and ECN4,, provide of a decoded one.
their first output at CC2. These outputs activate EgNand The serial architecture has been synthetized on a Xilinx
ECN3;,, that deliver their first output at CC4. Virtex4 XC4VLX200 FPGA. Table Il presents the synthesis
Note that each ECN is in SFL after the generation of it®sults’ for three different frame lengths and code rates con-
first output. This means that at each of the following thregidering 8 decoding iterations and 6-bit quantization fguit
CCs, an NV output is delivered. Four different states ara théata (intrinsic LLR) as well as for the check-to-variablelan
possible for an ECN: variable-to-check messages. The proposed architeturdean
State 1: Non active. easily adapted for any quasi-cyclic ultra-sparse (ilg.= 2)

State 2: Generating first output. The sorter is nof3F(2)-LDPC code.
filled.
State 3: Generating a NV output. The sorter is NnoB. Emulation results

completely filled yet. . , .
d . To obtain performance curves in record time we have
State 4: Generating a valid output and the sorter

Implemented the complete digital communication chain on

i/sa;”(;ed' At this state, all the generated outputs a8 FPGA device. For this, the hardware description of the

The global CN execution is represented in Figure 11. At7these synthesis results do not include the ping-pong inpdibatput RAM



TABLE Il
POST-SYNTHESIS RESULTS OF THE SERIAL DECODER ARCHITECTURE FOR
DIFFERENT CODE LENGTHS AND RATES ON THEXILINX VIRTEX 4 FPGA

N=48,R=1/2 | N=72,R=112 | N=192,R=2/3
Slices 8727 (9%) 9277 (10%) 18758 (10%)
Slices Flip Flops 6330 6530 11712
Slices LUT 15906 (8%) 16894 (9%) 34846 (19%)
FIFO16/RAMBI6s|| 4 (1%) 4 (1%) 6 (1%)
Maximum
frequency (MHz) 64.15 62.53 61.33
Throughput
(Mbps) 1.77 1.73 2.95

TABLE Il

POST-SYNTHESIS AREA RESULTS FOR THE ENTIRE DIGITAL
COMMUNICATION CHAIN IN THE HARDWARE EMULATOR PLATFORM

Resources Slice Registers Slice LUTS
Virtex5 FX70T 44800 (100%) 44800 (100%)
C&Véifspc 44011 5 (0w 3 (0%)
PowerPC 440

DDR2  Memory || 2300 (5%) 1755 (4%)
Controller

LDPC-IP 8615 (19%) 14134 (32%)

different parts of the digital communication chain is raqdi

namely the source, the encoder, the channel and the deco
The source generates random bits that are encoded, BF
modulated, affected by a an Additive White Gaussian Noit
(AWGN), then demodulated and decoded. To emulate t
effect of AWGN in the baseband channel, we consider tt
Hardware Discrete Channel Emulator as in [46]. We us
the Xilinx ML507 FPGA DevKit which contains a Virtex5.
The PowerPC processor is available as hardcore IP in t
FPGA and can be used for software development. For practi
purposes, we developped a Human Machine Interface (HM
for the control of the emulation chain and the generation

10

=+~ SW simulation 8 iter
—e— HW emulation 8 iter
—=— HW emulation 20 iter
- - - BP floating point

FER

Eb/No

Fig. 12. Performance curves obtained with software sirarand hardware
emulation for a GF(64)-LPDC codéy = 192 symbolsR = 2/3. The number
of iterations for the BP is fixed to 100.

- =~ SW simulation
—e—HW emulation
- - - BP floating point

107

Eb/No

performance curves. This HMI consists of a web server/FTP

and its main advantage is being multiplatform, i.e. all th

control can be done through a web server. More details abcgﬁ}lt'

the emulator platform can be found in [47].

gg. 13. Performance curves obtained with software siruriand hardware
lation for a GF(64)-LPDC cod&y = 48 symbols,R = 1/2. The number

erations for the BP is fixed to 100.

Table Ill summarises the post-synthesis area results. -DPC

IP stands for the digital communication chain including th
NB-LDPC decoder. The PowerPC is mainly implemente
as hardcore IP, which explains that its cells requirement
negligible. The digital chain is a multi-cadenced systernere
the LDPC-IP block is cadenced at a frequency of 50 Mtz

We compared emulation and software throughputs for diffe
ent scenarios (i.e. different code rates and frame lengfing
speedup factor between software simulatfoand hardware
emulation was greater than 100 for all cases. The perforenai
results obtained with the hardware emulator platform we
compared to the EMS and BP simulation results. The numt
of iterations for the BP was fixed to 100. Figure 12 conside
a frame length ofV = 192 symbols and a code rafe = 2/3.

8Note that the maximum frequency of the LDPC-IP block is of 6fM
However, we select a frequency of 50 MHz because it is fasterdésign
tools to find a place-and-route solution for a system withdodrequency
constraints

=+~ SW simulation
—e—HW emulation
- - - BP floating point

FER

Eb/No

Fig. 14. Performance curves obtained with software sirarand hardware

emulation for a GF(64)-LPDC codey = 72 symbols,R = 1/2. The number

9performed on an Intel Bi-Quaix 2 GHz processor with 24 Go RAM of iterations for the BP is fixed to 100.

and 6144 Mo Cache



TABLE IV

SYNTHESIS COMPARISON OF STATEOF-THE-ART NB-LDPCDECODERS

COMPARISON WITH[28] IS DISCUSSED IN THE TEXT

The curves show the good agreement between simulation
emulation results. Also, a gain of about 0.5 dB can be obthine
when increasing the number of iterations from 8 to 20. T
emulation results show that no error floor appears (up to
FER of10~7). Note that the performance of the implementeﬁ1

decoder is at less than 0.5 dB of the BP performance.

Figure 13 and Figure 14 considBr= 1/2 with N = 48 and
N = 72 symbols, respectively. They both confirm the goo
agreement between emulation and simulation, and show t e%
the performance of the implemented decoder is at less tha
0.7 dB of the BP performance. The decoder generalization 2P

different frame lengths and code rates is also validated.

C. Comparison with other NB-LDPC decoder implementq_

tions

11

Note that the speed/area parameter is around 1 for [23][26]
and 0.74 for our design. As [23] and [26] consider GF
orders of 8 and 32, respectively, while our work considers

Zarammers 23] ] 7] ourwok | 4 — 64, this comparison shows the interest of our work
Target \Ij::r’t(gﬁzp \'j::r)t(ZQZP ~ ::eng vir- | in terms of performanc_e/area/thrqughput_trade—off. Muoezpo
Serallparalel || Serial paralel | Sparale S the reduced area r(_equwed for se_r|al archnecture_ sugtfests
Throughput 1 03 10 o8 more complex semi-parallel architecture can be implentente
(Mbps) T increasing the throughput of the decoding algorithm. Also,
Algorithm Mix Domain | Min-Max imized CNU) | EMS some effort should be dedicated to increase the maximum
Word length || 8 5 5 6 frequency of the design, knowing that the critical path is at
e | 1 10 ‘ the ECN.

Speed/area || 1 1.08 2.17 0.74 While revising our paper, the work of [28] was published.
L"@Z‘uency 997 106.2 150 613 There are many similarities between this work and ours: [28]
(MHz) uses the Bubble Check algorithm with the forward-backward
Mt 10-20 1 1 8 implementation and both papers use a reduced-complexity VN

processor. However, there are many significant differertes
érﬁJZS], the CN architecture is based on the Bubble-Check
algorithm while our CN architecture is based on the more
efficient and simplified algorithm called L-Bubble Check;
[28] proposes an interesting pre-fetching technique tha
ermits to reduce the critical path of the Bubble Check; 3)
e VN architecture in [28] is characterised by the use of the
first Ls_vn values of the Intrinsic messagéd vy < n.,)
for both computation of V2C messages and decision making.
guever, in our work, the VN architecture uses all the 64
rinsic values for the computation of the V2C message and
qy the first 3 values for the decision making. In terms of
complexity, similar results are obtained for a rate-1/2 NB-
LDPC decoder'!. The (960,480) NB-LDPC decoder imple-
mented in [28] consumes 12444 slice registers, 15099 slice
“UTs and operates at 100 MHz with a decoding throughput of
2.44 Mbit/s. A performance degradation of 0.5 dB is obtained

Table IV summarizes the comparison of the synthesis resudsmpared to the BP algorithm at a FER 4f*, n,, = 12

presented in [23] [26] [27] and our approach. Note that the Gindn;, = 10. In our implementation, the (72,36) NB-LDP&
order ) and the decoding algorithm is not the same for ea@dnsumes 6530 slice registers, 15906 slice LUTs and operate
implementation, so the comparison is quite approximative bat 62 MHz with a decoding throughput of 1.73 Mbit/s. The
allows us to place our work in the state-of-the-art of NB-LDP same performance degradation of 0.5 dB is obtained with
decoder implementations. In a general way, as we congider 5, = 12 andn;; = 8.
64, complexity increase and significant performance gain are
expected compared to [23], wheye= 8, and [26] [27], where D. Toward decoding of NB-LDPC of high field order
q = 32. The best speed-over-area ratio is presented by theTable V summarizes complexity of the main components
31-parallel ASIC implementation in [27], where the authoras a fonction ofn in the proposed architecture. Note that the
propose a trellis-Min-max algorithm for the CN processingzlag memory is the only component that has a size scaling
However, a performance loss of about 0.1 dB is to be expect@gth ¢ = 2™. As mentioned in section IV-B, thislag memory
compared tau,,, = 16-EMS decoding'®. allows to determine if a given intrisic messaé)“"" belongs
The serial implementation in [23] considegs= 8 and to the receivedC2V S messages (refer to section IV-B).
results in a 1-Mbps throughput and a synthesis on a Virtexafis task can also be done using an associated memory of
device that consumes 4660 slices. This area is considefgd words of sizem. If we do so, all the elements in the
as a reference for the normalized area comparison in Tabi€hitecture scale withn, i.e., logs(q), except for the GF
IV. Considering BP decoding, the GF(64) decoder woulghultiplier that scales inn? but represents a small part of the
lead to an increase of complexity frogby = 8% = 64 t0  overall decoder. In other words, doubling the size of thalfiel
Giour worg = 647 = 4096 (i.e. a factor of 64). However, asorder would only have a small impact on the architectural.cos
we consider the EMS algorithm (with,, = 12) the area is Thus, the use of CAM for th&lag memories opens the way
increased by only a factor 4 for the serial GF(64) decoder afsl efficient decoding of high-order NB-LDPC codes, such as
the performance is at less than 0.5 dB of the BP performance(256) or even higher.
for N = 192.

11The implementation of a rate-2/3 decoder is not consideng@g]
12Note that the size of the codeword does not have any impachen t
processing hardware but only on the memory size

10Note that the authors in [27] consider, = ¢/2, and clasicallyn, <<
q in the EMS.



TABLE V
COMPLEXITY AND PROCESSING TIME OF THE MAIN COMPONENTS AS A
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Component Complexity Number of clock cycles

IGM (Variable Node) m PE (see [32]) m

A m

eLLR (in VN) m 1

flag (in VN) qg=2" 1 [1]
U, V memories (in CN) word of sizen;, + m 1

GF multiplier m? 1

RAM y - X m words 1 2]
RAM V2C word size ofn, +m 1

(3]

VIlI. CONCLUSION [4]

This paper is dedicated to the architecture design of a
GF(64) NB-LDPC decoder based on a simplified version ol
the EMS algorithm. Particular attention was given to NB
LLR generation, VN update, codeword decision and reduced-
complexity CN processing. For a frame length of 192 symbold6]
the FPGA-based decoder implementation consumes 19 Kslices
on a Virtex 4 device and operates at 2.95 Mbps for §
decoding iterations. The implementation is also genezdliz
for other code rates and lengths and, in all cases, the hegdwa
performance is at less than 0.7 dB of the BP decoding;
performance. The integration of the decoder in a hardware
emulator platform provided emulation results showing that
no error floor appears up to a FER ab~7. A general [9]
comparison of our synthesis results with the existing works
shows the interesting performance/area/throughput-todfotef
our design. Moreover, as highlighted in the previous sactio
replacing theFlag memory in the VN by a CAM of sizer,,, [10]
makes that the architecture complexity scales,jnx m, (with
q = 2™). In other words, decoding very high-order field NBy,;
LDPC codes, such as GF(256) or even GF(4096), is feasible
with the proposed architecture.

From this work we can draw important conclusions aboli!
the implementation of EMS-like algorithms for NB-LDPC.
First, the design of the VN is as complex as the design BSl
the CN, even if most of the papers in the literature focus on
the CN implementation which is considered as the bottlenegl
of the decoder. Note that the high complexity of the VN is due
to the use of ordinate lists to represent the messages, w &(;31]1
constitutes a high overhead cost. Second, many compusation
in the CN are useless: among thg x n,, inputs, less than
3 X n,, are used in the output. Thanks to this point, it should®!
be possible to decrease the number of computations in the
CN to generate an output. To conclude, efficient decoding of
NB-LDPC is still an open field. Other techniques should bé7!
invented to represent messages and/or to process paétksh
and variable updates. [18]
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