
HAL Id: hal-00776104
https://hal.science/hal-00776104v1

Submitted on 15 Jan 2013

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

PID Switching Control for a Highway Estimation and
Tracking Applied on a Convertible Mini-UAV

Gerardo Ramon Flores, Luis-Rodolfo Garcia Carrillo, Guillaume Sanahuja,
Rogelio Lozano

To cite this version:
Gerardo Ramon Flores, Luis-Rodolfo Garcia Carrillo, Guillaume Sanahuja, Rogelio Lozano. PID
Switching Control for a Highway Estimation and Tracking Applied on a Convertible Mini-UAV. 51st
IEEE Conference on Decision and Control (CDC 2012), Dec 2012, Maui, HI, United States. pp.3110-
3115. �hal-00776104�

https://hal.science/hal-00776104v1
https://hal.archives-ouvertes.fr


PID Switching Control for a Highway Estimation and TrackingApplied on
a Convertible Mini-UAV

Gerardo Flores⋆, L.R Garcı́a Carrillo†, G. Sanahuja⋆, and R. Lozano‡

Abstract— This paper reports current work on development
and navigation control of an experimental prototype of a
new tilt-rotor convertible aircraft (Quad-plane Mini Unma nned
Aerial Vehicle). The goal of the work consists of estimatingand
tracking a road using a vision system, without any previous
knowledge of the road, as well as developing an efficient
controller for treat with situations when the road is not detected
by the vision sensor. For dealing with this situation, we propose
a switching control strategy applied in two operational regions:
road detected and no road detected. The exponential stability is
proved for the subsystem formed by the lateral position taking
into account the switching boundaries between the operational
regions. The control law is validated in the proposed platform,
showing the expected behavior during autonomous navigation.

I. I NTRODUCTION

Motivated by the theory of switching systems and the
need of developing effective Mini UAVs controllers and state
estimators, this research work deals not only with the attitude
and position stabilization problems, but also with performing
a path following mission. The goal is getting the Quad-
plane [1] to navigate autonomously and to follow the path
represented by a highway model (formed not only by lines
but also by smooth curves) with the aim of tracking ground
vehicles, exploring areas and monitoring roads as well as
highways. Once the Quad-plane has achieved its goal, it
can proceed to another distant target performing a transition
flight, from helicopter mode to airplane mode, and thereby
cover vast areas. In this work, we will focus on the hover
mode of the Quad-plane.

The road to be tracked is considered unknown, thus the
vehicle must estimate the path in real-time. Furthermore,
the mission must be performed in presence of external
disturbances, which are present in the translational dynamics
as well as in the attitude dynamics of the vehicle. Previous
research works [2] have shown that the PD controllers
work efficiently to stabilizing the attitude dynamics of the
Quad-rotor. Moreover, the PD controllers have proved to
be effective for navigation problems in Quad-rotors [3].
The aforementioned works were no dealing with external
disturbance problems causing that the vision system losses
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the artificial landmarks, which provides relative positionand
velocity of the vehicle. A switching strategy for estimating
the states of an airplane equipped with imaging, inertial and
air data sensing systems is introduced in [4]. The proposed
methodology demonstrates being capable of dealing with
instants of time when the visual detection of the landmark
fails. A proposed solution to handle the situation when the
image is lost, is to implement different controllers, whichis
appropriate since the use of a PD controller in the position
dynamics is not enough for attenuating disturbances (e.g.
winds gusts [5]). The analysis and control of a VTOL
aircraft at simulation level is shown in [6]. Here the authors
demonstrate the stability of the complete system divided in
three different modes using a common Lyapunov function.

A pointing downwards camera allows to estimate the
vehicle’s heading angle with respect to the road’s longitu-
dinal orientation, as well as the lateral distance that must
be corrected in order to navigate exactly over the road.
Two operational regions are defined with the purpose of
developing a switching control strategy for estimation and
tracking: the first one concerns the situation when the road
is detected, while the second one deals when it is not. Inside
these two regions, it is demonstrated that the system is stable,
in addition the system is proved to be stable in the time when
the switch between both regions occurs. This control was
tested in real-time experiments on the Quad-plane platform,
showing the expected behavior during the navigation task. It
is important to say, that all the vision and control algorithms
are embedded on the Quad-plane.

The body of the papers is as follows. In section II we
present the problem statement. Next, in section III the
model of the vehicle in hover mode is presented. After
that, the methods for estimating the states of the Quad-plane
are shown in Section IV. Section V presents a switching
control strategy as well as the stability proof. Section VI
presents the Quad-plane experimental platform. The behavior
of the Quad-plane during real-time experiments is shown in
Section VII. Finally, some conclusions and future works are
presented in section VIII.

II. PROBLEM STATEMENT

The road following procedure can be detailed as follows.
First, the vehicle performs an autonomous take-off, reaching
a desired altitudezd over the road. Then, the heading of
the vehicleψ, is controlled to obtain a parallel positioning
between the Quad-planex-axis xh and the longitudinal
direction of the highwayxr (Fig. 3). The Quad-plane forward
velocity ẋ is maintained constant while the distance between



Fig. 1. Experimental platform tracking the road.

xh and xr, expressed byey, is controlled and maintained
to a minimum value, achieving a flight path well aligned
and centered w.r.t. the highway at constant forward velocity.
Finally the Quad-plane performs a landing in a position near
to the end of the highway. All of these actions should be
accomplished completely autonomously without the previous
knowledge of shape of the highway and the terrain.

During some instants of time, the road that is being tracked
will not be detected in the camera’s image, due to occlusions
or image blurring, but this can also occur when the vehicle
experiences external disturbances causing the Quad-plane
to lose its stability and the navigation path. In the times
when the highway is out of the camera field of view, the
Quad-plane heading angle is controlled from theψ-angle
measurement that the IMU provides. In order to deal with
situations when the image is lost, a switching strategy is
proposed, which allows switching between two different
controllers (PD and PI).

III. M ODELING

In hover mode, the Quad-plane behaves like a conventional
Quad-rotor, then we use the well known mathematical model
of the Quad-rotor [2]. For the purpose of control we will use
the linear model (1) instead of the nonlinear version, since
in general the vehicle operates in areas where|θ| ≤ π/2
and |φ| ≤ π/2, these constraints are satisfied even when the
nonlinear model is used together with a feedback control [2],
[7]. The corresponding coordinate system is represented in
(Fig.2).

ẋ1 = x2 θ̇1 = θ2
ẋ2 = −θu1 θ̇2 = u2

ẏ1 = y2 φ̇1 = φ2

ẏ2 = φu1 φ̇2 = u3

ż1 = z2 ψ̇1 = ψ2

ż2 = 1 − u1 ψ̇2 = u4

(1)

IV. V ISION-BASED STATES ESTIMATION

A sufficiently smooth road is represented in the camera’s
image as a group of lines, (Fig. 3). A straight line in the
image can be seen as a segment of infinite length and whose
center of gravity belongs to the straight line [8]. Using the

Fig. 2. Coordinate systems: Inertial frame (F i) and Body-fixed frame (F b)

Fig. 3. Schema of the camera’s view.

probabilistic Hough transform method available in OpenCV
[9], a straight line will be represented asρ = x cos θ+y sin θ.
The center of gravity(xg, yg) of each line detected can be
computed asxi

g = cos(θ) andyi
g = sin(θ). Where the indexi

is related to the linei. Let’s define(xi
I , y

i
I) as the initial point

of the line, located below the image’s lower margin, and let
(xi

F , y
i
F ) be the line’s final point located above the image’s

upper margin. If the line has aρ > 0 positive parameter, the
coordinates(xi

I , y
i
I) and (xi

F , y
i
F ) will be computed as

xi
I = xg + ξ(− sin(θ)) ; yi

I = y0 + ξ cos(θ) (2)

xi
F = xg − ξ(− sin(θ)) ; yi

F = y0 − ξ cos(θ) (3)

whereξ is a known constant defining the line’s bounds. If
ρ < 0, (xi

F , y
i
F ) will be computed as in (2), while(xi

I , y
i
I)

will be computed as in (3). The parallel lines extracted from
the road’s projection on the image are grouped together
with the objective of obtaining a mean line, which will
uniquely represent the road in the image with a pair of
initial coordinatesxI =

xi
I

i
, yI =

yi
I

i
and final coordinates

xF =
xi

F

i
, yF =

yi
F

i
. Where i is the number of lines

representing the road,(xI , yI) stands for the initial road
coordinate and(xF , yF ) stands for the final road coordinate.



A. Relativeψ heading angle computation

The angle between the camera’sxc axis and
the point (xF , yF ) can be computed asψr =
arctan (yF − yI , xF − xI), this value is used for obtaining
the heading angleψd that will align the vehicle’s longitudinal
x-axis (xh) with the road’s longitudinal axis(xr), (Fig. 3).
Finally we can expressψd as

ψd = ψr +
π

2
(4)

the therm π
2

is added to adjustψd to zero whenψr is
vertically aligned withxh.

B. Lateral position with respect to the road

Lets consider an image-based distanceec
x along the cam-

era’s xc axis, which is defined between the road’s center
of gravity projection(xg , yg) and the vehicle’s center of
gravity projection (x0, y0), (Fig. 3). If xin > xfi, then
ec

x =
(

xI−xF

2
+ xF

)

− cw

2
, wherecw represents the image’s

width in pixels. IfxI < xF , xI must be replaced byxF and
vice-versa. Usingec

x, the lateral position of the aerial vehicle
relative to the road is estimated as

ey = z
ec

x

αx

(5)

where z represents the Quad-plane’s height andαx is the
focal length of the camera, in thexc direction.

C. Translational velocities estimation

By implementing an optical flow algorithm to the camera’s
image, translational velocities can be estimated. Consider
that the arrangement camera-vehicle is moving in a 3-D
space w.r.t. a rigid scene. When performing an optical flow
computation, the coordinates of the(xi, yi) features are
known, in fact, they all undergo the same movement. A
mean value for the optical flow can be expressed by using
all the tracked features as̄OFx = V̄OFx +KxV̄OFz + R̄OFx

and ¯OFy = V̄OFy +KyV̄OFz + R̄OFy
. The terms ¯OFx and

¯OFy are the optical flow means measured in the image
coordinate system, the relative depth is expressed asV̄OFz,
and Kx, Ky are constant scale factors depending on the
intrinsic camera parameters. The rotational optical flow terms
R̄OFx

and R̄OFy
are compensated and the pseudo-speeds

(V̄OFx
, V̄OFy

, V̄OFz
) are deduced, by using a similar ap-

proach than the one presented in [10]. This method provides

−z
V̄OFx

αx
= ẋ, −z

V̄OFy

αy
= ẏ and zV̄OFz

= ż, where we
are considering that the camera and Quad-plane arrangement
share the same movement, i.e.,(ẋc, ẏc, żc) = (ẋ, ẏ, ż).

D. States computation when the road is out of the camera’s
field of view

In a real experimental application, the image of the road
can be lost in certain moments. To address this problem, let’s
define a binary signals : [0,∞) → {0, 1} as

s(t) :=

{

0 road not detected at timet
1 road detected at timet

(6)

which allows to switch between two different strategies for
computing the vehicle’s states. We define also the time event
Ts0 as the time when the binary signal switches from1 to
0, andTs1 the time event when the binary signal switches
from 0 to 1.

First, consider the desired heading angle computation. The
equation (6) permits to define

ψs(t) = s(t)ψd(t) + (1 − s(t))ψIMU (Ts0) (7)

whereψd(t) is obtained from (4),ψIMU (Ts0) is the IMU’s
heading angle measurement atTs0, andψs(t) is the desired
heading angle that will be used in the Quad-plane embedded
controller. From this result, (7) allows switching from aψs(t)
generated by the imaging algorithm, and aψs(t) defined by
the IMU’s heading angle value at the time when the road
was not detected on the image.

Now, lets consider the vehicle’s lateral position estimation
when the road is out of the camera’s field of view. Equation
(6) permits to estimate

eys(t) = s(t)ey(t)

+ (1 − s(t))

(

ey(Ts0) +

∫ Ts1

Ts0

ẏ(t)d(t)

)

(8)

where ey(t) is obtained as in (5),ey(Ts0) is the lateral
position estimation atTs0, and ẏ(t) is the vehicle’s lateral
velocity obtained from optical flow estimation. From the
equation (8), it is possible to switch between two different
methods for estimating the vehicle’s a lateral position w.r.t.
the road. In the first method, the lateral position is obtained
from the road line detection in the camera’s image. The
second method uses the road’s position atTs0 in combination
with the integral ofẏ during the time the road is not being
detected by the imaging algorithm, i.e., during a time defined
by time eventsTs0 andTs1.

V. CONTROL STRATEGY

The proposed control strategy is based on the idea that
the global system (1) is constituted of two subsystems, the
attitude dynamics and the position dynamics, each one with
a time-scale separation between them [11]. From this fact, it
is possible to propose a hierarchical control scheme where
the position controller outputs desired attitude angles (θd, φd

andψd) which are the angles to be tracked by the orientation
controllers.

A. Attitude Control

The integral sliding mode control is used for stabilizing
the attitude dynamics of the Quad-plane. The approach is
explained for the pitch dynamics, but the same procedure
must be followed for generating the roll and yaw dynamics.
The error equation for the pitch sub-system is defined as
θ̃1 = θ1 − θ1d

. Lets choose the switching function defined
in [12] as

ϕ(θ, t) = ˙̃θ1 + 2λθ̃1 + λ2

∫ t

0

θ̃1(τ) dτ (9)



In (9) the parameterλ is the slope of the sliding line,
which should accomplishedλ > 0 to ensure the asymptotic
stability of the sliding mode. The time derivative of (9) can
be calculated asϕ̇ = u2 + 2λθ2 + λ2θ̃1, and from the
sliding mode conditioṅϕ = 0, we find the equivalent control
u2eq

= −2λθ2 −λ2θ̃1. For obtaining a control law such that
θ̃1 remains on the sliding surfaceϕ(θ, t) = 0, ∀t > 0, we
propose the Lyapunov function candidatev(ϕ) = 1

2
ϕ2. A

condition for the stability of the pitch sub-system is satisfied
if we can ensure that the conditioṅv(ϕ) = 1

2

d
dt
ϕ2 ≤ η|ϕ|

holds for η ≥ 0. Thus, the system remains on the sliding
surface and the states go to the origin. Thenϕϕ̇ ≤ −η|ϕ|
and the controller must be chosen in a way thatθ1 =
u2eq

−Ksign(ϕ) whereK > 0.

B. Position Control

The movement in thex−y plane is generated by orientat-
ing the vehicle’s thrust vector in the direction of the desired
displacement. Then,θd andφd behaves as virtual controllers
for the positioning dynamics. The control proposed forz an
x, respectively, are defined by

u1 = kpz(z1 − z1d
) + kvz(z2 − z2d

) + 1 (10)

θd =
kpx(x1 − x1d

) + kvx(x2 − x2d
)

u1

(11)

wherekvx, kpx, kpz andkvz are positive real numbers.
1) y-Position Control: The lateral position control is

formed by a pair of PID controllers, one for the case where
the highway is detected and the other one for the case where
it is not. The PID controllers have different gains with the
goal of obtaining a behavior like a PD (when the highway
is inside of the camera’s field of view) and a PI (when the
highway is not detected) controller according to the gain
values chosen. The PD controller ensures a rapid response for
maintaining the vehicle’sy coordinate at a minimum value,
i. e., y = 0 [5]. The PI controller is used when the vehicle
looses the image of the highway, since at this moment a
switch to an alternative method for measuring theψ angle
andy position occurs. In both cases the control objective is
to regulate they1 state to the origin, i.e.y1d = 0.

The control schema when the line is detected, proposes a
feedback control law given by

φ1 =
1

u1

(−kL3y1 − kL4y2 + kLIξ) (12)

wherekL3, kL4 andkLI are positive real numbers. Here we
have introduced the additional stateξ, whereξ dynamics are
given by ξ̇ = y1d −y1 = −y1. Defining a distance nameddc

as the lateral position existing between the vehicle’s center
of gravity projection and the point where the camera loses
the image of the highway (Fig. 3), a change of coordinates
can be made such thatyd1

= y1 + dc and ẏd1
= yd2

= y2 is
its derivative. Thus, using the control (12), the closed-loop
system of they dynamics is given by

ẏd1
= yd2

ẏd2
= −kL3yd1

− kL4yd2
− kLIξ

ξ̇ = −yd1

(13)

with eyd
= (yd1

, yd2
, ξ)T . Then, (13) can be represented as

ėyd
= ALeyd

where

AL =





0 1 0
−kL3 −kL4 kLI

−1 0 0



 (14)

The control schema when the line is not detected proposes
the same structure given by (12), with the difference of
having a set of alternative gains. Thus, the closed-loop
system is represented byėyd

= ANLeyd
, where

ANL =





0 1 0
−kNL3 −kNL4 kNLI

−1 0 0



 (15)

herekNL3, kNL4 andkNLI are positive real numbers.
It is important to mention that in the experimental plat-

form, the gains were chosen experimentally, this resulted in
different values for both cases. When the road is detected,
the values were selected asKL3 = 1800, KL4 = 650 and
KLI = 1. Gains were selected askNL3 = 1800, kNL4 = 1
and kNLI = 20 for the case where the highway is not
detected.

C. y-Position Control Stability Analysis

In this section we prove the stability in each region as
well as in switching boundaries, i.e., when the gains of (12)
switch to alternative values.

It is possible to find a common Lyapunov function for
the closed-loop system formed applying the two controllers
of the lateral position dynamics [13]. However, under this
approach, same pole locations need to be chosen in the two
cases: when the highway is detected and when it is not.
For the present application different gain values are being
applied. Thus, we can define a state-dependent switched
linear system given by the closed-loop system and the
switching conditions

ėyd
=

{

ALeyd
if yd1

< 0
ANLeyd

if yd1
≥ 0

(16)

Note that each individual system in (16) is stable, since the
matricesAL andANL are Hurwitz.

Now, suppose that there exists a familyAp, p ∈ P of
functions fromℜn to ℜn, with P = 1, 2, ...,m defining the
finite index set. For the linear system case, this results in a
family of systemṡx = Apx with Ap ∈ ℜn×n. Now we define
a piecewise constant functionσ : [0,∞) → P with finite
number of discontinuities, named switching times, defined on
every bounded time interval. Thenσ gives the indexσ(t) ∈
P of the system that is active at each instant of timet.
The next theorem proves the stability of the whole system
including in the times where the switch occurs:

Theorem 1:Consider vectorstpq, symmetric matricesSp

with Ωp ∈ {x : xTSpx ≥ 0}, ∀p ∈ P having non-negative
entries and symmetric matricesPp such that:

AT
p Pp + PpAp + βpSp < 0, βp ≥ 0 (17)

0 < Pp − Pq + fpqt
T
pq + tpqf

T
pq for sometpq ∈ ℜn (18)



With the boundary betweenΩp and Ωq of the form {x :
fT

pq = 0}, fpq ∈ ℜn. Then every continuous, piecewiseC1

trajectory of the systeṁx = Aσx tends to zero exponentially.
Before proving Theorem 1, let’s use the following theo-

rem.
Theorem 2:The systemẋ = f(t, x), f(t, x) ≡ 0, is

exponentially stable on the regionD = {x ∈ ℜn|‖x‖ < r} if
there exists a Lyapunov functionV (t, x) and some positive
constantsc1, c2, c3, such that∀(t, x) ∈ [0,∞) × D0,
D0 = {x ∈ ℜn|‖x‖ < r/m}

c1‖x‖
2 ≤ V (t, x) ≤ c2‖x‖

2 (19)
∂V

∂t
+
∂V

∂x
≤ −c3‖x‖

2 (20)

where m is the overshot from definition of exponential
stability.

Proof: See [14], pp. 169.
Proof: [Proof of Theorem 1 ] The proof relies on the

Theorem 2, then using the Lyapunov function candidate
V (x) = xTPpx and assuming thatx(t) is continuous and
piecewiseC1, hence,V (t) has the same characteristics.
Premultiplying and postmultiplying the condition (18) byx,
the inequality on the left side of (19) is satisfied. In the
same way, inequality (20) follows if we premultiply and
postmultiply both sides of (17) byx.

VI. EXPERIMENTAL PLATFORM

A. Quad-plane platform

The control algorithm is implemented on the the Gumstix
computer that is based on a 720 MHz ARM Cortex-A8 CPU
with 512MB Flash memory. It is the heart of the embedded
system and constitutes the Flight Control Computer (FCC).
The control law is executed in real-time at a 100 Hz
frequency. Inertial measurements are provided at 100 Hz by
means of a 3DMGX3-25 Inertial Measurement Unit (IMU)
from MicrostrainR©. For more details of the experimental
platform see [1].

B. Embedded vision system

The embedded vision system includes a PlayStationR©

Eye camera, and a Flying Netbook computer, where the
vision algorithms are programmed. The camera is capable of
providing 120 images per second of a 320 X 240 resolution.
The camera is used for observing the scene below the vehicle
and record the image and video. The translational velocity in
the x − y plane is obtained from an optical flow algorithm,
which is based on the pyramidal Lucas-Kanade method.

C. Ground station

The helicopter is communicated wireless to a ground
station PC where a graphical user interface (GUI) allows
monitoring and controlling the Quad-plane. The user can vi-
sualize, in real-time, graphics representing the measurements
from the on-board sensors as well as graphics representing
the control law computation.
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Fig. 4. Behavior of the Euler angles during the experiment. The system
was disturbed in theψ angle att = 34s.

VII. E XPERIMENTAL RESULTS

The strategies for states estimation and control proposed in
Section IV and V, were validated in real-time experiments,
which can be described as follows. An autonomous take-off
is performed, where the goal is to achieve a desired altitude
of 0.70 m over the road. Once at this height, the helicopter
can detect the road, which allows orientating its heading
and stabilizing its lateral position, achieving a flying path
well centered over the road. The vehicle is then required to
navigate forward at a desired speed of1 m/s, regulating its
heading angle and lateral position w.r.t. the road. Once the
vehicle is near to the end of the road segment, the landing
is performed autonomously, and the vehicle descends slowly
to the ground.

The switching between the two states estimation ap-
proaches is illustrated in figure 7. The graphic on the middle
represents the time instants where the line is being detected
(s = 1) and where the line is not being detected (s = 0).
The upper graphic represents the desired heading angle as
computed from (7). The lower graphic represents the lateral
position error as computed from (8). As we can see in the
figures 4, 5, 6, 7 and 8, the vehicle was perturbed inψ angle
and in they position. It is important to say that the graphs
showed corresponds at the experiment that can be seen at
http://www.youtube.com/watch?v=fAQvSXPAG5Q

VIII. C ONCLUDING REMARKS

One limitation that we have seen in the real-time exper-
iment was related to the maximum velocity in which the
Quad-Plane can estimate and track the road. Due to the
limitation on time of the vision algorithm the vehicle has
a limited speed.

The zeno behavior was no studied in the theoretical part
of the work, but in practice, this phenomena does not occur
in real-time experiments. However, a study related on this
phenomena should be treated on future works.



0 10 20 30 40 50 60

0

5

10

time[s]
x

[m
]

0 10 20 30 40 50 60
−1

0

1

time[s]

y
[m

]

0 10 20 30 40 50 60
0

0.5

1

time[s]

z
[m

]

Fig. 5. Position of the vehicle during the experiment. The system was
disturbed in they position att = 26s andt = 45s.

0 10 20 30 40 50 60
−50

0

50

time [s]

u
2

 

 

0 10 20 30 40 50 60
−50

0

50

time[s]

u
3

0 10 20 30 40 50 60
−50

0

50

time[s]

u
4

Fig. 6. Control inputsu2, u3 andu4 of (1).

0 10 20 30 40 50 60

−10

0

10

20

time[s]

Ψ
s

[d
eg

]

0 10 20 30 40 50 60

−1

0

1

time[s]

s

0 10 20 30 40 50 60
−1

0

1

time[s]

y
[m

]
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Future work will focus on the development of a hybrid
control for switching not only controller gains but also
control strategies.
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Fig. 8. x − y plane of the navigated path. In this figure we show the
switching effect in the lateral position dynamics (see peaks in (x, y) =
(2.4,−0.55), (x, y) = (4.6, 2.2) and (x, y) = (5.45, 3.15)) when the
system is disturbed and the camera losses the highway image.
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