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Abstract

In this work, we are interested in the modeling of spray polydispersion in size as well as size-velocity correlations, which may greatly influence the evaporation and the dynamics of the disperse phase. Vié et al. 2011 proposed a new model called Coupled Size-Velocity Moment method (CSVM), which handles the polydispersion using the NDF reconstruction proposed in Kah et al. 2011 for size distribution, a velocity reconstruction and adapted numerical methods for moments evolution. Here, the CSVM is evaluated in a Frozen Homogeneous Isotropic Turbulence. Results show the ability of the method to capture the statistical information of a turbulent flow with a minimal number of moments. As soon as a numerical scheme for unstructured grid is provided, the CSVM would be an interesting approach for complex simulations in industrial codes.

Résumé

Une méthode de moments d’ordre élevé pour la simulation d’écoulements diphasiques polydisperses. Dans ce travail, nous nous intéressons à la modélisation de la polydispersion en taille des sprays et la prise en compte des corrélations taille-vitesse, qui peuvent grandement influencer l’évaporation et la dynamique de la phase dispersée. Vié et al. 2011 ont proposé un nouveau modèle appelé Coupled Size-Velocity Moment method (CSVM), qui prend en compte la polydispersion avec la stratégie de reconstruction de la NDF proposée dans Kah et al. 2011 pour la distribution en taille, une reconstruction de la vitesse, et des méthodes numériques adaptées pour l’évolution des moments. Ici, le CSVM est évalué sur une Turbulence Homogène Isotrope Figée. Les résultats montrent la capacité de la méthode à capturer toutes les caractéristiques importantes de ce type d’écoulement avec un nombre minimal de moments. Dès qu’un schéma pour maillages non-structurés sera proposé, le CSVM deviendra une approche intéressante pour des simulations complexes avec des codes industriels.
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1. Introduction

As numerous industrial applications involve the injection of a liquid fuel in a gaseous flow field (automotive engines, aeronautical combustors, industrial furnaces...), dedicated modeling and numerical methods are expected in order to provide predictive simulations. However, the full injection process experiences several physics which are difficult to simulate simultaneously, and which result in a dispersed liquid phase.

In this work, we are interested in the simulation of this dispersed liquid phase resulting from the atomization of the liquid jet. In this perspective, Eulerian methods seem really interesting for several reasons: ease of parallelization, coupling with the Eulerian gas phase and a more natural coupling with the primary atomization methods than Lagrangian methods [1]. For monodisperse (one size per position and time) and monokinetic (one velocity per position and time), two-fluids models or Equilibrium Eulerian approaches can be used (for a review, see [1]). But as the physics of the dispersed phase become more and more complex, the modeling effort increases. The literature tends to address separately two main issues: the polydispersion in size and the multi-velocity aspects. Concerning the multi-velocity for monodisperse flows, some works are dedicated to the effects of the turbulence on a dispersed liquid phase [2, 3, 4, 5] by means of an uncorrelated energy which acts as additional pressure and diffusion in the limit of close-to-equilibrium velocity distributions. For far-from-equilibrium and trajectory crossings aspects, the problem is addressed by moments methods with quadrature closures [6, 7, 8], and in [9, 10] the authors also propose a new approach that aims at describing both issues using a Multi-Gaussian quadrature. Concerning the polydispersion in size, three types of method can be envisaged: Multi-fluid approaches which divide the size space into sections [11, 12, 13], moment methods with quadrature closures [14, 15], and moment methods with continuous NDF reconstruction [16, 17]. Some others studies had also tried to address polydispersion and multi-velocity aspects in a common framework [18, 19, 20].

To describe size polydispersion, the Eulerian Multi-Size Moment method (EMSM) of Kah et al. [16, 17], which is an hybrid approach taking advantage of high order moments as well as a discretization in size space to describe the NDF, has demonstrated its efficiency compared to others methods. But this method still has one drawback: it considers one velocity for all sizes, which would be too restrictive for wide Stokes number spectrum. Recently, Vié et al. [21] have developed the Coupled Size-Velocity Moment method (CSVM), which introduces the description of the velocity conditioned by the size in the NDF reconstruction. The authors demonstrates the ability of such approaches to reproduce size-conditioned dynamics even in extreme pathological configurations like the injection in a crossflow or the Taylor-Green Vortices, in order to assess the robustness of such an approach, and in more realistic configurations such as the weakly turbulent free jet. Furthermore, the CSVM method keeps the hybrid aspect of the EMSM, as multiple size intervals can be used to describe the NDF and the velocity conditioned by size.

In this work, the aim is to reach a higher level of validation, by investigating precise statistical informations. For this purpose, the proposed test case is a Frozen Homogeneous Isotropic Turbulence (HIT), in which we can examine important quantities such as segregation or mean size variance, which are of primary importance for evaporation, combustion or ignition. Results are compared to the 10 sections Multi-fluid, which captures the size-velocity correlations in the sense that every section has its proper velocity, but does not handle size-conditioned velocities inside each section. It is shown that the CSVM is able to reach the same level of accuracy as the Multi-fluid Approach using only 8 moments, compared to the 30 moments of the Multi-fluid (in 3D, it will be 10 versus 40).

The paper is organized as follows. First, we present the CSVM method, arguing on the differences with the EMSM, and the difficulties that arise from the new description of the kinetic level. Then we will apply this method to a Frozen HIT, and compare the results to a Multi-fluid approach which naturally accounts
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for a partial information of the size-velocity correlations and the EMSM which has only one velocity for all sizes.

2. The Coupled Size-Velocitý Moment method (CSVM)

In this section, the CSVM method is introduced. The moment problem that we want to solve is detailed with the two main issues that arise. The reconstruction strategies for the velocity and number density distributions against size, and the dedicated numerical methods that are used for the evolution of the moments set are finally presented.

2.1. The moment problem

We consider dilute sprays, so that there is no effect of the dispersed phase on the gas phase, and high Knudsen numbers, so that collisions can be considered with a very good approximation as negligible. The phase space of the NDF is limited to size \( S \) and velocity \( v \) in one dimension, leading to the following non-dimensional Population Balance Equation (PBE):

\[
\frac{\partial f}{\partial t} + v \frac{\partial f}{\partial x} + \frac{\partial}{\partial v} \left( u_g - v \right) f + \frac{\partial}{\partial S} (R_S f) = 0,
\]

where \( R_S = \frac{dS}{dt} \) is the evaporation rate which is constant in the case of \( d^2 \) evaporation laws and \( St = \frac{\tau_p}{\tau_g} \) is the Stokes number, i.e. the ratio between the relaxation time of the droplets and a reference timescale \( \tau_g \) for the gas phase. To solve this equation, we are looking at the moments of the NDF. In one dimension, these are defined by:

\[
M_l^i(t, x) = \int_{-\infty}^{\infty} \int_0^1 S^l v^i f(t, x, v, S) dv dS.
\]

The equation for \( M_l^i(t, x) \) is then:

\[
\frac{\partial M_l^i}{\partial t} + \frac{\partial M_l^{i+1}}{\partial x} = - \int_0^1 S^l \left( v^i - u_g v^{i-1} \right) f dS + R_S M_l^{i-1} + R_S \left[ \int_{-\infty}^{\infty} v^i S^l f(t, x, v, S) dv \right]_{S=0}^{S=1}.
\]

In this equation, the main issues concern the modeling of the second left hand side term (convection) and the third right hand side term (evaporation). The former is due to the fact that with a finite set of moments, the flux for the highest order moment equation is unclosed. The latter imposes the knowledge of point-wise values of the NDF at the edge of the size phase space to determine fluxes in size space, the sole contribution being the flux at zero size (there is no flux at \( S = 1 \), as the evaporation decreases the sizes, and there is no droplets beyond \( S = 1 \)), which corresponds to a disappearance rate of droplets that reach a zero size [17].

In order to close Eq. 3, a presumed shape for the NDF is needed. In the CSVM, as we aim at the description of the size-conditioned dynamics, we will consider a unique velocity for each size:

\[
f(t, x, v, S) = n(t, x, S) \delta(v - U(t, x, S)),
\]

where \( n \) and \( U \) depend on position and time, but also on droplet surface. At this point, a reconstruction method is needed to recover \( n(t, x, S) \) and \( U(t, x, S) \) from the knowledge of the moments.

2.2. Strategy for size reconstruction

The determination of \( n(t, x, S) \) is achieved using size moments \( M_0^l = \int_0^1 S^l n(t, x, S) dS \), so \( U(t, x, S) \) is not needed at this point. In this work we will considered four moments in size, but the method can
be extended to more moments. The CSVM uses the reconstruction strategy of the EMSM: \( n(t, x, S) \) is reconstructed using Entropy Maximization (EM)\([22, 17]\). The Shannon Entropy is defined by:

\[
H(f) = - \int_0^1 n(t, x, S) \ln n(t, x, S) dS.
\]

Associated with \( N \) moments constraints, the maximization of \( H(f) \) imposes the unique following reconstruction:

\[
n(S) = \exp \left( - \sum_{j=0}^N \zeta_j S^j \right),
\]

where \( \zeta_j \) are Lagrange multipliers. The following convex potential is then minimized:

\[
\Delta = \int_0^1 \left[ \exp \left( - \sum_{j=0}^N \zeta_j S^j \right) - 1 \right] dS + \sum_{j=0}^N \zeta_j M_{0j}.
\]

Indeed, its stationary points are given by:

\[
\frac{\partial \Delta}{\partial \zeta_i} = 0 \Rightarrow \int_{S_{min}}^{S_{max}} S_i \exp \left( - \sum_{j=0}^N \zeta_j S^j \right) dS = M_{0i}.
\]

Numerically, this non-linear system is solved using a Newton method: starting from initial choices \( \zeta = (\zeta_0, ..., \zeta_N)^T \), updated \( \zeta \) is defined from:

\[
\zeta^+ = \zeta - H^{-1}(M_0 - \langle X \rangle \zeta),
\]

where \( \langle X \rangle = (\langle x^0 \rangle \zeta, ..., \langle x^N \rangle \zeta)^T \) is the vector of approximated moments:

\[
\langle x^i \rangle = \int_0^1 x^i \exp \left( - \sum_{j=0}^N \zeta_j x^j \right) dx,
\]

and \( H \) is the Hessian matrix defined by \( H_{i,j} = \frac{\partial^2 \Delta}{\partial \zeta_i \partial \zeta_j} = \langle x^{i+j} \rangle \zeta \) for \( i, j = 0, ..., N \). In [21], three ingredients are added to the EM, compared to the initial work of Massot et al [17]. First, to be able to compute the integrals of any NDF, a Gauss-Legendre quadrature with an adaptive support is proposed in [21] and allows to reach a high accuracy with a minimal number of quadrature points (here 20 points are used). Second, a tabulated initial guess is used to increase the convergence rate of the Newton solver. Finally, the number of parameters of the EM is adapted at the border of the moment space within a controlled error.

2.3. Strategy for velocity reconstruction

For velocity reconstruction, size-velocity moments at first order in velocity are used. These moments depend on the reconstruction of \( n(t, x, S) \), so the size reconstruction must be performed before the velocity reconstruction. Hereafter, the reconstruction strategy for one dimension is proposed. In 2D or 3D, the
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1. The moment space is a subspace of \( \mathbb{R}^{N+1} \) where a moment vector can lead to an infinity of positive and realizable NDF, which is called the Hausdorff finite moment problem. At the border of the moment space, the NDF is uniquely determined, and corresponds to a measure solution, i.e. a sum of Dirac’s δ-functions.
reconstruction in one direction does not depend on the velocity of the other directions, so the multi-dimensional strategy is straightforward. The size-velocity moments are:

\[ M^l_1 = \int_0^1 S^l U(S)n(S)\,dS, \quad l = 0, N_v - 1. \]  

(11)

where \( N_v \) is the number of size-velocity moments that are used. To evaluate the velocity of each size, a reconstruction shape of \( U(t, x, S) \) is proposed. A constraint on this reconstruction is that droplets with a null size follow the gas phase: \( U(t, x, S = 0) = u_g \). Furthermore, to be able to represent all possible moment vectors, it is necessary to propose a reconstruction that can describe the full velocity moment space. The following power reconstruction is proposed:

\[ U(t, x, S) = u_g + \sum_{k=1}^{N_v} A_k S^{\alpha_k}, \]  

(12)

where \( A_k \) are the parameters used to control the size-velocity moments, and \( \alpha_k \) are user-determined with \( \alpha_1 < \alpha_2 < ... < \alpha_N \). Then, one can write:

\[ M^l_1 = M^l_0 u_g + \sum_{k=1}^{N_v} A_k \int_0^1 S^{\alpha_k+l} n(S)\,dS, \]  

(13)

which gives the linear system for the parameters vector \( A = (A_1, ..., A_{N_v}) \):

\[ P A = N', \quad P_{kl} = \int_0^1 S^{\alpha_k+l} n_l(S)\,dS, \quad N_l = M^l_1 - M^l_0 u_g. \]  

(14)

Considering the linear system, the only configuration for which this reconstruction will not be possible for a given moment vector corresponds to the zero determinant for matrix \( P \). This condition is reached for a Dirac’s \( \delta \)-function for the size distribution \( n(S) \). As the EM does not generate this type of distribution \(^3\), our reconstruction strategy can reproduce any moment vector given by the proposed method. The sole issue is that \( P \) may be badly conditioned where we are close to Dirac’s \( \delta \)-function. But in fact, the determinant of \( P \) becomes close to zero, and the problem is overdetermined, so that we can shift to a one-parameter reconstruction by checking the determinant value.

In this work, as the aim is to design a method with as few moments as possible, only one additional size-velocity moment per dimension will be used, compared to the original EMSM. So we use a reconstruction with two parameters \( \alpha_1 = 0.5 \) and \( \alpha_2 = 1 \), which is proven sufficiently accurate to describe moment evolution, and is an optimal choice in terms of reconstruction error for a two moment reconstruction \([21]\).

Finally, we emphasize on the fact that the proposed velocity reconstruction keep the hybrid aspect of the initial EMSM, meaning that we can use a discretization of the size space in a Multifluid context, as well as our high order moment description in each section. This is due to the fact that the linear system of the velocity reconstruction does not depend on the integration interval, but directly on moments. Furthermore, every size interval will keep an information of the gas phase velocity, even if the size interval does not contain the zero size, at which droplets are in equilibrium with the gas phase.

---

\(^2\) In \([18]\), an exponential reconstruction is proposed, based on the analytical solution of the relaxation of droplets at constant gas velocity. Although this is a physical and relatively smooth reconstruction, with good asymptotic predictions, this shape is not able to reproduce all the moment space, as it cannot capture inversions in the relative velocity between gas and droplets, which is a typical case in turbulence.

\(^3\) The EM cannot reproduce Dirac’s \( \delta \)-functions exactly, because of the presumed NDF, but can be as close as necessary from this type of distribution, under a given tolerance on moments.
2.4. Evaporation and drag force

The strategy for the evolution of the NDF through evaporation and drag force is presented. The method described in [17] is based on two main steps: the evaluation of the disappearance flux of droplets, and the evolution in size space. The strategy is extended to the evolution in velocity space through drag force. The derivation is shown for \( d^2 \) law and Stokes drag only (\( R_S = \text{cst} \) and \( \text{St}(S) = \text{St}^0 S \)), but the extension to complex drag and evaporation laws is straightforward, thanks to the quadrature step. The size reconstruction of the CSVM enables the computation of the disappearance flux of droplet \( F_l^i \) for each moment and for one time step \( \Delta t \):

\[
F_l^i = \int_0^{-R_S \Delta t} U(S)^i S^l n_l(S) dS,
\]

(15)
corresponding to the part of the distribution which reaches the zero size during one time step. The moments are then corrected:

\[
\tilde{M}_l^i = M_l^i - F_l^i.
\]

(16)
The evolution in phase space is determined by a CQMOM-like quadrature [7]:

\[
\tilde{M}_l^i = \sum_{k=1}^{2} w_k S_k^i U_k^i
\]

(17)
The evolution of the moments is done by evolving the weights and abscissas of the quadrature:

\[
\frac{dU_k}{dt} = -\frac{1}{\text{St}^0 S_k} (U_k - u_g), \quad \frac{dS_k}{dt} = R_S.
\]

(18)
The size and velocity after one time step are:

\[
S_k(t + \Delta t) = S_k(t) + R_S \Delta t,
\]

(19)
\[
U_k(t + \Delta t) = (U_k(t) - u_g(t)) \left( \frac{S_k(t) + R_S \Delta t}{S_k(t)} \right)^{-1} \frac{1}{\text{St}^0 R_S} + u_g(t).
\]

(20)
with the approximation of a constant gas velocity during the time step. With the updated quadrature, the new moments can be computed:

\[
M_l^i(t + \Delta t) = \sum_{k=1}^{2} w_k(t) S_k(t + \Delta t)^i U_k(t + \Delta t)^i.
\]

(21)

In the case of \( d^2 \) law and Stokes drag, the quadrature approximation for the moments evolution is proven to be efficient [17, 21]. For complex laws, this approach is still a good approximation of the real dynamics and a computationally efficient method, and keeps the moments inside the moment space.

2.5. Convection scheme

The physical space evolution is surely the most important part of the size-velocity correlations. As shown in [21], the constant velocity assumption, even if it leads to higher errors, does not lead to a completely different moment evolution in the velocity phase space. But in physical space, the dynamics will be significantly different. The moment equation for the convection in one dimension is:

\[
\frac{\partial M}{\partial t} + \frac{\partial F(M)}{\partial x} = 0,
\]

(22)
where $\mathcal{M} = (M_0^0, M_1^0, M_2^0, M_0^1, M_1^1)^T$ is the moment vector and $\mathcal{F}(\mathcal{M}) = (M_1^1, M_2^1, M_1^2, M_2^2, M_1^3)^T$ is the flux vector. For a constant velocity distribution, the fluxes are simple functions of the moments. In this case, a first order finite-volume scheme preserves the moment space, as it is positive definite and the scheme reconstruction generates realizable moments. The second-order scheme that preserves the moment space is much more difficult to design, and this issue raised in the literature [23] had been finally tackled in [16]. In the case of a continuous non-constant velocity, fluxes are now a complex function of the moments, and a first solution has been proposed in [21], but has not yet been implemented in 2D.

The proposed scheme is based on a kinetic flux splitting at the semi-kinetic level, in order to obtain a positivity-preserving and monotone scheme. The convection of each droplet size is driven by the following infinite semi-kinetic system for $S = [0, 1]$:

$$\frac{\partial n_j^n(S)}{\partial t} + \frac{\partial n_j^n(S)U_j^n}{\partial x} = 0,$$

$$\frac{\partial n_j^n(S)U_j^n}{\partial t} + \frac{\partial n_j^n(S)U_j^n}{\partial x} = 0.$$  \hspace{1cm} \text{(23)}

To solve this system, a first order upwind finite volume scheme is used:

$$n_j^{n+1}_j = n_j^n - \frac{\Delta t}{\Delta x} (F_{j+1/2} - F_{j-1/2}),$$

$$n_j^{n+1}_j U_j^{n+1}_j = n_j^n U_j^n - \frac{\Delta t}{\Delta x} (G_{j+1/2} - G_{j-1/2}),$$  \hspace{1cm} \text{(24, 25)}

where:

$$F_{j+1/2} = \min(0, U_{j+1}^n) n_{j+1}^n + \max(0, U_j^n) n_j^n,$$

$$G_{j+1/2} = \min(0, U_{j+1}^n) n_{j+1}^n U_{j+1}^n + \max(0, U_j^n) n_j^n U_j^n.$$  \hspace{1cm} \text{(26, 27)}

By integrating over size, the following scheme is obtained:

$$\mathcal{M}_j^{n+1} = \mathcal{M}_j^n - \frac{\Delta t}{\Delta x} (\mathcal{F}_{j+1/2} - \mathcal{F}_{j-1/2}),$$  \hspace{1cm} \text{(28)}

where the fluxes are splitted into positive and negative components:

$$\mathcal{F}_{j+1/2} = \int_0^1 S (\min(0, U_{j+1}^n) n_{j+1}^n U_{j+1}^n + \max(0, U_j^n) n_j^n U_j^n) \, dS = \mathcal{F}_{j+1}^- + \mathcal{F}_{j+1}^+,$$  \hspace{1cm} \text{(29)}

where $S = [1, S, S^2, S^3, 1, S]^T$ and $U_j^n = [1, 1, 1, 1, U_j^n, U_j^n]^T$. Using the size and velocity reconstructions these fluxes can be computed for every moments. To ensure the stability of the scheme, a CFL-like condition is imposed on the timestep, based on the maximum reconstructed velocity.

### 3. Application to an Homogeneous Isotropic Turbulence

The proposed test case is a 2D frozen homogeneous isotropic turbulence generated with the ASPHO-DELE code of CORIA, which solves 3D Low-Mach number gas phase Navier-Stokes equations [12]. The liquid phase is injected homogeneously in the domain at $t = 0$ with the same velocity as the gas phase. The turbulence is generated following the Pope spectrum for which the parameters are set to $p_0 = 4$, $c_L = 0.013$, $c_g = 0.105$ and $\beta = 5.2$ [24]. The droplet number density is constant and the Stokes numbers range based in the Kolmogorov time scale is $St \in [0, 1]$. Predicting this type of flows is important, as it is expected to exhibit the main effects of a turbulence gas field on a disperse liquid phase, i.e. the preferential concentration of particles in low vorticity zones which greatly influences for instance the
combustion or auto-ignition and will be of primary importance for final applications. This effect is highly size-conditioned, so that this test case is particularly interesting for qualifying the accuracy of the method.

In Fig. 1, number density at time $t = 3$ obtained with Lagrangian approach, EMSM, Multifluid with 10 sections and CSVM are compared. For the four approaches, the structures are very similar, even for EMSM which does not account for the size-velocity correlations. However it appears that the Lagrangian results are less diffuse than the Eulerian results. But at this point, we know that the Eulerian approach that we are using raise two issues: the missing modeling for high Stokes flows, and the first order numerical scheme. The missing modeling is the velocity dispersion that is accounted for in [2], which is due to the existence of an uncorrelated component for the motion of droplet in high Stokes flow. Here we do not account for it, but this will be investigated in future work, based on the methods in [3, 10]. The diffusive effect of a low-order numerical scheme was also assessed in [5]. The second order scheme proposed in [21] will be tested in perspective of this work. But in fact, our results can be compared to the Multifluid approach with a first order scheme and no velocity dispersion, as this method captures naturally the effects that are modeled in the CSVM, even if the size-velocity correlations are not continuously reproduced.

To analyse further the liquid field, Fig. 2 compares the number density for small droplets ($St \in [0, 0.1]$), medium droplets ($St \in [0.5, 0.6]$) and big droplets ($St \in [0.9, 1.0]$). Here it is clear that each section has its proper dynamics, as the segregation appears different and grows with the Stokes number. The CSVM and Multifluid approaches produce equivalent results whereas the EMSM, which has the same number density repartition for each size, cannot capture such size-conditioned dynamics.

To analyse the spatial dispersion of the particle in a qualitative way, we now examine the segregation of particles $G_{pp} = \langle (M_{00})^2 \rangle / \langle (M_{00}) \rangle^2$ and the spatial variance of the mean size $\sigma(S_m) = \sqrt{\langle S_m^2 \rangle - \langle S_m \rangle^2}$ where $\langle . \rangle$ denotes the spatial average over the full domain and $S_m = M_{00}/M_{00}$ is the mean size. The results are plotted in Fig. 3. First, we can notice that the EMSM, which sees only one droplet size with respect to the drag force, predicts a higher total segregation than CSVM and Multifluid, which see a polydisperse flow and produce the same results. More interesting, the sectional segregation (i.e. the segregation of each size intervals) are really similar for CSVM and Multifluid, for all sections. For the mean size variance, a perfect agreement between CSVM and Multifluid is also shown, demonstrating the ability of the method to capture a crucial information for evaporation and combustion.

To assess the accordance of CSVM and Multifluid approaches on local quantities, we investigate NDF and velocity distributions at three locations in the domain: in the center of a vortex where the number density is low, in a medium number density zone and in a high number density zone. The results are plotted in Fig. 4 and conclude on the full agreement between CSVM and Multifluid. In particular, the NDF is accurately captured by CSVM with only four moments in size, comparing to the ten size moments for Multifluid, and the velocity distributions are captured with only two moments per direction, comparing to the ten moments per direction of the Multifluid.

Finally, we will end by concluding on the computational time of our approach. For this case the CSVM needs 1580 seconds, whereas the 10 sections Multifluid needs 1260 seconds, so the method seem equivalent in terms of computational time. It remains that our method uses lower memory and storage space than Multifluid, which will be really important for implementation in industrial applications. To reduce this overcost comparing to the initial EMSM approach, two solutions are envisaged, which concern the computation of the integrals. Basically the computation of the moments and Jacobians matrices of the EM Newton Solver, and the fluxes of the convection scheme involves a Gauss-Legendre quadrature. Here, more than 80% of the computational time is spent in the computation of the integrals. To reduce this cost, a solution would be to reduce the number of moments to three and to use two sections instead of one. In this case, we have analytical solutions for the integrals, and the computational time would be significantly decreased.
Figure 1. Droplet number density at time $t = 3$: Lagrangian (upper left), Multifluid 10 sections (upper right), EMSM (lower left), and CSVM (lower right).

Figure 2. Droplet number density at time $t = 3$: Multifluid 10 sections (up) ad CSVM (down) for Stokes numbers $St \in [0, 0.1]$ (left), $St \in [0.5, 0.6]$ (center) and $St \in [0.9, 1.0]$ (right).
Figure 3. Total segregation (left), sectional segregation (center) and spatial mean size variance (right) against time: EMSM (dot-dashed line), Multifluid 10 sections (full line) and CSVM (dashed line). The arrow indicates growing Stokes numbers.

Figure 4. Number density functions (up), velocity in $x$ direction (middle) and in $y$ direction (down) at specific positions in the domain: Multifluid 10 sections (histograms) and CSVM (full line) inside a vortex (left), in a medium number density zone (center), and in a high density zone (right).
4. Conclusions and perspectives

In this work, the CSVM method has been evaluated on a Frozen Homogeneous Isotropic Turbulence. Results demonstrate the ability of this approach to achieve the same accuracy of a Multifluid method, using only 8 moments comparing to the 30 moments of the Multifluid. All essential features of the flow, such as the segregation or the spatial mean size variance are well captured, which is not possible with the EMSM which does not take into account the size-conditioned dynamics.

Now, to reach the implementation of such methods in industrial codes, some issues need to be handled. First a second order scheme is needed, and the scheme proposed in [21] will be tested. Second, the method has to be adapted to turbulent flows, for instance by coupling with the MEF of Février et al. [2]. Third, the computational cost of such method needs to be optimized, by using a more efficient way for evaluating integrals.

Then, the CSVM will be implemented in parallel solvers like MUSES3D to evaluate the method on 3D reactive configurations to assess its efficiency on flame dynamics and auto-ignition. Finally, it will be implemented in industrial codes such as AVBP or IFP-C3D, and will be applied on real complex configurations, like diesel injection or aeronautical burners.
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