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Plastic flow in solids with interfaces

Anurag Gupta∗ David. J. Steigmann†

November 22, 2011

Abstract

A non-equilibrium theory of isothermal and diffusionless evolution of incoherent interfaces

within a plastically deforming solid is developed. The irreversible dynamics of the interface are

driven by its normal motion, incoherency (slip and misorientation), and an intrinsic plastic flow;

and purely by plastic deformation in the bulk away from the interface. Using the continuum

theory for defect distribution (in bulk and over the interface) we formulate a general kinematical

framework, derive relevant balance laws and jump conditions, and prescribe a thermodynami-

cally consistent constitutive/kinetic structure for interface evolution.

keywords: Continuous distribution of dislocations, Finite strain elasto-plasticity, Incoherent interfaces,

Interface evolution.

1 Introduction

The motivation for the current work is derived from the processes in material evolution where a

moving interface plastically deforms the bulk material region, for example recrystallization and

impact induced plasticity [10, 25, 34]. The interface is taken to be a sharp surface separating

two distinct regions such as different phases (during phase transition), different crystals (in poly-

crystalline materials), and differently oriented single crystals (grain boundary), or a wave front
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during dynamic deformation. Even after we assume the processes to be isothermal and diffusion-

less and make simplifying assumptions about the bulk and the interface, the rich dynamics of an

interface offers a wide gamut of problems to the material scientist [43] and the mathematician [19]

alike. The challenge on one hand is to construct physical models which are amenable to experi-

mental verification and numerical implementation, and on the other hand to analyze the resulting

partial differential equations for their well-posedness and properties of the solutions.

The structural nature of the interface is characterized on the basis of its behavior upon relaxation

of local stresses. We call an interface incoherent if, upon relaxation, it is locally mapped into two

disjoint configurations. Otherwise, we call it coherent. An incoherent interface in an otherwise

defect-free solid, after stress relaxation, will result into two separate solids [6, 33]. Incoherency is

expressed in terms of the incompatibility of the distortion field and leads to interface dislocation

density as a smeared-out defect distribution (cf. Bilby and coworkers [2, 3, 5] and Ch. 2 of [43]).

The interfacial dislocation density along with its bulk counterpart contributes to the Burgers vector

for arbitrary closed curves (crossing the interface) in the body. If the interface is coherent then its

defect distribution, and consequently its contribution to the net Burgers vector, vanishes identically.

We consider plasticity to be a purely dissipative phenomenon driven by irreversible changes in

the microstructure. Even in the bulk, away from the interface, the evolution of plastic flow is a

complicated non-linear problem coupled with elasticity and non-local microstructural interactions.

Many of the underlying mechanisms remain poorly understood [35] and it is becoming increasingly

necessary to develop the theory at a microstructural level. One related concern is to understand the

plastic behavior at internal boundaries separating different phases or grains [27]. The plastic flow

behavior at such boundaries will depend on interface motion, relative distortion of the neighboring

grains, and the local shape (for example orientation and curvature). It is clear that a theory for

plastic flow at the interface cannot be, in general, modeled along the same lines as the theory

associated with the bulk.

Interfaces in solids, with an associated energy density, have been well studied in the context of

continuum thermodynamics. We note, in particular, the earlier work done to obtain equilibrium

conditions for coherent/incoherent interfaces within elastically deforming solids [26, 31, 32, 33].

These conditions were obtained by minimizing the total energy (bulk and interfacial) under ap-

propriate variations in the domain (see Remark 2.3 for further discussion). Gurtin and coworkers
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[6, 18, 20, 22] extended these results to dynamic interfaces and demonstrated the validity of equilib-

rium interfacial conditions in wider settings than were previously considered. Their methodology

relies upon a version of the virtual work principle where contributions from configurational forces

were considered in addition to those from classical forces. All these theories, however, assume

the bulk surrounding the interface to be defect-free and thus neglect any possibility of interaction

between interfacial and bulk defect densities. They therefore fall short of modeling the behavior

of interfaces in a plastically deforming medium. On the other hand, some recent strain gradient

plasticity models with interface energies dependent on (infinitesimal) plastic strains [1, 14, 15] incor-

porate interfacial flow rules along the same principles as those in the bulk. These relations furnish

boundary data for the bulk equations. While restricting themselves to infinitesimal strains, these

models also neglect any coupling with other processes (for example the motion and the relative

distortion of the interface).

Our aim is to generalize the above mentioned works by developing a continuum theory for

interface evolution in a plastically deforming solid under isothermal and diffusionless conditions.

Both the bulk and the interface are assumed to possess a continuous distribution of defects, whose

density is related to the local elastic and plastic distortion maps. The role of a relaxed manifold

is emphasized in the multiplicative decomposition of deformation gradient in the bulk and at the

interface. We restrict our developments to the point of positing specific kinetic laws and therefore

stop short of formulating complete boundary-initial-value problems. We however provide a detailed

description of the associated kinematics, derive all the necessary balance laws and jump conditions,

and use physical and material symmetries to restrict the form of constitutive/kinetic relations.

In particular, we derive local dissipation inequalities and highlight the interplay between various

dissipative mechanisms and the associated driving forces. The bulk behavior in this paper is

modeled after our recent work [16, 17] on bulk plasticity.

The central results in this paper are:

(i) The multiplicative decomposition of the interface deformation gradient is equivalently given

in terms of two sets of (interfacial) elastic and plastic distortions, cf. (2.87). Both of these coincide

for coherent interfaces.

(ii) The relation between an incoherency tensor and true interface dislocation densities, cf.

(3.32) and (3.33).
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(iii) The relationship between bulk and interface dislocation densities given in (3.44), which

also highlights the fact that interface dislocation density, unlike the bulk dislocation density, does

not have a vanishing divergence.

(iv) The dissipation inequality (4.36) arising due to interface motion, plastic flow at the interface,

and change in relative distortion across the interface. This inequality demonstrates the underlying

coupling between the interface motion, the tangential plastic distortion of the neighboring grains,

and the relative tangential distortion of the grains. It provides a starting point for developing

kinetic laws governing the out of equilibrium thermodynamic process. Otherwise, in thermodynamic

equilibrium, it furnishes additional balance laws to be satisfied at the interface.

(v) The restrictions on the form of kinetic laws, (4.62)-(4.64), due to various symmetries in the

model.

Our work furnishes the pre-requisite information about kinematics, dissipation, and the basic

requirements for constitutive equations needed for the formulation of complete boundary-initial-

value problems in the study of dynamic incoherent interfaces within plastically deforming solids.

We have divided this work into three parts. In the first, we prepare the necessary background

for studying the thermodynamics of energetic interfaces within a bulk medium. The second part

is concerned with the interface dislocation density as a measure of defect distribution over the

interface and its relation with the bulk dislocation density. The final part deals with the energetics

and kinetics of incoherent interfaces moving within plastically deforming solids. We make certain

constitutive assumptions about the nature of interfacial energies and use them to evaluate the

net dissipation at the interface. Motivated by the dissipation inequality, and exploiting various

symmetries of the physical space and the material, we formulate restrictions on kinetic laws at the

interface.

2 Preliminaries for the theory

In the following we prepare the ground work for the next two sections. Our discussion on the

kinematics and thermodynamics of surfaces, in Subsections 2.2 and 2.3, is largely based upon

the work of Gurtin and coworkers [6, 18, 20, 22] and Šilhavý [39, 40, 41]. Our derivation of the

interface dissipation inequality, cf. (2.70) or (2.76), is however different and appears to be new.

Similar relations were obtained in [6, 18, 22] within the framework of configurational mechanics
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[20].

2.1 Three-dimensional continuum

The translation space of a real three-dimensional Euclidean point space E is denoted by V. Let Lin

be the space of linear transformations from V to V (second order tensors). The groups of invertible

tensors, orthogonal tensors, and rotations are denoted by InvLin, Orth, and Orth+, respectively.

The spaces of symmetric, symmetric positive definite, and skew tensors are represented by Sym,

Sym+, and Skw, respectively. The determinant and the cofactor of A ∈ Lin are denoted by JA and

A∗, respectively, where A∗ = JAA
−T if A ∈ InvLin (superscripts T and −1 denote the transpose

and the inverse, respectively, and A−T = (A−1)T ). The space Lin is equipped with the Euclidean

inner product and norm defined by A ·B = tr(ABT) (B ∈ Lin) and |A|2 = A ·A, respectively,

where tr(·) is the trace operator.

We use both indicial as well as bold notation to represent vector and tensor fields. The compo-

nents in the indicial notation are written with respect to the three-dimensional Cartesian coordinate

system. Indices are denoted with roman alphabets appearing as subscripts. Summation is assumed

for repeated indices unless stated otherwise. Let eijk be the three-dimensional permutation symbol;

it is 1 if {i, j, k} is an even permutation of {1, 2, 3}, −1 if it is an odd permutation, and 0 if any

index is repeated.

Let κr ⊂ E and κt ⊂ E be the reference configuration and the spatial (or current) configuration

with translation spaces Vκr ⊂ V and Vκt ⊂ V, respectively. There exists a bijective map χ between

κr and κt; therefore for every X ∈ κr and time t we have a unique x ∈ κt given by

x = χ(X, t). (2.1)

We assume χ to be continuous but piecewise differentiable over κr and continuously differentiable

with respect to t.

The derivative of a scalar valued differentiable function of tensors G : Lin→ R (where R is the

set of all real numbers) is a tensor GA defined by

G(A+B) = G(A) +GA ·B+ o(|B|), (2.2)

where o(|B|)
|B| → 0 as |B| → 0. Similar definitions can be made for vector and tensor valued

differentiable functions (of scalars, vectors, and tensors). In particular, if the domain of a function
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is κr we denote the derivative by ∇; and if it is κt then we write grad for the derivative. Such

functions are called fields. The divergence and the curl of fields, on κr, are defined by (for w ∈ V)

Divw = tr(∇w), (Curlw) · c = Div(w × c), (2.3)

(DivA) · c = Div(AT c), and (CurlA)c = Curl(AT c) (2.4)

for any fixed c ∈ V. Similar definitions hold for fields on κt; in this case we denote divergence and

curl by div and curl, respectively. The material time derivative is the derivative of a function with

respect to time for fixed X; we denote it by a superimposed dot.

The particle velocity v ∈ Vκt is defined as v(X, t) = χ̇(X, t). If χ is differentiable at X, then

the deformation gradient F ∈ InvLin : Vκr → Vκt exists at X and is given by F = ∇χ. We assume

v and F to be piecewise continuously differentiable over κr; they (and their derivatives) are allowed

to be discontinuous only across the singular surface.

2.2 Singular surface

A singular surface (or interface) is a two dimensional manifold in the interior of κr (or κt) across

which various fields (and their derivatives) may be discontinuous, which otherwise are continuous

in the body. A singular surface in κr is given by

Sr = {X ∈ κr : φ(X, t) = 0}, (2.5)

where φ is a continuously differentiable function. The unit normal to the surface and the normal

velocity are defined by

N(X, t) =
∇φ

|∇φ|
and

U(X, t) = −
φ̇

|∇φ|
, (2.6)

respectively; the derivatives being evaluated at the surface. The projection tensor 1(X, t) which

map vectors in Vκr to vectors in TSr(X) ⊂ Vκr , where TSr(X) is the tangent space at X ∈ Sr such

that N ⊥ TSr(X), is given by

1 = 1− N⊗ N, (2.7)

where 1 is the identity tensor in Lin. Note that 1T = 1 and 11 = 1.

6



The jump in a discontinuous field (say Ψ) is defined on the singular surface and is denoted by

JΨK = Ψ+ −Ψ−, (2.8)

where Ψ+ and Ψ− are the limit values of Ψ as one approaches the singular surface from either side.

The + side is the one into which the normal to the surface points. Let Φ be another piecewise

continuous field. The following relation can be verified by direct substitution using (2.8):

JΦΨK = JΦK〈Ψ〉+ 〈Φ〉JΨK, (2.9)

where

〈Ψ〉 =
Ψ+ +Ψ−

2
. (2.10)

Derivatives on the surface We first introduce the general idea of derivatives on manifolds

embedded in a higher dimensional space (see for example [39, 41]). Let M ⊂ Lin be a manifold in

the space of tensors. The derivative of a scalar valued differentiable function of tensors g : M → R

is a tensor gA defined by (for {A,B} ∈ M)

g(A+ B) = g(A) + gA · B+ o(|B|), such that gAP (A) = gA, (2.11)

where o(|B|)
|B| → 0 as |B| → 0, and P (A) is the orthogonal projection onto the tangent space of M

at A. Similar definitions can be made for vector and tensor valued functions on manifolds.

Let f, v, and A denote a scalar, vector, and tensor valued field, respectively, on Sr. They are

differentiable at X ∈ Sr if they have extensions f , v, and A to a neighborhood of X in κr which

are differentiable at X. The surface gradients of f, v, and A at X ∈ Sr are defined by

∇S
f(X) = 1(X)∇f(X), (2.12)

∇S
v(X) = ∇v(X)1(X), and (2.13)

∇S
A(X) = ∇A(X)1(X). (2.14)

In the rest of the paper we will use the same symbol for both the surface field and its extension.

We define the surface divergence of v as a scalar field DivS v; and of A as a vector field DivS A

given by

DivS v = tr(∇S
v) and

c ·DivS A = DivS(AT c) (2.15)
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for a fixed c ∈ V. Moreover, we call v (or A) tangential if 1v = v (1A = A) and A superficial if

A1 = A.

Define the curvature tensor L by

L = −∇S
N. (2.16)

It is straightforward to verify that L = L
T (use (2.6)1) and LN = 0. Therefore, N is an eigenvector

of L with zero eigenvalue. Since L is symmetric, the spectral theorem implies that it has three real

eigenvalues with mutually orthogonal eigenvectors. Let the two nontrivial eigenvalues be ζ1 and

ζ2 with eigenvectors in TSr . The mean and the Gaussian curvature associated with the surface are

defined as

H =
1

2
(ζ1 + ζ2) and K = ζ1ζ2, (2.17)

respectively.

A function ϕ : (t− ε, t+ ε) → κr, ε > 0 is said to be a normal curve through X ∈ Sr at time t

if for each τ ∈ (t− ε, t+ ε), ϕ(τ) ∈ Sr and

ϕ′(τ) = U(ϕ(τ), τ)N(ϕ(τ), τ), (2.18)

where the superscript prime denotes the derivative with respect to the scalar argument. Define the

normal time derivative of a field on Sr by (cf. §II.3 of [44] and §179 of [45])

v̊(X, t) =
dv(ϕ(τ), τ)

dτ

∣

∣

∣

τ=t
. (2.19)

It represents the rate of change in v with respect to an observer sitting on Sr and moving with

the normal velocity UN of the interface. As an example, on differentiating (2.6)1 and using the

definitions for surface divergence and normal time derivative, we obtain

N̊ = −∇SU. (2.20)

Therefore, evolving surfaces Sr are parallel if and only if U is constant over Sr at any fixed time.

Compatibility conditions The continuity of deformation field χ(X, t) across Sr furnishes the

following jump conditions for the deformation gradient and the velocity field (cf. Ch. II of [44] and

Ch. C of [45]):
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JFK = k⊗ N and (2.21)

JvK + UJFKN = 0 ∀X ∈ Sr, (2.22)

where k ∈ Vκt is arbitrary. For U 6= 0 these relations can be combined to eliminate k,

UJFK = −JvK ⊗ N. (2.23)

Singular surface in the current configuration The image of the singular surface Sr in the

current configuration is given by

st = {x ∈ κt : ψ(x, t) = 0,with ψ(χ(X, t), t) = φ(X, t)}. (2.24)

The scalar function ψ is continuous but, in general, only piecewise differentiable with respect to its

arguments. The derivatives of ψ can suffer jump discontinuities at st. Differentiate ψ(χ(X, t), t) =

φ(X, t) (away from st) with respect to X (at fixed t) and t (at fixed X), and then restrict the result

to the surface, to obtain respectively,

∇φ = (F±)T (gradψ)± and

φ̇ = (gradψ)± · v± +

(

∂ψ

∂t

)±

, (2.25)

where ± indicates that either of + or − limit of the field can be used to satisfy the equation (due

to smoothness of φ across the singular surface), and ∂ψ
∂t

indicates the partial derivative of ψ with

respect to t at fixed x. Substitute (2.6) into (2.25) to get

(gradψ)±

|(gradψ)±|
=

(F±)−TN

|(F±)−TN|
=

(F±)∗N

|(F±)∗N|
and

−
1

|(gradψ)±|

(

∂ψ

∂t

)±

=
(gradψ)±

|(gradψ)±|
· v± +

U

|(F±)−TN|
. (2.26)

The compatibility relations (2.21) and (2.22) yield the + and − value of the expressions on the

right hand sides above identical, cf. (2.33) below. This leads us to define the normal to the surface

st and the spatial normal velocity by, cf. (2.6),

n =
(gradψ)±

|(gradψ)±|
and

u = −
1

|(gradψ)±|

(

∂ψ

∂t

)±

, (2.27)
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respectively; we obtain

n =
(F±)−TN

|(F±)−TN|
=

(F±)∗N

|(F±)∗N|
and

u = n · v± +
U

|(F±)−TN|
. (2.28)

The projection tensor 1̄(X, t) which map vectors in Vκt to vectors in Tst(x) ⊂ Vκt , where Tst(x)

is the tangent space at x = χ(X, t) such that n ⊥ Tst(x), is given by

1̄ = 1− n⊗ n. (2.29)

Surface deformation gradient and normal velocity For a continuous motion across the

surface, i.e. Jχ(X, t)K = 0 for X ∈ Sr, we define the surface deformation gradient F and the surface

normal velocity v on Sr as [22, 39]

F = ∇Sχ and v = χ̊. (2.30)

It is then easy to check that

F = F±
1 and v = v± + UF±

N. (2.31)

Tensor F satisfies detF = 0, which can be verified using (2.31)1 and det1 = 0. Moreover, we

have from (2.31)1 and (2.28)1,

FN = 0 and F
T
n = 0. (2.32)

Therefore, F1 = F and 1̄F = F. The cofactor F
∗ of F is defined by F

∗(a × b) = Fa × Fb for

arbitrary vectors {a,b} ∈ Vκr . Let {t1, t2} ∈ TSr(X) be two unit vectors such that {t1, t2,N}

forms a positively oriented orthogonal basis at X. Then

F
∗
N = F

∗(t1 × t2) = Ft1 × Ft2

= F±
t1 × F±

t2

= (F±)∗N, (2.33)

where in the third equality we have used (2.31)1. On the other hand, employ (2.32)1 to conclude

that F
∗
ta = 0 (a = 1, 2) and hence F

∗
1 = 0. Therefore, F∗ remains non-zero because (F±)∗N

does not vanish. According to (2.33), |F∗
N| is equal to the ratio j of the infinitesimal areas (on the

singular surface) in the current and the reference configuration. Use F
∗ = F

∗1 = F
∗
N⊗N to write

F
∗ = j(n⊗ N). (2.34)
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Hence |F∗| = |F∗
N| = j.

Following Penrose [37] we define a unique tensor F
−1, the pseudoinverse (or the generalized

inverse) of F , such that

F
−1

F = 1 and FF
−1 = 1̄, (2.35)

which also satisfies

F
−1 =

(

F±
)−1

1̄, (2.36)

as can be checked by direct substitution.

For F± ∈ InvLin there exist unique tensors R± ∈ Orth+ and U± ∈ Sym+ such that F± =

R±U±. For a non-invertible tensor F there exists a unique positive semidefinite tensor U ∈ Sym

and a (non-unique) orthogonal tensor R̄ ∈ Orth such that F = R̄U. These statements follow from

the polar decomposition theorem for invertible and non-invertible tensors. Recall (2.31)1 to write

F = R±U±
1. Tensor U thus satisfies U

2 = F
T
F = 1U±2

1. Define R = FU
−1, where U

−1 is the

pseudoinverse of U such that U−1
U = UU

−1 = 1. Tensor R is unique and satisfies

R
T
R = 1 and RR

T = 1̄. (2.37)

Moreover, tensor R̄ in the polar decomposition for F is related to R as R̄1 = R. The expression

F = RU (2.38)

provides a decomposition for F into unique tensors.

The surface gradient of normal velocity can be calculated from (2.31)2

∇S
v = F̊±

1− F±
N⊗ N̊− UF±

L, (2.39)

where, in addition to the definitions of surface gradient and normal time derivative, we have used

(2.16) and ∇v± = Ḟ±. Employ (2.31)1 and

1̊ = −N⊗ N̊− N̊⊗ N (2.40)

to rewrite (2.39) as

∇S
v = F̊1− UFL. (2.41)

Consequently it is only for a flat interface (L = 0) that we have ∇S
v = F̊1 (compare with ∇v = Ḟ).
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Remark 2.1. Let g be a scalar function on the interface given by g = ĝ(F,N). The arguments of

ĝ satisfy FN = 0 and |N| = 1 and therefore form a submanifold, say G, of Lin × V. The partial

derivatives g̃F and g̃N (with respect to F and N, respectively) are evaluated using an extension g̃ of

ĝ and restricting the result to G. Extension of ĝ is any smooth function defined over Lin×V such

that it is equal to ĝ on G. These partial derivatives lie in the tangent space of G and hence satisfy

(cf. (2.11); for a proof see Appendix B of [41])

g̃FN+ Fg̃N = 0 and N · g̃N = 0. (2.42)

In the rest of the paper we will use same notation for the function and its extension.

Remark 2.2. (Derivative of j) Use (2.33) and (2.34) to obtain

j2 = (Ft1 × Ft2) · (Ft1 × Ft2), (2.43)

where t1 and t2 are functions of only N; i.e., they are arbitrary orthonormal vectors orthogonal to

N. To find partial derivative jN fix F in (2.43) and differentiate it on a one-parameter curve in the

space of all unit vectors satisfying FN = 0. Apply the definition of cofactor and use (2.32)1 to get

jN = 0. Therefore, by (2.42), jFN = 0. On the other hand, differentiating j = |(F±)∗N| for fix N

yields

jF = jF−T . (2.44)

Hence the normal time derivative of j is given by (compare with J̇F = JF ḞF
−1 · 1)

j̊ = jF̊F−1 · 1̄. (2.45)

2.3 Balance laws and dissipation inequality

Assuming a purely mechanical environment and isothermal heat flow we obtain balance laws for

mass and momentum, and the dissipation inequalities both for material points on the interface and

away from it. We do not state the balance of energy since it is used, under isothermal conditions,

only to calculate the net heat flux during the dissipative process.

Surface divergence theorem and surface transport theorem In addition to divergence

and transport theorems for piecewise smooth fields on κr (see for example Ch. 3 of [38]) we
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will repeatedly use the following theorems for fields defined on Sr. For a vector field w ∈ Vκr

continuously differentiable on S ⊂ Sr

∫

∂S

w · νdL =

∫

S

(DivS w + 2Hw · N)dA, (2.46)

where ν ∈ TSr is the outer unit normal to the closed curve ∂S bounding S such that {N,ν, t} forms

a positively oriented orthonormal basis on ∂S with t as the tangent vector along ∂S. Moreover if

w is tangential, i.e. 1w = w, then w · N = 0 and (2.46) reduces to

∫

∂S

w · νdL =

∫

S

DivS wdA. (2.47)

The surface transport theorem for an evolving surface S within a fixed region Ω such that

∂S ⊂ ∂Ω is given by [23]

d

dt

∫

S

wdA =

∫

S

(ẘ − 2UHw)dA−

∫

∂S

wU cot θdL, (2.48)

where θ = arccos(N · N) and N is the outward unit normal on ∂Ω. If Ω is arbitrary then we can

always choose Ω with ∂Ω such that N ·N = 0 at all X ∈ ∂S i.e., orient ∂Ω in such a way that it is

orthogonal to S at all points on ∂S (cf. Figure 2). With this choice (2.48) reduces to

d

dt

∫

S

wdA =

∫

S

(ẘ − 2UHw)dA. (2.49)

Similar theorems hold for scalar and tensor fields on Sr.

Conservation of mass Assume no net mass transfer in an arbitrary volume of κr. Also assume

that there is no additional mass density associated with Sr. The statement of conservation of mass

then reduces to [38]

ρ̇r = 0 ∀X ∈ κr \ Sr, (2.50)

where ρr is the referential mass density of the bulk, and

UJρrK = 0 ∀X ∈ Sr (2.51)

i.e., either the normal velocity vanishes or the referential mass density is continuous across Sr.
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N

PN

b

ν

Pν

S = Ω ∩ Sr

∂Ω

Figure 1: Various forces acting on an arbitrary volume Ω ⊂ κr.

Balance of momentum The balance laws for linear and angular momentum can be either stated

as Euler’s postulates or can be deduced from the first law of thermodynamics [38]. Let Ω be a three-

dimensional open subset of κr with boundary ∂Ω such that S = Ω∩Sr is nonempty and ∂S ⊂ ∂Ω.

Let N ∈ Vκr and ν ∈ TSr be unit vectors normal to ∂Ω and ∂S, respectively. Let P ∈ Lin be the

bulk Piola stress and b ∈ V the specific body force vector. We assume the existence of a contact

force between two subsets of Sr along the curve of contact, which can be expressed in terms of

a linear map (given by interface Piola stress P ∈ Lin) acting on the normal to the contact curve

[21]. If there are no body forces associated with the singular surface then the balance of linear

momentum for Ω is given by (see Figure 1 where all the forces are shown)

d

dt

∫

Ω
ρrvdV =

∫

∂Ω
PNdA+

∫

Ω
ρrbdV +

∫

∂S

PνdL. (2.52)

Let P be superficial, i.e. P1 = P. This is motivated from the last term of the above equation

where PN ⊗ N does not contribute to the net force (since N is orthogonal to ν) and therefore can

be assumed to vanish without loss of generality. Integral equation (2.52) can be localized, using

the transport and divergence theorems, to [18, 22]

ρrv̇ = DivP+ ρrb ∀X ∈ κr \ Sr and (2.53)

UρrJvK + JPKN+DivS P = 0 ∀X ∈ Sr, (2.54)

where we have also used (2.50) and (2.51).
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The balance of angular momentum is given by

d

dt

∫

Ω
ρrr× vdV =

∫

∂Ω
r×PNdA+

∫

Ω
ρrr× bdV +

∫

∂S

r× PνdL, (2.55)

where r = x − x0 and x0 ∈ E is arbitrary. On using transport and divergence theorems and the

equations of balance of mass and linear momentum, it localizes to [18, 22]

PFT = FPT ∀X ∈ κr \ Sr and (2.56)

PF
T = FP

T ∀X ∈ Sr. (2.57)

Equation (2.57) implies that 1̄P = P. Indeed, use 1̄F = F to get 1̄PFT = PF
T . The desired result

follows upon using (2.31)1, the invertibility of F±, and P1 = P.

The interface Cauchy stress T ∈ Lin is a superficial tensor (T1̄ = T) which satisfies

∫

lt

Tν̄dl =

∫

Lt

PνdL (2.58)

for Lt (with normal ν) and lt = χ(Lt) (with normal ν̄) as curves on the referential and spatial

singular surface, respectively. Let {ν, t,N} be a positively oriented orthonormal basis on Sr. Define

t̄ ∈ Tst by t̄dl = F±
t. The triad {ν̄, t̄,n} then forms a positively oriented orthonormal basis on

st, where n is given by (2.28)1. Hence ν̄dl = j−1(F±
t× (F±)∗N)dL, which on repeated use of the

definition of cofactor simplifies to

ν̄dl = jF−TνdL. (2.59)

Stresses P and T are therefore related as (compare with P = JFTF−T , where T ∈ Lin is the bulk

Cauchy Stress)

P = jTF−T . (2.60)

The balance laws in the spatial configuration, equivalent to (2.53), (2.54), (2.56), and (2.57),

are given by

ρv̇ = divT+ ρb, T = TT ∀x ∈ κt \ st, (2.61)

jsJvK + JTKn+ divS T = 0, and T = T
T ∀x ∈ st, (2.62)

where ρ is the mass density with respect to κt and js = ρrUj
−1.
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Dissipation inequalities Let Ψ and Φ be the free energy densities per unit volume of κr and

per unit area of Sr, respectively. Assume that Sr has zero body force and kinetic energy density.

For an arbitrary volume Ω ⊂ κr, with S = Ω ∩ Sr nonempty and ∂S ⊂ ∂Ω, the mechanical version

of second law of thermodynamics (under isothermal conditions) yields

∫

Ω
ρrb · vdV +

∫

∂Ω
PN · vdA+

∫

∂S

Pν · vdL−
d

dt

∫

Ω

(

Ψ+
1

2
ρr |v|

2

)

dV −
d

dt

∫

S

ΦdA ≥ 0. (2.63)

A comment is in order for the term representing the power due to interfacial stress. At every

point on the curve ∂S the contact force (between the surfaces divided by the curve) is given

by Pν and the rate of change in displacement, with respect to an observer sitting on S (at the

considered point) and moving with velocity UN, is given by v. The change in displacement apparent

to the observer sitting on S but moving tangentially to the interface will depend on the chosen

parametrization and so will the resulting power. This is undesirable and therefore we use only v

to calculate the power expended at the interface. Gurtin and coauthors [6, 20, 22] have imposed

invariance with respect to tangential velocities in their formulation of configurational balance laws.

This is equivalent to the requirement of invariance under re-parameterizations of the interface.

Our viewpoint is different: We require (a priori) the mechanical power balance to be invariant

under re-parametrization and write it in a form that satisfies this invariance automatically. Thus

this requirement is automatically satisfied in the present formulation and accordingly yields no

non-trivial information.

Before we proceed let us clarify the nature of interfacial stresses. The interface stress P, in

contrast to the bulk stress, does not act on a fixed set of material points but rather on material

points momentarily occupying the surface S. This is in accord with the mechanism responsible for

surface tension in liquids. As the surface area increases, interstices are generated which are filled by

molecules from the bulk liquid. In this way the surface tension remains sensibly constant while the

surface area expands. Thus the matter occupying the surface does not actually stretch. Instead,

the surface changes its area due to the continuous addition of mass. This physical situation stands

in contrast to the treatment of surface tension in conventional continuum mechanics, in which the

surface is regarded as a material surface if the motion of the liquid, regarded as a closed set, is

continuous. In the conventional interpretation, surface tension is then a conventional force system

acting on a persistent set of material points. However, in the actual physical situation, the surface is

not material in the usual sense. Our framework accommodates such mechanisms while retaining the
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conventional interpretation of force. The contribution to mechanical power from interface stresses

(as in (2.63) above) is consequently obtained not by its action on material velocities but on v.

Using the transport, divergence, and localization theorems, (2.63) reduces to

P · Ḟ− Ψ̇ ≥ 0 ∀X ∈ κr \ Sr and (2.64)s
PN · v + U

(

Ψ+
1

2
ρr |v|

2

){
+DivS PTv − (Φ̊− 2UHΦ) ≥ 0 ∀X ∈ Sr, (2.65)

where, in obtaining (2.64), we have also used balances of mass and momentum. We now rewrite

(2.65) using the identities

JPN · vK = JPKN · v − UJPN · FNK, (2.66)

Jv · vK = 2JvK · v + U2J|FN|2K, and (2.67)

DivS PTv = DivS P · v + P · ∇S
v. (2.68)

Here (2.66) and (2.67) can be verified with the help of (2.9), (2.22), and (2.31)2 while (2.68) follows

from the chain rule of differentiation. These identities, in addition to (2.51) and (2.54), reduce

(2.65) to

U

(

N · JEKN+
1

2
U2ρrJ|FN|2K

)

+ P · ∇S
v − (Φ̊− 2UHΦ) ≥ 0 ∀X ∈ Sr (2.69)

or equivalently (on substituting ∇S
v from (2.41) and 2H = trL)

U

(

N · JEKN+
1

2
U2ρrJ|FN|2K

)

+ UE · L+ P · F̊1− Φ̊ ≥ 0 ∀X ∈ Sr, (2.70)

where

E = Ψ1− FTP and (2.71)

E = Φ1− F
T
P (2.72)

are bulk and interface Eshelby tensors defined over κr \Sr and Sr, respectively. Dissipation inequal-

ities (2.64) and (2.70), in addition to balance laws for mass and momentum, should be satisfied for

every process.

Remark 2.3. The present setting differs from that of Gurtin [6, 22, 20] as we do not consider any

explicit contribution from configurational forces in the global dissipation inequality (2.63) (compare

with Equations (21-6) and (21-19) in [20]); the final results however coincide. We demonstrate this

by assuming, for now, the interface energy density to be of the form Φ = Φ̂(F,N). Such energies
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∂S

Sr

∂Ω

∂Ω

NN

t Sr

Figure 2: A portion of ∂Ω intersecting with a portion of Sr along ∂S. N is the outward unit normal

to ∂Ω and N to Sr. t is the unit tangent along ∂S. Since Ω is arbitrary we can choose ∂Ω such

that t is parallel to c and N coincides with ν, where c ∈ TSr is defined in Remark 2.3 and ν ∈ TSr

is the outward normal to ∂S. This ensures that N · N = 0 and c · ν = 0 (cf. paragraphs following

(2.48) and (2.75)).

have been well studied in the contexts of phase equilibrium with interfacial energy [22, 33, 41]. The

surface stress is given by P = Φ̂F1. We can then obtain Φ̊ = P · F̊1− c · N̊, where c = F
T Φ̂FN− Φ̂N

is tangential. Substituting N̊ from (2.20) and using the chain rule of differentiation yields

Φ̊ = P · F̊1− U DivS c+DivS(Uc). (2.73)

Substituting it in (2.70) we get

U

(

N · JEKN+
1

2
U2ρrJ|FN|2K

)

+ UE · L+ U DivS c−DivS(Uc) ≥ 0 ∀X ∈ Sr. (2.74)

The term DivS(Uc) drops out of the inequality. Indeed after integrating (2.74) over S and applying

surface divergence theorem (2.47) this term takes the form

∫

∂S

Uc · νdL, (2.75)

where ν ∈ TSr is the exterior unit normal to ∂S. Since Ω is arbitrary and c is tangential, we can

choose ∂Ω such that c · ν = 0 (i.e., orient ∂Ω such that c is parallel to the tangent at every point
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on ∂S, cf. Figure 2). Upon localization of the resulting integral inequality we are finally led to

U

(

N · JEKN+
1

2
U2ρrJ|FN|2K + E · L+DivS c

)

≥ 0 ∀X ∈ Sr (2.76)

as a necessary condition for (2.63). The coefficient of U is the net driving force for the motion of a

coherent interface between two bulks phases. This coincides with the result obtained by Gurtin, cf.

Equations (21-10a) and (21-26) in [20]. The configurational shear τ appearing in those equations

from [20] is equal to c (see §2 of [41] in this regard). At thermodynamic equilibrium the driving

force vanishes thereby furnishing a balance relation to be satisfied at the interface. Such relations

were also obtained via energy minimization [26, 31, 32, 33]. Ours is a dynamical theory, whereas

results coming from energy minimization are really only relevant at equilibrium, and even then

only for stable equilibria.

2.4 Elastic plastic deformation

The idea of stress-free local configurations is central to our theory. We assume both the bulk and

the interface stress to be purely elastic in origin, wherein the deformation is measured with respect

to the stress-free configuration. In a recent paper [16] we demonstrated, using the mean-stress

theorem, that it is always possible to obtain a locally stress-free state (under equilibrium and in the

absence of external forces) by cutting κt into parts with arbitrarily small volume. Moreover, if these

sub-bodies cannot be made congruent in absence of any distortion then they do not form a connected

set in a Euclidean space. The material is then said to be dislocated with no global differentiable

map from κt to the disjoint set of sub-bodies [4, 28, 29, 30, 36]. The union of these unstressed

sub-bodies is a three-dimensional non-Euclidean smooth manifold, say M. A local configuration

in M is identified with the local tangent space, denoted by κi. The local map from κi to Vκt is

represented by H ∈ Lin. The absence of a global differentiable map renders H incompatible and

therefore, unlike F, it cannot be written as gradient of a differentiable map. The incompatibility

of H implies the existence of a continuous distribution of dislocations over κt (see the next section

for details).

The argument used for the existence of stress-free local configurations in [16] assumes smooth-

ness of bulk stress. If the stress field is non-smooth only over a set of measure zero, the stresses can

still be relaxed on neighborhoods arbitrarily close to the singular region and therefore everywhere

except over the set of zero measure. If singular regions have stresses associated with them, for
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example the surface stresses discussed above, then they also need to be relaxed. In the following

we show that this can be done under equilibrium and vanishing external forces if the surface st is

cut into infinitesimal areas.

To this end consider an arbitrary subsurface s ⊂ st and assume T to be continuously differen-

tiable over st. A simple calculation (using (2.62)1 without the inertial term) then yields

T̄ =
1

a

∫

s

Tda =
1

2a

{
∫

s

ρ(x⊗ JTKn+ JTKn⊗ x)da+

∫

∂s

ρ(x⊗ Tν̄ + Tν̄ ⊗ x)dl

}

, (2.77)

where T̄ is the mean interface Cauchy stress and a is the area of s. The mean stress therefore

vanishes if there are no external forces on s. According to the mean value theorem, there exists

x̄ ∈ s such that T(x̄, t) = T̄ (= 0). Let the area a become arbitrarily close to zero. Then, by

continuity of T, the surface stress T can be brought arbitrarily close to zero.

While cutting κt, care is needed with surfaces where the bulk stress is singular. The neighbor-

hood of a point on such surfaces is to be cut such that the length dimension parallel to the normal

(of the surface) is arbitrarily small compare to other length dimensions. This way we will be left

essentially with areas to be relaxed from stress, if any. The resulting stress-free configurations at

the singular interface are of dimension one less than those obtained from the bulk. Their union

forms a two dimensional smooth manifold N . A local configuration in N is identified with the

local tangent space of N . If the tangent space Tst(x) is mapped (locally) into two disjoint local

configurations in N , for reasons that will become clear below, then we call the singular interface

incoherent (at x). We denote the two local configurations by T γN and T δN (in rest of the paper, a

superscript γ will represent an association with T γN configuration and δ with T δN ; they are not to

be confused as indices). Otherwise, if the mapping is injective then we call the singular interface

coherent and denote the local configuration by TN . Incoherency of the interface implies a contin-

uous distribution of dislocations over the interface; we postpone the discussion on this aspect till

the next Section. The process of relaxation is illustrated through a cartoon in Figure 3.

Let K ∈ Lin be the local map from tangent space κi to Vκr at X ∈ κr \ Sr. Both H and

K are assumed to be continuously differentiable except on the singular surface. The following

decomposition

H = FK ∀X ∈ κr \ Sr (2.78)

is admitted (conventional plasticity theories usually represent tensors H and K−1 by Fe and Fp,

respectively). Since we demand unloading to be elastic in nature, we call H the elastic distortion.
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We identify K with plastic distortion, for reasons that will become apparent when we discuss

dissipation in Subsection 4.1. Define distortion maps on the surface

H
γ = H+

1
γ , Hδ = H−

1
δ and (2.79)

K
γ = K+

1
γ , Kδ = K−

1
δ, (2.80)

where superscripts γ and δ denote the association with the two local configurations in N at a fixed

material point. The projection tensors 1γ : V → T
γ
N and 1δ : V → T δN are given by

1
γ = 1− N

γ ⊗ N
γ and 1δ = 1− N

δ ⊗ N
δ, (2.81)

where Nγ and N
δ are unit normals to T γN and T δN , respectively. They are related to N and n as (cf.

(2.28)1)

n =
(H±)−TNα

|(H±)−TNα|
and (2.82)

N =
(K±)−TNα

|(K±)−TNα|
, (2.83)

where α = {γ, δ}. Here, superscript + appears with γ and − with δ (either pair can be equivalently

used to obtain n or N). Normals Nγ and N
δ will coincide only if the jump JH−1K (or JK−1K) across

the interface is of Hadamard’s rank one form, i.e. if JH−1K = h⊗n (or JK−1K = k⊗N for arbitrary

h and k). Otherwise they will be distinct, resulting in two distinct local configurations after stress

relaxation at each material point on the interface. The former case leads to a coherent interface

and the latter to an incoherent interface. Let jα (jαs ) be the ratios of infinitesimal area on Sr (st)

to local infinitesimal areas on TαN . They are given by

jα = |(K±)∗Nα| and jαs = |(H±)∗Nα| (2.84)

and are related to each other as

jαs = j (jα)−1 , (2.85)

where j is the ratio of infinitesimal area on st to Sr.

A straightforward calculation, using (2.82) and (2.83), confirms that

H
α = 1̄H

α, and K
α = 1K

α. (2.86)
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(i) Incoherent interface without bulk dislocations.

(ii) Incoherent interface with bulk dislocations.

F

CurlF = 0

JFK1 = 0

H

curlH−1 = 0

JH−1K1̄ 6= 0

K

CurlK−1 = 0
JK−1K1 6= 0
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CurlF = 0

JFK1 = 0

κr

κr

κt
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δ N
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Figure 3: A cartoon illustrating relaxed configurations. The rectangular blocks represent infinites-

imal neighborhood in the body. In case (i) the bulk is free of defects and therefore the relaxed

manifold consists of two disjoint global configurations which do not fit together at the interface.

When the bulk is dislocated, as in case (ii), the relaxed manifold is a collection of only local

configurations which do not fit together with each other.
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Therefore H
α map local configurations in N to Tst and K

α map local configurations in N to TSr .

Employing (2.79), (2.80), (2.86), and (2.31)1, and taking limiting values of (2.78), we are led to the

following multiplicative decompositions on the singular surface: (compare with (2.78))

H
α = FK

α ∀X ∈ Sr, with α = {γ, δ}. (2.87)

There exist unique pseudoinverse tensors (Hα)−1 and (Kα)−1 such that (here and elsewhere, no

summation is implied for repeated superscript α unless explicitly stated)

(Hα)−1
H
α = 1

α, Hα (Hα)−1 = 1̄, (2.88)

(Kα)−1
K
α = 1

α, and K
α (Kα)−1 = 1. (2.89)

Identities

(Hα)−1 =
(

H±
)−1

1̄ and (Kα)−1 =
(

K±
)−1

1 (2.90)

are then immediate, as can be verified by direct substitution using (2.79), (2.80), and (2.86). Here

superscript + is used to define (Hγ)−1 (and (Kγ)−1) and − for
(

H
δ
)−1

(and
(

K
δ
)−1

).

Finally, on the basis of our earlier discussion regarding F, we can obtain the following results

for interfacial elastic and plastic distortions: (compare with (2.34), (2.44), and (2.45))

(Kα)∗ = jα(N⊗ N
α), jαKα = jα(Kα)−T , jαNα = 0, j̊α = jαK̊α(Kα)−1 · 1, (2.91)

(Hα)∗ = jαs (n⊗ N
α), (jαs )Hα = jαs (H

α)−T , (jαs )Nα = 0, and j̊αs = jαs H̊
α(Hα)−1 · 1̄ (2.92)

for each α = {γ, δ}.

2.5 Symmetries of space and matter

To develop physically consistent constitutive models we need to exploit spatial and material sym-

metries as afforded by the structure of the space and the material. We will obtain restrictions

on the form of constitutive response functions (for example stress, energy, kinetic laws), both in

bulk and on interface, upon imposing their invariance under the symmetries. In this subsection we

discuss kinematical changes induced by the symmetries but postpone their application to response

functions until Section 4.
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Material frame indifference The material response is expected to remain invariant under

arbitrary changes in the frame of reference. For the case at hand this amounts to requiring invariance

under superimposed rigid body rotations. The motion transforms as x → Q(t)x + c(t), where

Q ∈ Orth+ and c ∈ V are functions of time only (arrow denotes the transformation), and the

deformation gradient as F → QF. We assume T → QTQT for Cauchy stress and therefore

P → QP.

The transformations for H and K, obtained by utilizing the constitutive framework of elastic

plastic deformation in [16], are given by H → QH and K → K; while for unit normal n it follows

from (2.28)1, n → Qn. All other unit normals: N and N
α are invariant, where α = {γ, δ}. As a

consequence 1̄ → Q1̄QT , 1 → 1, and 1
α → 1

α. Using these with (2.79) and (2.80), we obtain

H
α → QH

α and K
α → K

α. Moreover, (Hα)−1 → (Hα)−1
QT and (Kα)−1 → (Kα)−1, cf. (2.90).

Compatible changes in the reference configuration Our choice of reference configuration is

arbitrary as long as it is a connected subset of the Euclidean space. We define compatible changes

in the reference configuration as those maps which preserve its connectedness and Euclidean nature.

A constitutive response function should be invariant with respect to arbitrary compatible changes

in the reference configuration unless it is defined explicitly with respect to a particular reference

configuration (which is the case in conventional elasticity theories, where the reference configuration

is usually the stress-free configuration) [11, 12, 16].

At a fixed time consider a variation of κr from κr1 to κr2 defined by a continuous but piecewise

differentiable bijective map X2 = λ(X1), where X1 ∈ κr1 and X2 ∈ κr2 , with invertible gradient

A = ∇1λ, where ∇1 is the gradient with respect to X1. To maintain compatibility of λ at

the singular surface, tensor A can at most have Hadamard’s rank one jump discontinuity at the

interface, i.e. JAK = d ⊗ N1 for arbitrary d ∈ V. Local configurations in M and N , and the

global spatial configuration κt, all remain invariant under compatible changes in κr. Using obvious

notation we have K−1
1 dX1 = K−1

2 dX2 away from the interface, leading to

K2 = AK1, H2 = H1, and F2 = F1A
−1. (2.93)

The unit normal N1 ⊥ TSr1
at some X1 ∈ Sr1 changes to

N2 = j−1
A

(

A±
)∗

N1 (2.94)
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such that N2 ⊥ TSr2
at X2 = λ(X1) ∈ Sr2 , where jA is the ratio of infinitesimal areas on Sr2 and

Sr1 . Other unit normal fields, Nα (α = {γ, δ}) and n remain invariant. For interfacial distortions,

recall (2.79), (2.80), and (2.86) to write

K
α
2 = AK

α
1 and H

α
2 = H

α
1 , (2.95)

where A = A±
11. Moreover

(Kα)−1
2 = (Kα)−1

1 A
−1, (Hα)−1

2 = (Hα)−1
1 , and F2 = F1A

−1, (2.96)

where A
−1 is the pseudoinverse of A such that A−1

A = 11, AA
−1 = 12, and A

−1 = (A±)
−1
12, cf.

(2.35) and (2.36). Relations (2.96) can be verified by direct substitution using (2.88), (2.89), and

(2.90).

In fact, it turns out that A has to be continuous across the interface; i.e., d = 0. To show this

we start by noting the change in U1,

U2 = j−1
A JA±U1. (2.97)

This follows upon recalling the discussion leading to (2.28) and using | (A±)
−T

N1| = jAJ
−1
A± from

(2.94). For U2 to be single valued we require JA+ = JA− . Applying this to the identity JA+ =

JA−(1 + (A−)−1d · N1), cf. Equation (1.1.6) in [38], we get d · (A−)−TN1 = 0 i.e., d ∈ TSr2
. A

similar argument yields e ∈ TSr1
, where e satisfy JA−1K = e ⊗ N2. Next, consider an arbitrary

single valued scalar field, π, defined on Sr1 . Let π be invariant under the transformation. Denote

the normal time derivative of π with respect to Sr2 by
⋄
π. Use (2.94), (2.97), and the definition of

normal time derivative to get
⋄
π = π̊ + U2∇S

1π · 11(A±)−1
N2. Subtract these two equations (one

with superscript + and the other with superscript −) from each other, and use the continuity of
⋄
π,

π̊, and U2∇S
1π, to deduce 11e = 0 or, since e ∈ TSr1

, e = 0. Therefore, A−1 (or equivalently A) is

continuous across the singular interface.

We need to make two assumptions regarding the nature of A at the interface. We assume the

normal time derivative to remain invariant i.e.,
⋄
π = π̊ for arbitrary π and Å = 0. Both of these are

motivated by the requirement of dissipation, given in (4.18) below, to remain invariant under the

transformation in reference configuration. The former of these assumptions leads to 11A
−1

N2 = 0

implying

A−1 = hN1 ⊗ N2 + A
−1 (2.98)
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at the interface, where h = jAJ
−1
A . The second assumption, on using the definition of normal time

derivative, yields

∇1AN1 = 0. (2.99)

Finally, we evaluate the transformation of the curvature tensor L. Use (2.98) to rewrite (2.94)

as

N2 = hAN1. (2.100)

Differentiate it and apply (2.99), after noting the symmetry in the gradient of A, to get

L2 = hAL1A
−1. (2.101)

Material symmetry The concept of material symmetry is related to local configurations in the

relaxed manifold M. Let G be the symmetry group associated with local configuration κi. An

element G ∈ G then brings about a local change in κi, modifying distortions from H and K to HG

and KG, respectively, such that the constitutive response functions remain invariant. For solids,

G ⊆ Orth+. Consider, for example, the strain energy density W (H) (defined with respect to M).

Then, W (H) = W (HG). We assume the material to be uniform away from the interface thereby

allowing G to be discontinuous at the interface. Note that the material neighborhoods separated

by an interface can have distinct symmetry groups, as is generally the case with poly-crystalline

materials.

The situation at the interface is more involved. For an incoherent interface we have two disjoint

local configurations at each material point on Sr and each of these can have a distinct symmetry

group associated with it. Accordingly, we denote Gγ and Gδ as distinct symmetry groups associated

with local configurations T γN and T δN , respectively. Elements Gγ ∈ Gγ and Gδ ∈ Gδ thereby modify

distortions H± and K± to H±Gα and K±Gα, with α = γ when the superscript is + and δ when

it is − (no summation implied), such that constitutive response functions on the interface remain

invariant. Assume Gα ⊆ Orth+. This is sufficient to ensure that symmetry transformations neither

strain the interface nor bring about a change in its local area, as shown below. Under the action

of a symmetry map the interfacial normals N
γ and N

δ are modified to (Gγ)TNγ and (Gδ)TNδ,

respectively. This follows immediately on using Nanson’s formula and Gα ∈ Orth+. As a result

identity tensors 1α transform to 1
α′

= (Gα)T1αGα, where 1α
′
represent surface identity tensors

for transformed local configurations at the interface. Using these we can obtain the transformation
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for interface distortion tensors, defined in (2.79) and (2.80), as

H
α → H

α
G
α and H

α → H
α
G
α, (2.102)

where G
α = 1

αGα (no summation over α). Tensors Gα satisfy

G
α(Gα)T = 1

α, (Gα)TGα = 1
α′

, and |(Gα)∗| = 1. (2.103)

The last of these can be proved using (Gα)∗ = Gα and (1α)∗ = N
α ⊗ N

α (no summation on

α). Relations (2.103)2,3 ensure that symmetry maps do not introduce any additional strain at the

interface and bring about no change in its local area. The former of these claims follows upon

noting the definition of interfacial strains,

e
α =

1

2
(Cα − 1

α) , (2.104)

where C
α = (Hα)T H

α. The latter claim is a consequence of the fact that |(Gα)∗| represents the

change in the area of local configurations under the action of symmetry map.

Remark 2.4. (Continuous and discrete symmetry groups) If the symmetry group G is continuous

(for example isotropy or transversely isotropy) then the dislocation density α (defined in (3.22)

below) fails to be a characteristic of a body (cf. Theorem 8 in [36] and §1.2.5 in [12]). Indeed,

at a fixed time for a material point away from the interface, any two intermediate configurations

κi1 and κi2 are related by K2(X) = K1(X)G(X)A (cf. Theorem 2 in [36]), where G(X) ∈ G

and A ∈ InvLin is constant. If the symmetry group is discrete then K2(X) can be a smooth

field only if G is constant. However, for the continuous symmetry group, G can be a continuous

function of X. This leads to a uniquely defined dislocation density tensor only in the former case

(for details see the cited references). It should be noted that for metals such continuous symmetries

are, in practice, used to model a poly-crystalline material which, at a sufficient macroscopic scale,

is considered as a random aggregate of single crystals. To model a poly-crystalline material within

our framework, we would need to construct the theory at the level of an individual grain boundary,

which separates single crystals. This is precisely one of the motivations for the current work.

3 Continuum distribution of dislocations: bulk and interface

A distortion field (F, H, or K) is said to be compatible, away from the singular interface, if it is

given by the gradient of a differentiable vector field; and compatible at the interface if it admits a
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rank one jump of Hadamard’s type across the interface. Within our model we assume both H and

K to be incompatible, and F to be compatible, everywhere in the body at all times. As we shall

see below in Subsection 3.1, incompatibility of H (or equivalently of K) in effect contributes to

the Burgers vector for arbitrary circuits in κt (or κr) thus affording a relationship with continuous

distributions of dislocations. The vanishing of Burgers vector is equivalent to the compatibility of

distortion fieldsH andK in the region. However, caution is required when interpreting a continuous

distribution of dislocations in terms of a distribution of discrete dislocations. It is possible to have

multiple arrangements of discrete dislocations which correspond to the same continuous dislocation

density. This point, in the context of interface dislocation density, has been well illustrated in

Section 2.4 of [43]. Moreover, interface dislocation density can be represented by a two-dimensional

array of discrete dislocations only for low magnitudes of dislocation density. This follows from the

fact that individual dislocations cannot be placed arbitrarily close to each other (cf. Section 38 in

[10]). Similar remarks hold for bulk dislocation density.

The dislocation densities obtained in Subsection 3.1 are not invariant under compatible changes

in the reference configuration. This is unacceptable for a genuine measure of defect content which

should be independent of the choice of a reference configuration. We are led to obtain invariant

measures of bulk and interface dislocation densities which thus qualify as argument of constitutive

response functions associated with plastic evolution, cf. [12, 16] for bulk and Subsections 4.1 and

4.2 for interface.

The dislocation densities associated with bulk and interface are not independent of each other.

As shown in Subsection 3.3, the projection of the jump in bulk dislocation density along the

interface normal is related to the (surface) divergence of interface dislocation density. This relation

immediately proves that interface dislocation density, in contrast to its bulk counterpart, does not

have a vanishing divergence.

3.1 Interface dislocation density

Define Burgers vector

B(C, t) =

∫

C

K−1dX, (3.1)

where C is a close material curve which intersects Sr in finite number of points and K−1 is piecewise

smooth. The plastic distortion is singular on Sr and therefore the integral in (3.1) will have
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singularities only over a set of measure zero (a finite collection of points on a line constitute such a

set). Let AC be the area of the surface enclosed by C and let Γ = AC ∩ Sr be the curve which lies

at the intersection of AC and Sr. Use the Stokes’ theorem for piecewise continuous tensor fields

(see for example [16]) to obtain

∫

C

K−1dX =

∫

AC

(CurlK−1)TNCdA−

∫

Γ
JK−1KdX, (3.2)

whereNC is the unit normal field associated with AC . Let {t1, t2} ∈ TSr(X) be such that {t1, t2,N}

is a positively oriented orthogonal basis at X ∈ Sr. Orient t2 along the curve Γ so that dX =

t2dL = (N × t1)dL on Γ. Define a tensor field βr on Sr, the (referential) interface dislocation

density, such that

JK−1K(t1 × N) = βTr t1. (3.3)

Recognizing CurlK−1 as the (referential) bulk dislocation density, denoted by αr, the net Burgers

vector associated with C can be written as a function of dislocation densities:

B(C, t) =

∫

AC

αT
r NCdA+

∫

Γ
βTr t1dL. (3.4)

Writing JK−1K = JK−1K1 with 1 = N⊗N+ ta ⊗ ta (a = 1, 2), (3.3) leads to

JK−1K = k⊗ N− βTr ε(N), (3.5)

where k ∈ V is arbitrary and

ε(N) = t1 ⊗ t2 − t2 ⊗ t1 (3.6)

is the two dimensional permutation tensor density on TSr(X). It satisfies ε(N) = Rε(N)R
T for all

two dimensional orthogonal transformations R that preserve the orientation of TSr at a material

point. Therefore, any pair of vectors in TSr(X) which with N form a positively oriented orthogonal

basis may be used in the definition of ε(N).

Projecting (3.5) onto 1 and applying (2.90)2 yields

JK−1K1 = (Kγ)−1 − (Kδ)−1 = −βTr ε(N) (3.7)

which, on using ε2(N) = −1, leads to

βTr 1 = JK−1Kε(N). (3.8)

29



This determines the action of βTr on TSr(X). The action of βTr on N is indeterminate and may be

set to zero without loss of generality. Consequently we assume βTr to be superficial (i.e., βTr 1 = βTr )

and write

βTr = JK−1Kε(N). (3.9)

The interface Sr is coherent at X ∈ Sr if the Burgers vector as defined in (3.4) has no contri-

bution from the line integral for all closed curves C such that X ∈ Γ. Accordingly, Sr is coherent

at X ∈ Sr if and only if the interface dislocation density βr at X vanishes.

Proceeding in parallel we can derive the spatial form of above relations. In particular

JH−1K = h⊗ n− βTt ε(n) and βTt = JH−1Kε(n), (3.10)

where h ∈ V is arbitrary and ε(n) is the two dimensional permutation tensor density on Tst(x).

The tensor βt is the (spatial) interface dislocation density which satisfies βTt 1̄ = βTt . The Burgers

vector using spatial description is given by

b(c, t) =

∫

c

H−1dx =

∫

Ac

(curlH−1)Tncda−

∫

γ

JH−1Kdx

=

∫

Ac

(αt)
Tncda+

∫

γ

βTt t̂1dl, (3.11)

where c is a (closed) spatial curve enclosing area Ac (with unit normal nc) and γ = Ac ∩ st. The

tensor αt is to be identified with the (spatial) bulk dislocation density. The curve γ is parametrized

by arc-length l and has an associated tangent vector t̂2 such that the triad {t̂1, t̂2,n} forms a

positively oriented orthonormal basis on st.

The referential and spatial interface dislocation densities are not independent. To obtain the

relation start by noting that the jump in F−1 across the singular surfaces has the Hadamard’s form

JF−1K = a⊗ n with a ∈ V arbitrary. Using this and (2.78) together with

JH−1K = 〈K−1〉JF−1K + JK−1K〈F−1〉 (3.12)

we derive

h⊗ n− βTt ε(n) = 〈K−1〉a⊗ n+ k⊗ 〈F−T 〉N− βTr ε(N)〈F
−1〉. (3.13)

Nanson’s formula (2.28)1 ensures that 〈F−T 〉N is parallel to n. Multiplying (3.13) on the right by

ε(n) then furnishes βTt in terms of βTr ,

βTt = −βTr ε(N)〈F
−1〉ε(n), (3.14)
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while the normal component of (3.13) yields a relationship among a, k, and h:

h = 〈K−1〉a+ (n · 〈F−T 〉N)k− βTr ε(N)〈F
−1〉n. (3.15)

Remark 3.1. If K−1 is the gradient of a piecewise continuously differentiable deformation χp, i.e.

K−1 = ∇χp, then [45]

JK−1K = k⊗ N+∇SJχpK. (3.16)

The interface dislocation density, given by (3.8), then has the form

βTr 1 = ∇SJχpKε(N) = ∇JχpKε(N), (3.17)

where we have used the identity 1ε(N) = ε(N). This situation occurs when the bulk dislocation

density αr = CurlK−1 vanishes on either side of the interface and the dislocation distribution is

restricted to the singular surface Sr. An equivalent formulation holds with respect to the spatial

configuration. The previous work on incoherent interfaces [6, 33] has been in fact restricted to this

case with the exception of the paper by Cermelli and Sellers [9] who have developed the theory in

the context of crystal lattice vectors.

Remark 3.2. (Interface dislocation nodes) An interface dislocation node, as introduced by Bilby

[2], is the line of intersection of interfaces with dislocation density distributions. The analysis in

[2] is restricted to plane interfaces and infinitesimal strains. We extend it for curved surfaces and

finite distortions. Consider N surfaces intersecting at a line L ⊂ κr. Each surface has an associated

normal and a distribution of interface dislocation density. The following compatibility relation

holds in a neighborhood infinitesimal close to L

N
∑

i=1

JK−1(i)K = 0, (3.18)

where the index i in the superscript represents the i’th interface. This relation follows from the

observation that on passing around the line L (in a small neighborhood) one reaches the initial

material point; and (K−1(i))+ = (K−1(i+1))−, where (i+ 1) should be taken as 1 when i = N .

Use (3.5) to rewrite (3.18) as

N
∑

i=1

(k(i) ⊗ N
(i) − βT (i)r ε(N(i))) = 0. (3.19)
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Let t be the unit tangent vector field associated with line L. We can therefore choose vector

t
(i) ∈ T

S
(i)
r

at X ∈ L such that {t, t(i),N(i)} forms a positively oriented orthonormal basis at X ∈ L

for each intersecting surface. We also have, cf. (3.6),

ε(N(i)) = t⊗ t
(i) − t

(i) ⊗ t. (3.20)

On substituting this in (3.19) it follows immediately that

0 =

N
∑

i=1

JK−1(i)Kt =

N
∑

i=1

βT (i)r t
(i) (3.21)

at X ∈ L. The outer equality in (3.21) provides us with a compatibility condition relating the

interface dislocation density tensors of various intersecting surfaces. This can be compared to the

equation of conservation of Burgers vectors. Equivalently, in terms of the spatial surface dislocation

density, we can obtain
N
∑

i=1
β
T (i)
t t̂

(i) = 0, where t̂
(i) ∈ T

s
(i)
t

.

3.2 True interface dislocation density

A measure of the bulk dislocation density, invariant with respect to compatible changes in the

reference configuration, is given by [8]

JKK
−1CurlK−1 = α = JHH

−1 curlH−1. (3.22)

Tensor α is a map from a local configuration in M\N onto itself. It is, therefore, also invariant

under superimposed rigid body motions. The importance of α is perhaps most evident in its

appearance in constitutive response functions related to plastic flow (cf. [12, 16] and (4.68) below).

Response functions, if invariant under compatible changes in the reference configuration, cannot

depend explicitly on K and their dependence on ∇K is only through α [8, 11].

We now obtain an analogous measure for interface dislocation density. Consider two reference

configurations related by a compatible deformation with smooth gradient A (refer to Subsection 2.5

for the kinematics of a compatible change in the reference configuration). We impose the require-

ment that under a compatible transformation the Burgers vector is left invariant and consequently

∫

AC1

(Curl1 K−1
1 )TNC1dA1−

∫

Γ1

JK−1
1 KdX1 =

∫

AC2

(Curl2 K−1
2 )TNC2dA2−

∫

Γ2

JK−1
2 KdX2, (3.23)
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where AC2 = λ(AC1), Γ2 = λ(Γ1), and K2 = AK1 (cf. (2.93)). The area integrals in (3.23) are

equal, owing to the invariance of α, thereby reducing (3.23) to

∫

Γ1

JK−1
1 KdX1 =

∫

Γ2

JK−1
2 KdX2. (3.24)

Let ta and La be the unit tangent vector and the arc-length associated with Γa, respectively

(a = 1, 2). Then

t2dL2 = dX2 = AdX1 = At1dL1. (3.25)

Substitute dX2 from (3.25) into (3.24) and employ the arbitrariness of Γ1 to obtain

JK−1
2 KAt1 = JK−1

1 Kt1 (3.26)

for t1 ∈ TSr1
. Because t1 is otherwise arbitrary this relation is satisfied only if

JK−1
2 KA− JK−1

1 K = c⊗ N1, (3.27)

where c ∈ V is arbitrary. Project both sides of (3.27) on 11 and use (3.7) to get

βTr2ε(N2)A = βTr1ε(N1) (3.28)

or equivalently, on applying (2.95)1,

βTr2ε(N2)K
α
2 = βTr1ε(N1)K

α
1 (3.29)

with α = {γ, δ}. This leads us to define invariant (or true) interface dislocation densities βγ and

βδ by

βγ = βTr ε(N)K
γ and βδ = βTr ε(N)K

δ. (3.30)

Define the relative distortion tensor

M = (Hγ)−1
H
δ = (Kγ)−1

K
δ (3.31)

which is a linear map between two local configurations at a material point on the incoherent

interface. It was introduced by Ceremelli and Gurtin [6, 7] where it was called the incoherency

tensor. The second equality in (3.31) follows from (2.87). It is checked easily that M satisfies

M = M1
δ and M = 1

γ
M. Also, observe that

βδ = βγM. (3.32)

33



Substitute βTr ε(N) from (3.7)2 and use (3.31) to get

βγ = M
−1 − 1

γ and βδ = 1
δ −M, (3.33)

where M
−1 is the pseudoinverse of M such that M−1

M = 1
δ and MM

−1 = 1
γ .

If in the above analysis we substitute F for A we obtain, instead of (3.29), the following relation

βTt ε(n)H
α = βTr ε(N)K

α (3.34)

with α = {γ, δ}. The true interface dislocation densities can thus be equivalently expressed in

terms of elastic distortion.

For the incoherent interface the tangent plane (to the singular surface) in the reference (or

spatial) configuration is mapped (locally) into two tangent planes in the relaxed manifold. As a

result we have two measures, βγ and βδ, of true interface dislocation density for each X ∈ TSr (or

x ∈ Tst). This is in contrast to the bulk where, as pointed out in the beginning of this Subsection,

we have a single measure of invariant bulk dislocation density.

Remark 3.3. (Equivalence between different dislocation densities) With different measures of dislo-

cation density distributions, both in bulk and on interface, it is useful to investigate the possibility

of equivalence between them. The true bulk dislocation density, α, vanishes if and only if αr

(or αt) vanishes. This is evident from (3.22), where the determinants are positive and distortions

invertible. This however is not the case with their time derivatives. Similarly, the true interface

dislocation densities vanish if and only if βr (or βt) vanishes. This follows on using (2.88) and

(2.89) in (3.30) and (3.34). Their normal time derivative however might not all be zero at the same

instant.

3.3 Relationship between bulk and interface dislocation densities

We now relate the jump in bulk dislocation density across the interface with interface dislocation

density. An integral form of conservation of dislocations, for an arbitrary volume which intersects

the singular interface, is also obtained. Our discussion involves referential dislocation densities;

similar relations can be obtained using their spatial counterparts.

A compatibility condition for ∇K−1, discontinuous across Sr but otherwise smooth, is given by

[44, 45]

J∇K−1K = Q⊗ N+∇SJK−1K, (3.35)
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where Q ∈ Lin is arbitrary. In terms of indicial notation this is alternatively written as

JK−1
jl,kK = QjlNk + JK−1

jl K,m1mk. (3.36)

Multiply (3.36) throughout by eikl and use the definition of referential bulk dislocation density to

obtain (the subscript present, if any, in the bold notation is written as a superscript in the indicial

notation)

JαrijK = eiklQjlNk + eiklJK−1
jl K,m1mk. (3.37)

Using eiklNiNk = 0, the normal projection of (3.37) yields

JαrijKNi = eiklJK−1
jl K,kNi. (3.38)

The jump in K−1, given in (3.5), can be written in indicial notation as

JK−1
ij K = kiNj + βrkiǫ

(N)
kj . (3.39)

Replace JK−1
ij K from (3.39) in (3.38) to get

JαrijKNi = eiklkjNl,kNi + eikl(β
r
qjǫ

(N)
ql ),kNi. (3.40)

The first term on the right hand side vanishes since eiklNl,kNi = 0, which can be proved using (2.6)1

and the skew symmetry of eikl. Consequently (3.40) reduces to

JαrijKNi = βrqj,keiklǫ
(N)
ql Ni + βrqjeiklǫ

(N)
ql,kNi. (3.41)

We note the following two identities:

eiklǫ
(N)
ql Ni = 1qk and (3.42)

eiklǫ
(N)
ql,kNi = 2HNq. (3.43)

Relation (3.42) follows from the definition of ǫ
(N)
ql . The proof for (3.43), which is left to the reader,

is however more involved and requires calculating divergence of (3.42) and using ∇N = −L +

(∇N)N⊗ N, where L is the symmetric curvature tensor defined in (2.16).

Use (3.42) and (3.43) to write (3.41) equivalently as JαT
r KN = DivS βTr + 2HβTr N or

JαT
r KN = DivS βTr ∀X ∈ Sr, (3.44)
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given that βTr is superficial. This is an important result highlighting the nature of interface dislo-

cation densities (cf. DivS αT
r = 0 ∀X ∈ κr \ Sr). To expand on this we use the surface divergence

theorem (2.47). For an arbitrary surface S ⊂ Sr we have

∫

∂S

βTr νdL =

∫

S

DivS βTr dA, (3.45)

where ν is the outer unit normal to ∂S. In addition, use the divergence theorem for piecewise

smooth fields, and the identity DivαT
r = 0 away from S, to derive

∫

∂Ω
αT
r NdA =

∫

S

JαT
r KNdA, (3.46)

where N is the normal to ∂Ω. Combining (3.44), (3.45), and (3.46) yields

∫

∂S

βTr νdL =

∫

∂Ω
αT
r NdA (3.47)

as the integral law for conservation of dislocations in an arbitrary volume Ω ⊂ κr such that S =

Sr ∩ Ω 6= ∅.

If JαT
r KN = 0, i.e. there are no external sources to interfacial dislocation density, then (3.47)

reduces to
∫

∂S

βTr νdL = 0, (3.48)

which can be interpreted as the conservation law for interface dislocations. This is analogous to

the conservation law for αr according to which, for an arbitrary volume Ω ⊂ κr with Sr ∩ Ω = ∅,

∫

∂Ω
αT
r NdA = 0. (3.49)

Relation (3.49) imposes the restriction on bulk dislocations to not end arbitrarily inside Ω. A par-

allel interpretation in the context of interface dislocation densities is furnished by (3.48). Therefore

for a vanishing normal jump in αT
r an incoherent interface cannot end arbitrarily inside the solid.

Such an interface will either end at the boundary of the solid or at a surface dislocation node (see

Remark 3.2 above).

Remark 3.4. For moving interfaces (U 6= 0) we can derive an alternate expression for the jump in

bulk dislocation density. The jump in ˙K−1
jl can be expressed in terms of the normal time derivative

of JK−1
jl K as

JK−1
jl K̊ = UJK−1

jl,kKNk + J ˙K−1
jl K, (3.50)
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which is obtained by subtracting the normal time derivative of
(

K−1
jl

)−
from that of

(

K−1
jl

)+
.

Substituting (3.36) into (3.50) yields

UQjl = JK−1
jl K̊ − J ˙K−1

jl K. (3.51)

Replace Q in (3.37) from (3.51) to obtain

UJαrijK = −eiklJ ˙K−1
jl KNk + eiklJK−1

jl K̊ Nk + UeiklJK−1
jl K,m1mk (3.52)

as the jump condition for bulk dislocation density across a moving interface. This relation reveals

various sources in the production of bulk dislocation density (near the interface) as the interface

moves with velocity U . Observe that JαrK does not necessarily vanish for continuous K−1.

4 Interfacial plasticity: dissipation, energetics, and kinetics

Plastic flow is a dissipative process involving irreversible restructuring of the microstructure which

in turn affects the macroscopic behavior of bodies. Away from the interface the dissipation is

caused by evolution of plastic distortion. At the interface there are three dissipative mechanisms:

the motion of interface (governed by its normal velocity), the evolution of plastic distortion, and

the evolution of relative plastic distortion (incoherency). All these will, in general, be coupled

to each other. In the following we start with specific constitutive assumptions on the nature of

energy densities and stresses and then use them to evaluate the dissipation. The driving forces for

various dissipative mechanisms are obtained. Based on the list of dissipative fluxes and driving

forces general forms for kinetic laws are proposed and then simplified using invariance requirements

under various symmetries.

4.1 Dissipation inequality

We now revisit dissipation inequalities (2.64) and (2.70) assuming energy densities such that [16]

Ψ = J−1
K W (H) and (4.1)

Φ = (jγ)−1w(Hγ ,Hδ), (4.2)

where W is the bulk energy density per unit volume of a relaxed configuration κi and w is the

interface energy per unit area of a local configuration T γN (we can equivalently consider an interfacial
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energy per unit area of T δN ). While it is possible to include higher-order gradients at the interface

to reflect bending and other weakly non-local effects (as in [42]), it is our view that the present

’membrane-like’ model, in the spirit of the Gurtin-Murdoch model of interfaces [21], represents the

leading-order effects faithfully if the actual interfacial region is sufficiently thin (as distinct from

our present representation as an (infinitely thin) discontinuity surface). This issue represents a

direction for future research in interfacial plasticity.

Under the hypothesis of hyperelastic response (during elastic unloading), the bulk and interfacial

Cauchy stresses are assumed to be

JHT =WHHT and (4.3)

jγsT =
∑

α=γ,δ

wHα (Hα)T , (4.4)

respectively, where the summation is over both the local configurations in N at a fixed material

point on the interface. Recalling P = TF∗, in addition to (2.60), (2.85), and (2.87), leads to the

corresponding Piola stresses

JKP =WHKT and (4.5)

jγP =
∑

α=γ,δ

wHα (Kα)T . (4.6)

We note that relations (4.4) and (4.6) are motivated by the assumption that the total interfacial

Piola stress P is power-conjugate to interfacial deformation gradient F, as in (4.13) below.

The dissipation inequality in the bulk (2.64), on using (4.1) and (4.3), reduces to (see for

example [13, 16])

E · K̇K−1 ≥ 0 ∀X ∈ κr \ Sr, (4.7)

where E is the bulk Eshelby tensor defined in (2.71).

We now evaluate interface dissipation inequality (2.70) under the above constitutive assump-

tions. Use (4.2) to obtain the normal time derivative of interface energy density

Φ̊ = −̊jγ (jγ)−1Φ+ (jγ)−1
∑

α=γ,δ

wHα · H̊α. (4.8)

Additionally, note that wHαN
α = 0 (no summation) for α = {γ, δ} (cf. (2.42)1). Substituting j̊γ

from (2.91)3 into (4.8) then yields

Φ̊ = −K̊
γ(Kγ)−1 · 1Φ+ (jγ)−1

∑

α=γ,δ

wHα1
α · H̊α. (4.9)
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Taking the normal time derivative of (2.87) and using it to replace H̊α above leads to

Φ̊ = −K̊
γ(Kγ)−1 · 1Φ+ (jγ)−1

∑

α=γ,δ

(

wHα(Kα)T · F̊+ F
TwHα1

α · K̊α
)

. (4.10)

or equivalently (recall (4.6) and (2.89)1)

Φ̊ = −K̊
γ(Kγ)−1 · 1Φ+ P · F̊+ (jγ)−1

∑

α=γ,δ

(

F
TwHα(Kα)T · K̊α(Kα)−1

)

. (4.11)

This can be expressed succinctly on introducing

jγPγ = wHγ (Kγ)T and jγPδ = wHδ(Kδ)T (4.12)

as two components of the interface Piola stress such that P = P
γ+P

δ. Equation (4.11) can be then

rewritten as

Φ̊ = P · F̊− E
γ · K̊γ(Kγ)−1 + F

T
P
δ · K̊δ(Kδ)−1, (4.13)

where

E
γ = Φ1− F

T
P
γ (4.14)

is the interface Eshelby tensor associated with T γN . Define E
δ such that

E = E
γ + E

δ, (4.15)

where E is the total interface Eshelby tensor introduced in (2.72). Hence

E
δ = −F

T
P
δ. (4.16)

The apparent asymmetry in the definition of two interface Eshelby tensors, in (4.14) and (4.16),

is due to our use of an interface energy density measured per unit area of T γN . The dissipation

inequality (2.70), on replacing Φ̊ from (4.13), acquires the form

U

(

N · JEKN+
1

2
U2ρrJ|FN|2K + E · L

)

+
∑

α=γ,δ

E
α · K̊α(Kα)−1 ≥ 0 ∀X ∈ Sr, (4.17)

or

Uf +
∑

α=γ,δ

E
α · K̊α(Kα)−1 ≥ 0 ∀X ∈ Sr, (4.18)

where

f =

(

N · JEKN+
1

2
U2ρrJ|FN|2K

)

+ E · L (4.19)
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is the driving force associated with the normal motion of the interface and L is the curvature

tensor. The left side of inequality (4.18) is the net dissipation caused by a moving interface and

interfacial plastic flow. For a coherent interface the two local configurations T γN and T δN coincide,

and K
γ = K

δ (= K, say). The dissipation inequality (4.18) then takes the form

Uf + E · K̊(K)−1 ≥ 0 ∀X ∈ Sr, (4.20)

The interface Eshelby tensor appears naturally as the driving force for plastic flow at the

interface. This is comparable to the plastic behavior away from the interface, cf. (4.7), where the

bulk Eshelby tensor drives the bulk plastic flow. Moreover, it is clear from (4.18) that the normal

projections of plastic distortion rates, i.e. K̊
α
N
α, do not participate in dissipation. This is not

the case when the energy density depends explicitly on interface normals, as discussed briefly in

Remark 4.2 below.

Remark 4.1. (Area and volume preserving plastic flow) Assume JK = 1 and jα = 1 for α = {γ, δ}.

Therefore, the plastic distortion brings about no change in the volume and the area of bulk and

interface, respectively. The dissipation inequalities (4.7) and (4.18) are reduced to

FTP · K̇K−1 ≤ 0 ∀X ∈ κr \ Sr and (4.21)

Uf −
∑

α=γ,δ

F
T
P
α · K̊α(Kα)−1 ≥ 0 ∀X ∈ Sr. (4.22)

This form is similar to classical plasticity theories wherein the plastic flow is driven by stress rather

than the Eshelby tensor.

Remark 4.2. Consider an interfacial energy density of the form w̌(Hγ ,Hδ,Nγ ,Nδ) with explicit

dependence on the interfacial normals. Such energies (for coherent and unstrained interface) have

been used for example to model the anisotropy of the surface during crystal growth [24]. The

normal projections w̌HαN
α (for each α = {γ, δ}) are no longer zero, cf. (2.42)1, and they contribute

to the driving force for the normal evolution of plastic distortion. Indeed, the term

∑

α=γ,δ

(

w̌HαN
α · H̊α

N
α + w̌Nα · N̊α

)

(4.23)

has to be now appended to the left hand side of the inequality (4.18). Take normal time derivatives

of Hα
N
α = 0 and K

α
N
α = 0 to obtain H̊

α
N
α = −H

α
N̊
α and N̊

α = −(Kα)−1
K̊
α
N
α, respectively.
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Using these we can rewrite (4.23) as

∑

α=γ,δ

c
α · (Kα)−1

K̊
α
N
α, (4.24)

where cα = (Hα)T w̌HαN
α − w̌Nα , cf. paragraph before (2.73).

Interface energy density Invariance of w under a superimposed rigid body rotation requires

w(Hγ ,Hδ) = w(QH
γ ,QH

δ) (4.25)

for arbitrary Q ∈ Orth+ (cf. Subsection 2.5). Tensors Hα (α = {γ, δ}) admit polar decomposition

H
α = Rα

U
α, where Rα ∈ Orth are non-unique and positive semidefinite tensors U

α ∈ Sym are

unique (cf. (2.37) and (2.38)); Uα satisfy U
α = 1

α
U
α
1
α. Define R

α = H
α (Uα)−1, where (Uα)−1

is the pseudoinverse of Uα such that (Uα)−1
U
α = U

α (Uα)−1 = 1
α. Consequently relations R

α =

Rα
1
α and (Rα)−1 = (Rα)T hold, where (Rα)−1 is the pseudoinverse of Rα satisfying (Rα)−1

R
α =

1
α and R

α (Rα)−1 = 1̄. Therefore, we also have R
α (Rα)T = 1̄ and (Rα)T R

α = 1
α. To this end,

note the decomposition of interface elastic distortion tensors

H
α = R

α
U
α (4.26)

into two unique tensors.

Choose Q = (Rγ)T +N
γ ⊗ n; thus detQ = detRγ(Rγ

N
γ · n) = (detRγ)2(= 1), where the first

equality follows upon substituting R
γ = Rγ −Rγ

N
γ ⊗ N

γ in the expression for Q and then using

identity (1.1.6) from [38]. To prove the second equality, recall (2.92)1 to write

R
γ
U
γ
t1 ⊗ R

γ
U
γ
t2 = |(Hγ)∗Nγ |n (4.27)

and let ta ∈ T
γ
N (a = {1, 2}) be the two principal vectors of Uγ (the third one is given by N

γ) such

that {t1, t2,Nγ} forms a positively oriented orthogonal basis. The details are left to the reader.

Substitute the assumed Q in (4.25) to obtain

w = ŵ(Uγ , (Rγ)THδ) (4.28)

or equivalently

w = w̄(Cγ ,M), (4.29)

41



where C
γ = (Uγ)2 and M = (Hγ)−1

H
δ (= (Kγ)−1

K
δ) is the relative elastic (or plastic) distortion

between two local configurations at a material point on the incoherent interface, cf. (3.31). Tensor

M is a linear map from T δN to T γN and is related to true interface dislocation densities, as shown in

(3.33).

Additional insight is furnished by rewriting the dissipation inequality (4.18) with the interfacial

energy density given by (4.29). Recall (4.4) and define, cf. (4.12),

jγsT
γ = wHγ (Hγ)T and jγsT

δ = wHδ(Hδ)T (4.30)

such that T = T
γ + T

δ. The Cauchy stress tensor T is symmetric (cf. (2.62)2) and satisfies

T = 1̄T1̄. Unlike T, Tα (α = {γ, δ}) are not symmetric. Their asymmetric parts are related as

Skw(Tγ) = −Skw(Tδ) (since Skw(T) = 0), where Skw() denotes the skew-symmetric part of the

tensor (similarly let Sym() denote the symmetric part of the tensor). Noting that w̄M = 1
γw̄M1

δ

and w̄Cγ = 1
γw̄Cγ1

γ (cf. (2.42)1) we have, from (4.29) and (3.31)1,

˚̄w = Sym(w̄Cγ ) · C̊γ + w̄M · M̊

=
(

2HγSym(w̄Cγ )− (Hγ)−T w̄MM
T
)

· H̊γ + (Hγ)−T w̄M · H̊δ. (4.31)

The coefficient of H̊α above should be equal to wHα for each α = {γ, δ}. Exploiting this correspon-

dence and using (4.30) we get

jγsT = 2HγSym(w̄Cγ )(Hγ)T and jγsT
δ = (Hγ)−T w̄M(Hδ)T . (4.32)

Therefore, the dependence of w̄ on C
γ alone contributes to the total interface stress; and the

dependence on M to the dissipation, as shown below. Use (2.60), (4.6), and (4.12)2 to obtain

jγP = 2HγSym(w̄Cγ )(Kγ)T and jγPδ = (Hγ)−T w̄M(Kδ)T (4.33)

for interface Piola stresses. On the other hand, use the normal time derivative of (3.31)2 and the

definition (4.16) for Eδ to show

E
δ · K̊δ(Kδ)−1 = E

δ ·
(

K
γ
M̊(Kδ)−1 + K̊

γ(Kγ)−1
)

(4.34)

and thus
∑

α=γ,δ

E
α · K̊α(Kα)−1 = E · K̊γ(Kγ)−1 − (jγ)−1w̄M · M̊, (4.35)
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where we have used (4.16), (4.33)2, and (2.87). Substitute (4.35) into the dissipation inequality

(4.18) to obtain its alternate form

Uf + E · K̊γ(Kγ)−1 − (jγ)−1w̄M · M̊ ≥ 0 ∀X ∈ Sr, (4.36)

where f and E are given in (4.19) and (2.72), respectively. Hence there are three dissipative processes

active at an incoherent interface: the normal motion of the interface (driven by f), the evolution of

plastic distortion (driven by E), and the evolution of relative plastic (or elastic) distortion (driven

by (jγ)−1w̄M). The normal projections K̊
γ
N
γ and M̊N

δ do not contribute to the dissipation. If,

however, the energy density depends explicitly on interfacial normals then these normal projections

would also contribute to the dissipation, as discussed in a remark above. The dissipation inequality

as given in (4.18) or (4.36) has to be satisfied by all kinetic laws governing the irreversible process

of coupled plastic flow for an interface moving within a solid.

Next, we note the restrictions imposed by material symmetry on the form of interface energy

density. Recall the discussion in Subsection 2.5 and consider Gγ ∈ Gγ and Gδ ∈ Gδ, where Gγ and

Gδ are the symmetry groups associated with T
γ
N and T δN , respectively. The material response at

the interface remains invariant under the action of these groups. Therefore

w(Hγ ,Hδ) = w(Hγ
G
γ ,Hδ

G
δ), (4.37)

where G
α = 1

αGα, cf. (2.102) and (2.103). For the energy density given by (4.29) we require

w̄(Cγ ,M) = w̄((Gγ)TCγGγ , (Gγ)TMG
δ) (4.38)

to be satisfied by all elements of symmetry groups Gγ and Gδ. Indeed, under the action of these

symmetry groups Cγ = (Hγ)THγ transforms to (Gγ)TCγGγ , cf. (2.102); and M = (Hγ)−1
H
δ trans-

forms to (Gγ)−1
MG

δ, where (Gγ)−1 is the pseudoinverse of Gγ satisfying (Gγ)−1
G
γ = 1

γ′ and

G
γ (Gγ)−1 = 1

γ (here 1
γ′ represents the surface identity tensor for the transformed local config-

uration at the γ-surface). Finally, recall (2.103) and the uniqueness of the pseudoinverse to note

that (Gγ)−1 = (Gγ)T . These considerations provide a point of departure for the phenomenologi-

cal modeling of the behavior of incoherent interfaces which, contrary to coherent boundaries, are

affected by two possibly distinct symmetry groups.

Remark 4.3. The skew components of T
α are conjugate to the relative spin tensor across the
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interface. To elaborate, we write the normal time derivative of w in the form (using (4.30))

jγs ẘ =
∑

α=γ,δ

T
α · Lα, (4.39)

where Lα = H̊
α(Hα)−1. Decompose Lα into symmetric (Dα) and skew (Wα) parts. The tensors

Dα and Wα are identified as the stretching tensor and the spin tensor, respectively. Substitute the

decomposition in (4.39) to get

jγs ẘ =
∑

α=γ,δ

(

Sym(Tα) ·Dα + Skw(Tα) ·Wα
)

=
∑

α=γ,δ

Sym(Tα) ·Dα + Skw(Tδ) ·
(

Wδ −Wγ
)

, (4.40)

where the second equality is a result of the symmetry of T. Finally, note that Skw(Tγ) is completely

determined from Skw(w̄M), cf. (4.32)2.

Remark 4.4. If the interface is unstrained, i.e. H
α = R

α (for {α = γ, δ}), then the representation

(4.29) reduces to

w = w̄(1γ ,R), (4.41)

where R = (Rγ)TRδ is the relative rotation at the interface. Such energies are widely studied in

the literature on metal interfaces, in particular grain boundaries, and many experimental methods

have been devised for their evaluation.

4.2 Kinetic relations

Motivated by the dissipation inequality (4.18) we consider constitutive functions of the form

f = f̂(f,Hα,Kα, H̊α, K̊α,L,Nα, U), (4.42)

where the arguments of f̂ can include both γ and δ variables (α = {γ, δ}). Relations of the type

f = 0 would then furnish possible candidates for kinetic laws at the interface. These relations

complete the set of equations necessary to determine the evolution of state variables.

We first obtain restrictions on f to be invariant under compatible changes in the reference

configuration. Recall that a compatible change ensures that the Euclidean nature of the reference

configuration remains unaltered. Consider, as in Subsections 2.5 and 3.2, two reference configura-

tions κr1 and κr2 related by a map λ such that X2 = λ(X1), where X1 ∈ κr1 and X2 ∈ κr2 , with
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continuous A ∈ InvLin given by A = ∇1λ. As before, we assume that the transformation leaves

the normal time derivative invariant and that Å = 0. They imply conditions (2.98) and (2.99),

respectively.

The function f is invariant under a change of reference configuration from κr1 to κr2 if

f̂(f1,H
α
1 ,K

α
1 , H̊

α
1 , K̊

α
1 ,L1,N

α
1 , U1) = f̂(f2,H

α
2 ,K

α
2 , H̊

α
2 , K̊

α
2 ,L2,N

α
2 , U2), (4.43)

where all normal time derivatives are given with respect to κr1 .

The transformations for bulk and interface distortions are given in (2.93) and (2.95); and for

the normal velocity, normal, and curvature tensor in (2.97), (2.100), and (2.101), respectively.

Substitute A = K±
2 (K

±
1 )

−1 and jA = jα2 (j
α
1 )

−1 (no summation over α = {γ, β}) into (2.97) and

(2.101) to get jα2 J
−1

K±
2

U2 = jα1 J
−1

K±
1

U1 and j
α
2
−1JK±

2
(Kα

2 )
−1

L2K
α
2 = jα1

−1JK±
1
(Kα

1 )
−1

L1K
α
1 ; thus define

Uα = hαU and L
α = (hα)−1(Kα)−1

LK
α, (4.44)

where hα = jαJ−1
K± (superscript + is used for defining hγ and − for hδ), as invariant (or true)

normal speeds and invariant (or true) curvature tensors associated with the singular interface.

The transformation in the driving force f can be evaluated by recalling its expression from

(4.19) and noting that

E2 = J−1
A A−TE1A

T , ρr2 = J−1
A ρr1 , and (4.45)

E2 = j−1
A A

−T
E1A

T . (4.46)

These can be proved using (2.71), (2.72), (4.5), (4.6), and (2.93)−(2.96) with the fact that Ψ and

ρr are densities per unit volume of κr and Φ is a density per unit area of Sr. Combine them with

(2.97), (2.100), and (2.101) to get

f2 = J−1
A f1 (4.47)

and hence define f
α = JK±f as the invariant driving force for normal motion of the interface

(superscript + is used for defining f
γ and − for f

δ).

To obtain a necessary condition for (4.43), let A = (K+
1 )

−1 (therefore A = (Kγ
1)

−1) locally

at the point at which (4.43) is evaluated. With this choice for A, relations (2.93), (2.95), (4.47),
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(2.97), and (2.101) yield

K
γ
2 = 1

γ , Kδ
2 = M1, (4.48)

K̊
γ
2 = (Kγ

1)
−1

K̊
γ
1 , K̊

δ
2 = (Kγ

1)
−1

K̊
δ
1 (4.49)

f2 = JK+
1
f1, U2 = h

γ
1U1, and (4.50)

L2 = (hγ1)
−1(Kγ

1)
−1

L1K
γ
1 , (4.51)

whereas Hα, H̊α, and N
α remain invariant. The above argument can be repeated with − superscript

in place of + (and δ in place of γ). We therefore obtain the necessary and sufficient condition for

f to be invariant under compatible changes in the reference configuration as

f = f̆(fα,Hα,M, H̊α, (Kγ)−1
K̊
α,Lα,Nα, Uα). (4.52)

The proof of sufficiency is straightforward and therefore omitted.

The list of arguments can be reduced on noting the definition (3.31) of M in addition to

N
γ = m−1

M
∗
N
δ, fδ =

JK−

JK+

f
γ , Uγ =

JK−

JK+

m−1U δ, (4.53)

(Kγ)−1
K̊
δ = 1

γ
M̊+ (Kγ)−1

K̊
γ
M, and (4.54)

L
δ =

JK−

JK+

m−1
M

−1
L
γ
M, (4.55)

where m = |M∗| = jδ(jγ)−1. The representation (4.52) can then be equivalently written in the

form

f = f̃(fα,Hγ ,M, H̊α, M̊, (Kγ)−1
K̊
γ ,Lγ ,Nγ , Uγ). (4.56)

This provides us with a complete and mutually independent set of variables that can be used as

arguments for constitutive functions which are invariant under compatible transformation of the

reference configuration.

Under superimposed rigid body motions, all except H
γ and H̊

γ in the arguments of f̃ remain

invariant. They transform to QH
γ and QH̊

γ + Q̊H
γ respectively, where Q ∈ Orth+ is arbitrary,

cf. Subsection 2.5. For f̃ to be invariant under superimposed rigid body motions we require

f̃(Hγ , H̊γ , · · · ) = f̃(QH
γ ,QH̊

γ + Q̊H
γ , · · · ), (4.57)

where dependence on other variables is suppressed. Choose Q = (Rγ)T +N
γ⊗n where Rγ is defined

in (4.26). With this choice QH
γ = U

γ and QH̊
γ+ Q̊H

γ = Ů
γ . The second of these follows on using
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(Rγ)TRγ = 1
γ , (Rγ)Tn = 0, UγNγ = 0, and their normal time derivatives. Recalling C

γ = (Uγ)2

we thus have the necessary and sufficient condition for invariance under rigid body motions:

f = f̄(fα,Cγ ,M, C̊γ , M̊, (Kγ)−1
K̊
γ ,Lγ ,Nγ , Uγ). (4.58)

The proof for sufficiency is straightforward and therefore omitted.

Assume for illustrative purposes that the conditions required by inverse function theorem are

satisfied such that we can invert f = 0, where f is as given in (4.58), to obtain

Uγ = Ūγ(fα,Cγ ,M, C̊γ , M̊, (Kγ)−1
K̊
γ ,Lγ ,Nγ), (4.59)

M̊ = R(fα,Cγ ,M, C̊γ , (Kγ)−1
K̊
γ ,Lγ ,Nγ , Uγ), and (4.60)

(Kγ)−1
K̊
γ = S(fα,Cγ ,M, C̊γ , M̊,Lγ ,Nγ , Uγ). (4.61)

The following restrictions imposed by the material symmetry on Ūγ , R, and S ensue on recalling

the pertinent discussion from Subsection 2.5:

Ūγ = Ūγ(fα, Ĉγ , M̂,
˚̂
C
γ ,

˚̂
M, (K̂γ)−1˚̂

K
γ , L̂γ , N̂γ), (4.62)

(Gγ)TRG
δ = R(fα, Ĉγ , M̂,

˚̂
C
γ , (K̂γ)−1˚̂

K
γ , L̂γ , N̂γ , Uγ), (4.63)

and (Gγ)TSGγ = S(fα, Ĉγ , M̂,
˚̂
C
γ ,

˚̂
M, L̂γ , N̂γ , Uγ), (4.64)

where (recall Gα = 1
αGα, (2.102), and (2.103))

Ĉ
γ = (Gγ)TCγGγ , M̂ = (Gγ)TMG

δ, (4.65)

˚̂
C
γ = (Gγ)T C̊γGγ ,

˚̂
M = (Gγ)T M̊G

δ, (K̂γ)−1˚̂
K
γ = (Gγ)T (Kγ)−1

K̊
γ
G
γ , (4.66)

L̂
γ = (Gγ)TLγGγ , and N̂

γ = (Gγ)TNγ . (4.67)

Here Gγ ∈ Gγ and Gδ ∈ Gδ are the symmetry maps at the interface. The scalars fα and Uα remain

invariant since JGα = 1 and |(Gα)∗| = 1.

Remark 4.5. If f̄ is independent of N̊
γ and N̊

δ then its dependence on C̊
γ , M̊, and K̊

γ is only

through 1
γ
C̊
γ
1
γ , 1γM̊1

δ, and K̊
γ
1
γ , respectively. These follow immediately on taking the normal

time derivative of CγNγ = 0, MT
N
γ = 0, MN

δ = 0, and K
γ
N
γ = 0.

Remark 4.6. A boundary-initial-value problem for χ(X, t) and K(X, t) is specified through the

coupled system of nonlinear partial differential equations given by (2.53) (with P substituted from

(4.5)) and a flow rule of the type (cf. equation (102) of [16])

˙K−1K = H(CH , ĊH ,α), (4.68)
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where CH = HTH and α is the bulk dislocation density defined in (3.22). The boundary data on

Sr are furnished by (2.54) combined with the interfacial kinetic laws (4.59)−(4.61). The problem

is completed by supplying appropriate boundary conditions on ∂κr and initial conditions for χ and

K at some fixed time.

Anurag Gupta acknowledges the support of the initiation grant from Indian Institute of Technology,

Kanpur, India.
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Physik, volume III/1, pages 226–793. Springer–Verlag, 1960.

51


