
HAL Id: hal-00770546
https://hal.science/hal-00770546v2

Preprint submitted on 15 Jan 2013 (v2), last revised 27 Nov 2013 (v3)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

A review on conditional extreme value analysis
Rao Salim

To cite this version:

Rao Salim. A review on conditional extreme value analysis. 2013. �hal-00770546v2�

https://hal.science/hal-00770546v2
https://hal.archives-ouvertes.fr


A review on conditional extreme value analysis

Salim Rao

Bengal Engineering and Science University, Shibpur

Abstract

When an extreme phenomena depends on a covariate, one has to deal

with Conditional Extreme Value Analysis. This branch of statistics has

become very active these past ten years. In this paper, we propose a

review of the main contributions to this domain.

Extreme value analysis (EVA) is a branch of statistics dealing with the ex-
treme deviations from the mean of probability distributions. It seeks to assess
the probability of events that are more extreme than any observed prior. Ex-
treme value analysis is widely used in many disciplines, ranging from structural
engineering, finance, earth sciences, traffic prediction, geological engineering,
etc. For example, EVA might be used in the field of hydrology to estimate the
value an unusually large flooding event, such as the 100-year flood. Similarly,
for the design of a breakwater, a coastal engineer would seek to estimate the
50-year wave and design the structure accordingly.

LetX be a random variable and p(x) its probability density function, F (x) =
P (X ≤ x) its distribution function, and Ψ(x) = 1−F (x) its complementary dis-
tribution function. We can define a new random variable, Yn, as the maximum
of n copies of the random variable X : Yn = max{X1, X2, ..., Xn}. Yn is the n-
sample maximum of the random variableX . If the events generating the realiza-
tions of X are independent, the cumulative distribution of Yn may be expressed
as [F (y)]n. Upon definition of a renormalized variable Sn = (Yn − bn)/an, the
extreme value theorem establishes that

Theorem If

lim
n→∞

P (Sn < s) = lim
n→∞

Fn(ans+ bn) = H(s) (1)

where an > 0 and bn are normalization constants, then the function H(s) in
Eq. (1) must be one of the three following types:

• EV1 or Gumbel: H(s) = exp(− exp(−s))

• EV2 or Fréchet: H(s) = exp(−s−α)

• EV3 or Weibull: H(s) = exp(−|s|α)
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The three asymptotic types, EV1-EV3, can be thought of as special cases of
a single Generalized Extreme Value distribution (GEV) :

HGEV (s) = exp

{

−

(

1 + k
s− µ

σ

)

−1/k

+

}

(2)

where (.)+ = max(., 0), µ is the location parameter, σ > 0 is the scale param-
eter, and k is a shape parameter. The limit k = 0 corresponds to the EV1
distribution, k > 0 to the EV2 distribution (with α = 1/k) and k < 0 to the
EV3 distribution (with α = −1/k). The function HGEV (s) is usually fitted
to the cumulative distribution of non-normalized maxima, so that the location
parameter µ and the scale parameter σ are the renormalization parameters bn
and an respectively. However, it is important to note that the distribution de-
scribing the n-sample maximum will strictly be a GEV only for large values of
n. How large the value of n needs to be should be determined by analyzing the
convergence properties based on the observed realizations of X .

When the studied phenomena depends on a covariate, one has to deal with
Conditional Extreme Value Analysis (CEVA). This branch of statistics has be-
come very active these past ten years, the main contributions to this domain
are listed below:

• Theoretical issues: [23, 22, 11, 15, 9, 14, 16, 13, 4, 12, 7, 18, 10, 3, 1, 27, 26]

• Quantile regression: [21, 19, 8, 24]

• Application to finance: [5, 2, 17, 6, 20, 25]
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