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Abstract

The Quaero group is a consortium of French and Ger-
man organizations working on Multimedia Indexing
and Retrieval1. LIG, INRIA and KIT participated to
the semantic indexing task and LIG participated to the
organization of this task. This paper describes these
participations.

For the semantic indexing task, our approach uses a
six-stages processing pipelines for computing scores for
the likelihood of a video shot to contain a target con-
cept. These scores are then used for producing a ranked
list of images or shots that are the most likely to con-
tain the target concept. The pipeline is composed of
the following steps: descriptor extraction, descriptor
optimization, classification, fusion of descriptor vari-
ants, higher-level fusion, and re-ranking. We used a
number of different descriptors and a hierarchical fu-
sion strategy. We also used conceptual feedback by
adding a vector of classification score to the pool of
descriptors. The best Quaero run has a Mean Inferred
Average Precision of 0.2692, which ranked us 3rd out of
16 participants. We also organized the TRECVid SIN
2012 collaborative annotation.

1 Participation to the organiza-

tion of the semantic indexing

task

For the third year, UJF-LIG has co-organized the se-
mantic indexing task at TRECVid with the support of
Quaero. A list of 500 target concepts has been pro-
duced, 346 of which have been collaboratively anno-
tated by the participants and 46 of which have been
officially evaluated at TRECVid.

1http://www.quaero.org

The 500 concepts are structured according to the
LSCOM hierarchy [11]. They include all the TRECVid
“high level features” from 2005 to 2009, the CU-
VIREO374 set plus a selection of LSCOM concepts so
that we end up with a number of generic-specific re-
lations among them. We enriched the structure with
two relations, namely implies and excludes. The goal
was to promote research on methods for indexing many
concepts and using ontology relations between them.

TRECVid provides participants with the following ma-
terial:

• a development set that contains roughly 600 hours
of videos;

• a test set that contains roughly 200 hours of videos;

• shot boundaries (for both sets);

• a set of 500 concepts with a set of associated rela-
tions;

• elements of ground truth: some shots were collab-
oratively annotated. For each shot and each con-
cept, four possibilities are available: the shot has
been annotated as positive (it contains the con-
cept), the shot has been annotated as negative (it
does not contain the concept), the shot has been
skipped (the annotator cannot decide), or the shot
has not been annotated (no annotator has seen the
shot).

The goal of the semantic indexing task is then to pro-
vide, for each of the 346 annotated concepts, a ranked
list of 2000 shots that are the most likely to contain the
concept. The test collection contains 145,634 shots. A
light version of the task has also been proposed in or-
der to facilitate the access to small and/or new groups.
More information about the organization of this task
can be found in the TRECVid 2012 overview paper [14].
In a light version of the task, results have to be given



only for a subset of 50 out of the 346 annotated con-
cepts. A pair version of the task in which 10 pairs of
concepts (e.g. Car+Bicycle) has also been proposed
this year.

1.1 Development and test sets

Data used in TRECVid are free of right for re-
search purposes as it comes from the Internet Archive
(http://www.archive.org/index.php). Table 1 provides
the main characteristics of the collection set.

Table 1: Collection feature

Characteristics TRECVid 2010

#videos 27,964
Duration (total) ∼800 hours
min;max;avg ± sd 11s;270s;132s±93s
# shots 545, 923
# shots (dev) 403, 800
# shots (test) 145, 634

The whole set of videos has been split into two parts,
the development set and the test set. Both sets were
automatically split into shots using the LIG shot seg-
mentation tool [12].

1.2 The evaluation measure

The evaluation measure used by TRECVid is the MAP
(Mean Average Precision). Given the size of the corpus,
the inferred MAP is used instead as it saves human
efforts and has shown to provide a good estimate of
the MAP [13].

1.3 Annotations on the development
set

Shots in the development set have been collaboratively
annotated by TRECVid 2010-2012 participants and by
Quaero annotators. As concepts density is low, an ac-
tive learning strategy has been set up in order to en-
hance the probability of providing relevant shots to an-
notators [2]: the active learning algorithm takes ad-
vantage of previously done annotations in order to pro-
vide shots that will more likely be relevant. Although
this strategy introduces a bias, it raises the number of
examples available to systems. Moreover, it exhibits
some trend in the concept difficulty. As an example,
the number of positive examples for the concept Per-
son is larger than the number of negative examples.
This means that the active learning algorithm was able
to provide more positive examples than negative ones
to annotators, meaning that Person is probably a “too
easy” concept.

346 concepts were annotated on IACC.1.B (tv11 test).
818000 raw annotations were made on these with about
1000 to 2000 annotations for most concepts and up to
over 35,000 for a few very infrequent ones so that a min-
imum number of positive samples can be found for all.
After fusion of multiple annotations and propagation
using implies and excludes relations, 1,789,687 new an-
notations are available on IACC.1.B, which have been
added to the 18,936,471 already available from the last
two years. In total volume, this amounts to only about
9.5% new ones but these were optimally selected us-
ing an active learning approach bootstrapped with a
fusion of all the TRECVid SIN 2011 submissions. This
also ensures that the active learning based annotation
is not biased in favour of the system used for the ac-
tive learning process. The fused system had a MAP on
the tv11 test collection of 0.191 while the best individ-
ual system had a MAP of only 0.173 (using the 2011
version of sample eval). Additionally, an improved al-
gorithm for annotation cleaning has been introduced in
the annotation tool this year [10]

1.4 Assessments

46 (resp. 15) concepts were selected for evaluation
out of the 346 (resp. 50) ones for which participants
were asked to provide results for the full (resp. light)
SIN task. Assessments were done partly by NIST (20
concepts) and by Quaero (26 concepts). Assessments
were done by visualizing the whole shot for judging
whether the target concept was visible or not at any
time within the shot. Additionally, all the 10 concept
pairs were selected for evaluation. A total of 282,949
concept × shots assessments were made by NIST and
Quaero.

2 Participation to the semantic

indexing task

2.1 Introduction

The TRECVid 2012 semantic indexing task is de-
scribed in the TRECVid 2012 overview paper [1, 14].
Automatic assignment of semantic tags representing
high-level features or concepts to video segments can
be fundamental technology for filtering, categoriza-
tion, browsing, search, and other video exploitation.
New technical issues to be addressed include meth-
ods needed/possible as collection size and diversity in-
crease, when the number of features increases, and
when features are related by an ontology. The task
is defined as follows: “Given the test collection, master
shot reference, and concept/feature definitions, return
for each feature a list of at most 2000 shot IDs from the



test collection ranked according to the possibility of de-
tecting the feature.” 346 concepts have been selected
for the TRECVid 2012 semantic indexing task. Anno-
tations on the development part of the collections were
provided in the context of the collaborative annotation.

As last year, our system uses a six-stages processing
pipelines for computing scores for the likelihood of a
video shot to contain a target concept. These scores are
then used for producing a ranked list of images or shots
that are the most likely to contain the target concept.
The pipeline is composed of the following steps:

1. Descriptor extraction. A variety of audio, image
and motion descriptors have been considered (sec-
tion 2.2).

2. Descriptor optimization. A post-processing of
the descriptors allows to simultaneaously improve
their performance and to reduce their size (sec-
tion 2.3).

3. Classification. Two types of classifiers are used as
well as their fusion (section 2.4).

4. Fusion of descriptor variants. We fuse here vari-
ations of the same descriptor, e.g. bag of word
histograms with different sizes or associated to dif-
ferent image decompositions (section 2.5).

5. Higher-level fusion. We fuse here descriptors of
different types, e.g. color, texture, interest points,
motion (section 2.6).

6. Re-ranking. We post-process here the scores using
the fact that videos statistically have an homoge-
neous content, at least locally (section 2.7).

Additionally, our system includes a conceptual feed-
back in which a new descriptors is built using the pre-
diction scores on the 346 target concepts is added to the
already available set of 47 audio and visual descriptors
(section 2.8). Compared to last year, our system has
been improved by the inclusion of new descriptors, an
improved desctiptor-classifier joint optimization and an
improved scheme for hierarchical late fusion.

2.2 Descriptors

A total of 127 audio and visual descriptors have been
used. Many of them have been produced by and shared
with the IRIM consortium. These include variants of
a same descriptors (e.g. same methods with different
histogram size or image decomposition). These descrip-
tors do not cover all types and variants but they in-
clude a significant number of different approaches in-
cluding state of the art ones and more exploratory ones.
They are described and evaluated in the IRIM consor-
tium paper [8]. They include color histogram, Gabor
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Figure 1: Semantic indexing system

transform, quaternionic wavelets, a variety of interest
points descriptors (SIFT, color SIFT, SURF, STIP),
local edge patterns, saliency moments, percepts, and
spectral profiles for audio description. Many of them
rely on a bag of words approach.

2.3 Descriptor optimization

The descriptor optimization consists of two steps:
power transformation and principal component anal-
ysis (PCA).

2.3.1 Power transformation

The goal of the power transformation is to normalize
the distributions of the values, especially in the case of
histogram components. It simply consists in applying
an x ← xα (x ← −(−x)α if x < 0) transformation on
all components individually. The optimal value of α

can be optimized by cross-validation and is often close
to 0.5 for histogram-based descriptors.

The optimization of the value of the α coefficient is
optimized by two-fold cross-validation within the de-
velopment set. It is done in practice only using the
LIG KNNB classifier (see section 2.4) since it is much
faster when a large number of concepts (346 here) has
to be considered and since it involves a large number of
combinations to be evaluated. Trials with a restricted
number of varied descriptors indicated that the opti-



mal values for the kNN based classifier are close to the
ones for the multi-SVM based one. Also, the overall
performance is not very sensitive to the precise values
for this hyper-parameter.

2.3.2 Principal component analysis

The goal of PCA reduction is both to reduce the size
(number of dimensions) of the descriptors and to im-
prove performance by removing noisy components.

The number of components kept in the PCA reduction
is also optimized by two-fold cross-validation within the
development set using the LIG KNNB classifier. Also,
the overall performance is not very sensitive to the pre-
cise values for this number.

2.4 Classification

The LIG participant ran two types of classifiers on the
contributed descriptors as well as their combination.

LIG KNNB: The first classifier is kNN-based. It
is directly designed for simultaneously classifying
multiple concepts with a single nearest neighbor
search. A score is computed for each concept and
each test sample as a linear combinations of 1’s
for positive training samples and of 0’s for nega-
tive training samples with weights chosen as a de-
creasing function of the distance between the test
sample and the reference sample. As the nearest
neighbor search is done only once for all concepts,
this classifier is quite fast for the classification of a
large number of concepts. It is generally less good
than the SVM-based one but it is much faster.

LIG MSVM: The second one is based on a multiple
learner approach with SVMs. The multiple learner
approach is well suited for the imbalanced data
set problem [5], which is the typical case in the
TRECVid SIN task in which the ration between
the numbers of negative and positive training sam-
ple is generally higher than 100:1.

LIG ALLC: Fusion between the two available clas-
sifiers. The fusion is simply done by averaging
the classification scores produced by the two clas-
sifiers. Their output is naturally or by designed
normalized in the the [0:1] range. kNN computa-
tion is done using the KNNLSB package [6]. Even
though the LIG MSVM classifier is often signifi-
cantly better than the LIG KNNB one, the fusion
is most often even better, probably because they
are very different and capture different things.

2.5 Performance improvement by fu-
sion of descriptor variants and clas-
sifier variants

In a previous work, LIG introduced and evaluated the
fusion of descriptor variants for improving the perfor-
mance of concept classification. We previously tested
it in the case of color histograms in which we could
change the number of bins, the color space used, and
the fuzziness of bin boundaries. We found that each of
these parameters had an optimal value when the oth-
ers are fixed and that there is also an optimal combi-
nation of them which correspond to the best classifica-
tion that can be reached by a given classifier (kNN was
used here) using a single descriptor of this type. We
also tried late fusion of several variants of non-optimal
such descriptors and found that most combinations of
non-optimal descriptors have a performance which is
consistently better than the individual performance of
the best descriptor alone. This was the case even with
a very simple fusion strategy like taking the average of
the probability scores. This was also the case for hi-
erarchical late fusion. In the considered case, this was
true when fusing consecutively according to the num-
ber of bins, to the color space and to the bin fuzziness.
Moreover, this was true even if some variant performed
less well than others. This is particularly interesting
because descriptor fusion is known to work well when
descriptors capture different aspects of multimedia con-
tent (e.g. color and texture) but, here, an improvement
is obtained using many variants of a single descriptor.
That may be partly due to the fact that the combina-
tion of many variant reduces the noise. The gain is less
than when different descriptor types are used but it is
still significant.

We have then generalized the use of the fusion of de-
scriptor variants and we evaluated it on other descrip-
tors and on TRECVid 2010. We made the evaluation
on descriptors produced by the ETIS partner of the
IRIM group. ETIS has provided 3 × 6 variants of two
different descriptors (see the previous section). Both
these descriptors are histogram-based. They are com-
puted with four different number of bins: 64, 128, 192,
256, 512 and 1024; and with three image decomposi-
tion: 1x1 (full image), 1x3 (three vertical stripes) and
2x2 (2 by 2 blocks). Hierarchical fusion is done accord-
ing to three levels: number of bins, “pyramidal” image
decomposition and descriptor type.

We have evaluated the results obtained for fusion
within a same descriptor type (fusion levels 1 and 2)
and between descriptor types (fusion level 3) [7]. The
fusion of the descriptor variants varies from about 5
to 10% for the first level and is of about 4% for the
second level. The gain for the second level is relative
to the best result for the first level so both gains are



cumulated. For the third level, the gain is much higher
as this could be expected because, in this case, we fuse
results from different information sources. The gain at
level 3 is also cumulated with the gain at the lower
levels.

2.6 Final fusion

Hierarchical fusion with multiple descriptor variants
and multiple classifier variants was used and optimized
for the semantic indexing task. We made several ex-
periment in order to evaluate the effect of a number
of factors. We optimize directly the first levels of the
hierarchical fusion using uniform or average-precision
weighting. The fusion was made successively on vari-
ant of the same descriptors, on variant of classifiers on
results from the same descriptors, on different types
of descriptors and finally on the selection of groups of
descriptors.

2.7 Re-ranking

Video retrieval can be done by ranking the samples
according to their probability scores that were pre-
dicted by classifiers. It is often possible to improve
the retrieval performance by re-ranking the samples.
Safadi and Quénot in [9] propose a re-ranking method
that improves the performance of semantic video in-
dexing and retrieval, by re-evaluating the scores of
the shots by the homogeneity and the nature of the
video they belong to. Compared to previous works,
the proposed method provides a framework for the
re-ranking via the homogeneous distribution of video
shots content in a temporal sequence. The experimen-
tal results showed that the proposed re-ranking method
was able to improve the system performance by about
18% in average on the TRECVid 2010 semantic in-
dexing task, videos collection with homogeneous con-
tents. For TRECVid 2008, in the case of collections
of videos with non-homogeneous contents, the system
performance was improved by about 11-13%.

2.8 Conceptual feedback

Since the TRECVid SIN 2012 task considers a quite
large number (346) of descriptors and since these are
also organized according to a hierarchy, one may expect
that the detection scores of some concept help to imr-
pove the detection score of related concepts. We have
made a number of attempts to use the explicit implies
or excludes provided relations but these were not suc-
cessful so far, maybe due to a normalization problem
between the scores of the different concepts. We tried
then an alternative approach using the implicit rela-
tions between concepts by creating a vector with the
classification scores of all the available concepts. We

used for that the best hierarchical fusion result avail-
able. This vector of scores was then included as a 128th

one in the pool of the 127 already available descriptors
and processed in the same way as the others, including
the power and PCA optimization steps and the fusion
of classifier outputs. The found optimal power value
was quite different of the ones for the other descriptors
(1.800 versus 0.150-0.700) for the other ones. This is
probably linked with the way the score normalization
is performed.

2.9 Performances on the semantic in-
dexing task

Four slightly different combinations of hierarchical fu-
sion have been tried. The variations concerned the way
the re-ranking was done: it can be locally temporal,
globally temporal and or conceptual. Not all combi-
nations could be submitted and the following were se-
lected:

F A Quaero1 1: post-processed version of Quaero2
with a temporal re-ranking method that attempts
to exploit the assumed homogeneity of video doc-
uments at a global level;

F A Quaero2 2: baseline yet already complex run
with a manually built hierarchical fusion of a large
number (over 100) of jointly optimized descriptor-
classifier combinations including also a conceptual
feedback;

F A Quaero3 3: post-processed version of Quaero2
with a temporal re-ranking method that attempts
to exploit the assumed homogeneity of video doc-
uments at a local level;

F A Quaero4 4: post-processed version of Quaero2
with a temporal and conceptual re-ranking method
that attempts to exploit the assumed temporal ho-
mogeneity of video documents and the observed
co-occurrence of concepts.

Quaero2 is a baseline and Quaero1, 3 and 4 are con-
trastive runs aiming at studying the effect of different
post-processing (re-ranking) methods exploiting the as-
sumed temporal coherency of video documents and/or
the co-occurrences between detected concepts.

Table 2 shows the performance of the four submitted
variants. Our submissions ranked between 8 and 12
in a total of 68 for the full SIN task. Our best sub-
mission ranked us as the third group out of 19 for the
full SIN task. The improvement brought by the con-
ceptual feedback is quite small and less than what was
expected from cross-validation within the development
set but it is significant. The hierarchical fusion per-
forms better than the flat one and the optimization of



Table 2: InfAP result and rank on the test set for all the 46 TRECVid 2012 evaluated concepts
System/run MAP rank
Best submission 0.3210 1
F A Quaero1 1 0.2692 8
F A Quaero4 4 0.2536 9
F A Quaero3 3 0.2534 10
F A Quaero2 2 0.2486 11
Median submission 0.1944 26

the fusion weights by cross-validation performs better
than the MAP-based or uniform method.
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[2] Stéphane Ayache and Georges Quénot. Video
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