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Convex order for path-dependent American options

using the Euler scheme of martingale jump diffusion

process

Gilles Pagès ∗

December 13, 2012

Abstract

We explore the functional convex order of martingale diffusions and stochastic integrals with
respect to their diffusion coefficient in both a Brownian and a jump framework. We finally extend
this result to the Snell envelope of functionals of these process i.e. to American options with
pathwise payoffs.

Keywords Convex order, local volatility models, Itô processes, Lévy-Itô processes, Laplace trans-
form, Lévy processes, completely monotonic functions , pathwise European options, American options.

1 Introduction

We aim at elucidating the behaviour of the réduites” in optimal stopping theory, or equivalently the
American options, with respect to the convex order when viewed as functionals of the “volatility” of
the “underlying” process supposed to be a martingale diffusion possibly with jumps. We propose an
approach based on a transfer from discrete time dynamics to continuous time dynamics relying on the
convergence properties of the Euler scheme. On our way to this target, we establish several convex
order results for functional s of solutions of diffusions driven by Brownian motion or more general
Lé vy processes. We also consider the case of (martingale) stochastic integrals with respect to Lévy
processes (when one of the two integrated processes is deterministic). We also obtain similar, although
less general result since it only involves completely increasing functions on the real line, for stochastic
integrals at a fixed time when both integrated processes at time t are functions of the driving processes
at time t. We provide several counter-examples which show that our assumptions cannot be relaxed
so easily and could possibly be sharp.

This kind of problem has been extensively investigated in the literature, often motivated by risk
modeling in Finance. Among other, we can cite e.g. for American options several pioneering works
like [3, 15, 11].

Our approach differs from that developed by Ruschendorf in a series of paper, especially as concerns
the case of American options written on a càdlàg traded asset : the direct approximation by Snell
envelopes of the Euler scheme does not work by elementary arguments like with martingale Brownian
diffusions. So we propose an abstract approach using a filtration enlargement combined with a classical
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H-assumption, without relying on the PDE aspects. The key is a continuity result of the Snell envelope
established in an abstract framework in [10]). The case of Brownian diffusions remains closer in spirit
with his results (see [15, 16]).

Notation: • For every T > 0 and every integer n ≥ 1, one denotes the uniform mesh of [0, T ] by

tnk = kT
n , k = 0, . . . , n. Then for every t ∈ [kTn ,

(k+1)T
n ), we set tn = kT

n and tn = (k+1)T
n with the

convention T n = T .

• For every u = (u1, . . . , ud), v = (v1, . . . , vd) ∈ Rd, (u|v) =
∑d

i=1 uivi, |u| =
√

(u|u) and xm:n =
(xm, . . . , xn) (where m ≤ n).

• Lp
T
= Lp([0, T ], dt).

• If F denotes a filtration, T F
[0,T ] = {τ : Ω → [0, T ],F-stopping time}.

• FY = (FY
t )t∈[0,T ] is the smallest right continuous filtration (Gt)t∈[0,T ] that makes Y a (Gt)t∈[0,T ]-

adapted process.

• ID([0, T ],R)] denotes the set of right continuous left limited (or càdlàg following the French acronym)
function defined on the interval [0, T ], T > 0. It is usually endowed with the Skorokhod topology
denoted Sk (see [8], chapter VI or [1], chapter 3, for an intoduction to Skorokhod toplogy).

2 Functional convex order

2.1 Brownian martingale diffusion

Proposition 2.1. Let σ, θ : [0, T ] × R → R be two continuous functions with linear growth in x
uniformly in t ∈ [0, T ]. Let X(σ) and X(θ) be Brownian martingale diffusions, supposed to be the
unique weak solutions starting from x at time 0 to the stochastic differential equations (with 0 drifts)

dX
(σ)
t = σ(t,X

(σ)
t )dW

(σ)
t , X

(σ)
0 = x and dX

(θ)
t = θ(t,X

(θ)
t )dW

(θ)
t , X

(θ)
0 = x

respectively where W (σ) and W (θ) are standard one dimensional Brownian motions.

(a) If there exists κ : [0, T ] × R → R+ a continuous function with linear growth in x uniformly in
t∈ [0, T ], such that κ(t, .) is convex for every t∈ [0, T ] and the SDE

dX
(κ)
t = κ(t,X

(κ)
t )dWt, X

(κ)
0 = x

has a unique weak solution κ(t, .) satisfying 0 ≤ σ ≤ κ ≤ θ. Then, for every functional F :
C([0, T ],R) → R, convex and ‖ . ‖sup-continuous functional with r-polynomial growth in the follow-
ing sense

∀α∈ C([0, T ],R), |F (α)| ≤ C(1 + ‖α‖rsup) for an r ≥ 1,

one has
EF (X(σ)) ≤ EF (X(θ)).

(a′) An equivalent form for claim (a) is: if σ(t, .) is convex for every t∈ [0, T ] or θ(t, .) is convex for
every t∈ [0, T ] and if 0 ≤ σ ≤ θ, then the conclusion of (a) still holds true.

(b) If |σ| ≤ θ and θ is convex, then

EF (X(σ)) ≤ EF (X(θ)).
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Lemma 2.1. (Extended Jensen’s Lemma) Let Z = (Z1, . . . , Zd) : (Ω,A,P) → Rd be an integrable
centered Rd-valued random vector with independent components.

(a) Assume that Z ∈ Lr(P) for an r ≥ 1. For every Borel function ϕ : Rd → R, such that |ϕ(x)| ≤
C(1 + |x|r), x∈ Rd, we define

∀u = (u1, . . . , ud)∈ Rd, Qϕ(u) = Eϕ
(
(u|Z)

)
.

If ϕ is convex, then, Qϕ is convex and, for every i∈ {1, . . . , d}, ui 7→ Qϕ(u) non-decreasing on R+,
non-increasing on R−.
(b) If Z has exponential moments in the sense that

∀u∈ Rd, E(e(u|Z)) < +∞

(or equivalently E(ea|Z|) < +∞ for every a ≥ 0), then item (a) holds true for any convex function
ϕ : Rd → R satisfying the exponential growth condition |ϕ(x)| ≤ CeC|x|, x∈ Rd.

(c) If Zi has a symmetric distribution for every i∈ {1, . . . , d} and ϕ : Rd → R is convex, then Qϕ is
an even function in each variable ui, hence satisfying the following “local” maximum principle: for
every a∈ R+, or every i∈ {1, . . . , d},

∀ (u1, . . . , ui−1, ui+1, . . . , ud)∈ Rd−1, sup
|ui|≤a

Qϕ(u1:d) = Qϕ(u1, . . . , ui−1, a, ui+1, . . . , ud).

Proof. (a)-(b) The existence and the convexity of Qϕ are obvious. Temporarily assume that d = 1.
The function Qϕ is clearly finite on R and convex. Furthermore, Jensen’s Inequality implies that

Qϕ(u) = Eϕ
(
(u|Z)

)
≥ ϕ

(
E (u|Z)

)
= ϕ(0) = Qϕ(0)

since Z is centered. Hence Qϕ is convex and minimum at u = 0 which implies that it is non-increasing
on R− and non-decreasing on R+. The multi-dimensional extension follows from pre-conditioning by
each one dimensional components Zi.

(c) is obvious. �

Definition 2.1. (a) For every integer n ≥ 1, let in : Rn+1 → C([0, T ],R) be the piecewise affine
interpolation operator defined by

∀x0:n∈ Rn+1, ∀ k = 0, . . . , n − 1, ∀ t∈ [tnk , t
n
k+1], in(x0:n)(t) =

n

T

(
(tnk+1 − t)xk + (t− tnk)xk+1

)
.

(b) For every integer n ≥ 1, let In : F([0, T ],R) → C([0, T ],R) be the functional interpolation operator
defined by

∀α∈ F([0, T ],R), In(α) = in
(
α(tn0 ), . . . , α(t

n
n)
)
.

Lemma 2.2. Let Xn, n ≥ 1 be a sequence of continuous processes weakly converging towards X for
the ‖ . ‖sup-norm. Then the continuously interpolated process X̃n = In(X

n) of Xn is weakly converging
toward X for the ‖ . ‖sup-norm topology.

Proof. For every integer n ≥ 1 and every α∈ F([0, T ],Rd), the interpolation operators In(α) reads

In(α) =
n

T

(
(tnk+1 − t)α(tnk) + (t− tnk)α(t

n
k+1)

)
, t∈ [tnk , t

n
k+1], k = 0, . . . , n− 1.

Note that In maps C([0, T ],Rd) into itself. One easily checks that ‖In(α) − α‖sup ≤ w(α, T/n) and
‖In(α)− In(β)‖sup ≤ ‖α−β‖sup. We use the standard distance for weak convergence on Polish spaces
defined by

dw
(
L(X),L(Y )

)
= sup

{
|EF (X)− EF (Y )|, [F ]Lip ≤ 1, ‖F‖sup ≤ 1

}
.
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Then

dw
(
L(In(Xn)),L(X)

)
≤ dw

(
L(In(Xn)),L(In(X))

)
+ distw

(
L(In(X)),L(X)

)

≤ distw
(
L(Xn),L(X)

)
+ E

(
w(X,T/n) ∧ 2

)

which goes to 0 since X has continuous paths. �

Proof of Proposition 2.1. (a) Step 1 (Discrete time). Let (Zk)1≤k≤n be a sequence of independent,
centered, R-valued random vectors lying in Lr(Ω,A,P), r ≥ 1 and let (FZ

k )0≤k≤n denote its natural
filtration. Let Φ : Rn+1 → R be a convex function such that |Φ(x)| ≤ C(1+ |x|r). Let (Xk)0≤k≤n and
(Yk)0≤k≤n be two sequences of random vectors recursively defined by

Xk+1 = Xk + σk(Xk)Zk+1, Yk+1 = Yk + θk(Yk)Zk+1, 0 ≤ k ≤ n− 1, X0 = Y0 = x (2.1)

where σk, θk : R → R, k = 0, . . . , n − 1, are Borel functions with linear growth. This implies by an
easy induction that the r.v. Xk and Yk all lie in Lr. Then, one defines the following martingales

Mk = E
(
Φ(X0:n) | FZ

k

)
and Nk = E

(
Φ(Y0:n) | FZ

k

)
, 0 ≤ k ≤ n.

Their existence follows from the growth assumptions on F , σk and θk, k = 1, . . . , n. Now we define
two sequences of functions Φk, : R

k+1 → R, k = 0, . . . , n by the backward inductions

Φn = F and Φk(x0:k) =
(
QΦk+1(x0:k, xk + .)

)
(σk(xk)), x0:k∈ Rk+1, k = 0, . . . , n− 1

on the one hand and, on the other hand,

Ψn = F and Ψk(x0:k) =
(
QΦk+1(x0:k, xk + .)

)
(θk(xk)), x0:k∈ Rk+1, k = 0, . . . , n− 1.

It is clear by a backward induction and the definition of the kernel Q that for every k∈ {0, . . . , n},

Mk = Φk(X0:k) and Nk = Ψ(X0:k).

Let Qk denote the operator attached to Zk by Lemma 2.1. One derives from that for a convex
function G : Rk+1 → R such that G(x) ≤ C(1+ |x|r), the function (x0:k, u) 7→ (Qk+1G(x0:k, xk+ .))(u)
is convex, non-increasing on (−∞, 0), non-decreasing on (0,+∞) as a function of u. This implies that,
if γ : R → R+ is convex (and non-negative), then x 7−→ Qk+1G(x0:k, xk + .)

(
γ(x)

)
is convex.

As a consequence, one shows by a backward induction that, if the functions σk, k=0, . . . , n − 1,
are all non-negative and convex, then the functions Φk are all convex.

Finally, we prove that Φk ≤ Ψk for every k = 0, . . . , n − 1. We proceed again by a backward
induction on k. First note that Φn = Ψn = Φ. If Φk+1 ≤ Ψk+1, then

Φk(x0:k) =
(
Qk+1Φk+1(x0,k, xk + .)

)
(σk(xk)) ≤

(
QΦk+1(x0:k, xk + .)

)
(θk(xk))

≤
(
Qk+1Ψk+1(x0:k, xk + .)

)
(θk(xk)) = Ψk(x0:k).

In particular, when k = 0 we get Φ0(x) ≤ Ψ0(x), which also reads, taking advantage of the martingale
property, EΦ(X0:n) ≤ EΦ(Y0:n).

If all the functions θk, k = 0, . . . , n− 1 are convex, then all functions Ψk, k = 0, . . . , n, are convex
and Φk ≤ Ψk for every k = 0, . . . , n− 1 as well.
The proof for functionals with exponential growth and sequences Z1:n having exponential moments of
any order is the same.
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Step 2 (Continuous time). We consider now for both diffusion processes X(σ) and X(θ) their contin-
uous (also known as “genuine”) Euler schemes with step T

n , starting at x. To be more precise, this

Euler scheme related to X(σ) is defined by

X̄
(σ),n
tn
k+1

= X̄
(σ),n
tn
k

+ σ(tnk , X̄
(σ),n
tn
k

)
(
Wtn

k+1
−Wtn

k

)
, k = 0, . . . , n− 1, X̄

(σ),n
0 = x

X̄
(σ),n
t = X̄

(σ),n
tn
k

+ σ(tnk , X̄
(σ),n
tn
k

)
(
Wt −Wtn

k

)
, t∈ [tnk , t

n
k+1),

make up sequences are of the form (2.1) with the Brownian white noise sequence Zk =
(
Wtn

k
−Wtn

k−1

)
,

k = 1, . . . , n. Furthermore, owing to the linear growth of σ and θ, it is classical background on Euler
scheme of Brownian diffusions that these sequences lie in Lp for any p∈ (0,∞), uniformly in n, namely

sup
n≥1

∥∥ sup
t∈[0,T ]

|X̄(σ),n
t |

∥∥
p
+ sup

n≥1

∥∥ sup
t∈[0,T ]

|X̄(θ),n
t |

∥∥
p
< +∞.

Furthermore, In(X̄
(σ),n) = in

(
(X̄(σ),n)tn0:n

)
is but the piecewise affine interpolated Euler scheme

(which coincide with X̄(σ),n at times tnk). Note that the sup-norm of In(X̄
(σ),n) also has finite polyno-

mial moments uniformly in n like the genuine Euler scheme.

Let F : C([0, T ],R) → R be a convex functional with r-polynomial growth. For every integer n ≥ 1,
we define on Rn+1 the function Fn by

Fn(x0:n) = F
(
in(x0:n)

)
, x0:n∈ Rn+1. (2.2)

It is straightforward that the convexity of F on C([0, T ],R) is transferred to the functions Fn, n ≥ 1. So
does the polynomial growth property. It follows from Step 1 applied with σk = σ(tnk , .) and θk = θ(tnk , .)
that, for every n ≥ 1,

EF
(
In(X̄

(σ),n)
)
= EFn

(
(X̄

(σ),n
tn
k

)k=0:n

)
≤ EFn

(
(X̄

(θ),n
tn
k

))k=0:n

)
= EF

(
In(X̄

(θ),n)
)

On the other hand, it is a straightforward consequence from Theorem 3.39 in [8], p.551 that the
genuine (continuous) Euler schemes X̄(σ),n weakly converges for the ‖ . ‖sup-norm topology toward
X(σ), unique weak solution of the SDE ≡ dXt = σ(Xt)dWt, X0 = x, as , n→ +∞,.

It follows from Lemma 2.2 and the Lp-boundedness of the sup-norm of the sequence (In(X̄
(σ),n))n≥1

for p > r that

EF (X(σ)) = lim
n

EF
(
In(X̄

(σ),n)
)
= lim

n
EFn

(
(X̄

(σ),n
tn
k

)0≤k≤n

)
.

The same holds true for the diffusion X(θ) and its Euler schemes. The conclusion follows.

(b) The proof follows the same lines by calling upon item (c) of the above Lemma in Step 1, having in
mind that the distribution of standard Brownian increment is centered and has polynomial moments
at any order (as Gaussian random vector). �

Corollary 2.1. If σ, θ : [0, T ] × I → R, where I is a nontrivial interval of R, are continuous with
polynomial growth and if the related SDE’s satisfy a weak uniqueness assumption for every I-valued
weak solution starting from (t, x), x∈ I, t∈ [0, T ]. Then the above Proposition remains true.

Proof. (a) is obvious. �

Proposition 2.2 (Extension to drifted diffusions). Let b : [0, T ] × R → R be a continuous function
with linear growth in x uniformly in t and such that b(t, .) is convex for every t ∈ [0, T ]. Then, the

conclusions of the above proposition remain true for the SDEs dY
(σ)
t = b(t, Y

(σ)
t )dt + σ(t, Y

(σ)
t )dWt

and dY
(θ)
t = b(t, Y

(θ)
t )dt + θ(t, Y

(θ)
t )dWt, both starting from x and non-decreasing convex functions

ϕ : R → R.
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Proof. We have to introduce the operators Qb,γ , γ > 0, defined for every function ϕ : R × R → R

(satisfying appropriate growth assumption in connection with the existing moments of Z) by

Qb,γ(ϕ)(x, u) = Eϕ
(
x, x+ γb(x) + uZ

)
.

One shows as in Lemma 2.1 above that Qb,γϕ is convex in (x, u), non-decreasing in u on R+, non-
increasing in u∈ R−. �

Applications to functional peacocks. We consider a local volatility model (on the discounted
risky asset)

dSt = Stσ(t, St)dWt, S0 = s0 > 0, (2.3)

where σ : [0, T ] × R → R is a bounded continuous functions so that the above equation has at least

a weak solution (S
(σ)
t )t∈[0,T ] with distribution on a probability space (Ω,A,P) on which is defined

a Brownian motion (Bt)∈[0,T ] (with augmented filtration (FB
t )t∈[0,T ]). Then, (St)t∈[0,T ] is a true

(FB
t )t∈[0,T ]-martingale reading

S
(σ)
t = s0e

∫ t

0 σ(s,S
(σ)
s )dBs−

1
2

∫ t

0 σ2(s,S
(σ)
s )ds

(so that S
(σ)
t > 0, t ∈ [0, T ]). One can introduce likewise the local volatility model related to the

(bounded) volatility function θ : [0, T ] × R+ → R, still starting from s0 > 0. Then, if one of the
following two additional conditions hold

(i) (x 7→ xκ(t, x))x∈R+ has a non-negative convex extension on R, t∈ [0, T ]

& 0 ≤ σ(t, .) ≤ κ(t, .) ≤ θ(t, .) on R+, t∈ [0, T ],

(ii) (x 7→ xθ(t, x))x∈R+ has a non-negative convex extension on R, t∈ [0, T ] & |σ(t, .)| ≤ θ(t, .), t∈ [0, T ],

for every then, for every convex (hence continuous) function f : R → R with at most polynomial
growth

E f

(∫ T

0
S(σ)
s µ(ds)

)
≤ E f

(∫ T

0
S(θ)
s µ(ds)

)

where µ is a signed (finite) measure on ([0, T ],Bor([0, T ])).
This claim is a straightforward consequence of the fact that for any ‖ . ‖sup-continuous linear

form L on C([0, T ],R), F ◦ L is a ‖ . ‖sup-continuous function. From a technical viewpoint, we apply
Proposition 2.1 to the diffusion(s) proceeses (with 0 drift) and diffusion coefficients given by the above
defined convex extensions of xκ(t, x) on the whole real line, σ and θ in any appropriate way which
preserves the non-negativity of xσ(t, x) a,d xθ(t, x) on R− as well as the comparison with xκ(t, x). In
the end we take advantage of the a posteriori positivity of the solutions of these SDE when starting
form a positive real number.

This result can be seen as an extension of the fact that

(∫ T
0 eσBt−

σ2t
2 dt

)

σ≥0

is a peacock (see [2, 6]).

Applications to volatility comparison results. It also appears as a functional extension of
the comparison result in [3] since it shows that if

0 < σmin(t) ≤ σ(t, .) ≤ σmax(t), t∈ [0, T ]

then for every ‖ . ‖sup-continuous convex functional F : R → R with at most polynomial growth

EF
(
S(σmin)
s

)
≤ EF

(
S(σ)
s

)
≤ EF

(
S(σmax)
s

)
(2.4)

where the left and right hand side are usually considered as quasi-closed forms since they correspond
to Hull-White (or even Black-Scholes if σmin, σmax are constant) models.
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2.2 Counter-example (discrete time setting)

The above comparison results for the convex order can fail when the assumptions of the proposi-
tion 2.1 are not satisfied by the diffusion coefficient. In fact the counter-example below is developed
in the discrete time framework corresponding to the first step of the proof. We consider the 2-period
dynamics. Let X = Xσ,x = (Xσ,x

0:2 ) satisfy

X1 = x+ σZ1

X2 = X1 +
√

2v(X1)Z2

where Z1:2
L∼ N (0; I2), σ ≥ 0 and v : R → R+ is a bounded C2-function such that v has a strict local

maximum at x0 satisfying v′(x0) = 0 and v′′(x0) < −1 (so is the case if v(x) = v(x0) − ρ(x− x0)
2 +

o((x−x0)2), 0 < ρ < 1
2 , in the neighbourhood of x0. Of course this implies that

√
v cannot be convex.

Let f(x) = ex. It is clear that

ϕ(x, σ) := Ef(X2) = exE
(
eσZ1+v(x+σZ1)

)

Elementary computations show that

ϕ′
σ(x, σ) = exE

(
eσZ1+v(x+σZ1)(1 + v′(x+ σZ1)Z1

)

ϕ′′
σ2(x, σ) = ex

(
E
(
eσZ1+v(x+σZ1)(1 + v′(x+ σZ1)

2Z2
1

)
+ E

(
eσZ1+v(x+σZ1)v′′(x+ σZ1)Z

2
1

))
.

In particular
ϕ′
σ(x, 0) = ex+v(x)(1 + v′(x))EZ = 0

and
ϕ′′
σ(x, 0) = ex+v(x)

(
(1 + v′(x))2 + v′′(x))

so that ϕ′′
σ(x0, 0) < 0 which implies that ϕ′

σ(x0, σ) < 0 when σ∈ (0, σ0], σ0 > 0. This clearly exhibits
a counter-example to Proposition 2.1 when the convexity assumption does not hold on the functions
(σk) or (κk).

2.3 Lévy driven diffusions

Let Z = (Zt)t∈[0,T ] be a Lévy process with Lévy measure ν satisfying

∫

|z|≥1
|z|pν(dz) < +∞, p ∈

[1,+∞). Then Zt ∈ L1(P) for every t ∈ [0, T ]. If furthermore, EZ1 = 0, then (Zt)t∈[0,T ] is an

FZ -martingale.

Proposition 2.3. Let Z = (Zt)t∈[0,T ] be a martingale Lévy process with Lévy measure ν satisfying∫

|z|≥1
|z|pν(dz) < +∞ for some p ∈ [1,+∞) and let κi : [0, T ] × R → R, i = 1, 2, be continuous

functions, Lipschitz continuous in x uniformly in t. For i = 1, 2, let X(κi) = (X
(κi)
t )t∈[0,T be the

unique diffusion process solution to

dX
(κi)
t = κi(t,X

(κi)
t− )dZt, X

(κi)
0 = x∈ R. (2.5)

Let F : ID([0, T ],R) → R be a convex Sk-continuous functional

∀α∈ C([0, T ],R), |F (α)| ≤ C(1 + ‖α‖rsup), 0 < r < p.
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(a) There exists κ : [0, T ]×R → R+ such that, κ(t, .) is convex for every t∈ [0, T ] and 0 ≤ κ1 ≤ κ ≤ κ2,
then

EF (X(κ1)) ≤ EF (X(κ2)).

(a′) An equivalent form for claim (a) is: if 0 ≤ κ1 ≤ κ2 and κ1(t, .) are convex for every t∈ [0, T ] or
κ2(t, .) are convex for every t∈ [0, T ]. Then the conclusion of (a) still holds true.

(b) If |σ| ≤ θ and θ is convex, then

EF (X(κ1)) ≤ EF (X(κ2)).

Lemma 2.3. Let α∈ ID([0, T ],R). The sequence of stepwiseconstant approximations defined by

αn(t) = α(tn), t∈ [0, T ],

converges toward α for the Skorokhod topology.

Proof. See [8] Proposition 6.37 in Chapter VI (p.387, second edition).
�

Proof of Proposition 2.3. Step 1. Let (X̄n
t )t∈[0,T ] be the continuous (genuine) Euler scheme

defined by

X̄n
t = x+

∫

(0,t]
κ(sn, X̄

n
sn
)dZs

where κ = κ1 or κ2. Then, owing to the linear growth of κ,
∥∥∥ sup
t∈[0,T ]

|Xt|
∥∥∥
p
+ sup

n≥1

∥∥∥ sup
t∈[0,T ]

|X̄n
t |
∥∥∥
p
< +∞.

On the other hand we know from [7] that the stepwise constant Euler scheme (X̄n
tn
)t∈[0,T ], satisfies

distSk
(
(X̄n

tn
)t∈[0,T ], (Xtn)t∈[0,T ]

)
→ 0 as n→ ∞ in probability

where distSk is a metric for the Skorokhod topology on [0, T ] (in fact the result established in [7] is
a weak rate of convergence for the Skorokhod topology which is dramatically more sophisticated but
what we need here is simply the convergence in probability). On the other hand, it follows from the
above lemma 2.3 that distSk

(
(Xtn)t∈[0,T ],X

)
→ 0 a.s. As a consequence

distSk((X̄tn)t∈[0,T ],X) −→ 0 in probability.

Step 2. On the other hand, let F : ID([0, T ],R) → R be a P
X
-Sk-continuous convex functional. For

every integer n ≥ 1, we still define the sequence of convex functions Fn : Rn+1 → R by Fn(x0:n) =

F
( n−1∑

i=0

xk1[tn
k
,tn
k+1)

+ xn1{T}

)
so that Fn

(
(X̄n

tn
k
)0:n
)
= F

(
(X̄n

tn
)t∈[0,T ]

)
.

Now, for every n ≥ 1, the discrete time Euler schemes X̄(κi),n, i = 1, 2, related to the jump
diffusions with diffusion coefficients κ1 and κ2 are of the form (2.1) and |Fn(x0:n)| ≤ C(1 + ‖x0:n‖r),
r∈ (0, p).

(a) Assume 0 ≤ κ1 ≤ κ2. Then it follows from the first step of the proof of Proposition 2.1 that, for

every n ≥ 1, EFn

(
(X̄

(κ1),n
tn
k

)0:n
)
≤ EFn

(
(X̄

(κ2),n
tn
k

)0:n
)
i.e. EF

(
(X̄

(κ1),n
tn

)t∈[0,T ]

)
≤ EF

(
(X̄

(κ2),n
tn

)t∈[0,T ]

)
.

Letting n→ ∞ completes the proof since F is P
X
-a.s. Sk-continuous. �

(b) is an easy consequence of the proof of Propossition 2.1(b) devoted to the discrete time setting
(Step 1).
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2.4 Bounds for non Markovian Itô and Doléans martingales

2.4.1 Itô martingales

This theorem provides an extension of Hajek’s theorem (see [5]) and El Karoui-Jeanblanc-Shreve’s
Theorem (see [3]) which mainly deal with convex functions of the marginals of the processes.

We will extensively use the following classical result:
If (Yn)n≥1 is a sequence of random variables taking values in a Banach space (E, | . |E). If Yn weakly

converge toward Y∞ and (Φ(Yn))n≥1 is uniformly integrable where Φ : E → R is Borel function (going
to infinity at infinity), then for every PY∞

-a.s. continuous Borel functional F defined on E such that
|F (u)| ≤ C(1 + Φ(u)) for every u∈ E, one has EF (Yn) → EF (Y∞).

Proposition 2.4. Let F : C([0, T ],R) → R be a convex ‖ . ‖sup-continuous functional with exponential
growth

∀α∈ C([0, T ],R), |F (α)| ≤ C(1 + ‖α‖rsup), r ≥ 0,

for a real constant C ≥ 0 and let (Ht)t∈[0,T ] be an (Ft)-progressively measurable process and let
h = (ht)t∈[0,T ] be a bounded Borel function, dt-a.e. left continuous, such that Assume that

P(dω)-a.s. t 7→ Ht(ω) is dt-a.e. left continuous.

(a) If |Ht| ≤ ht P-a.s. for every t ∈ [0, T ], then

EF

(∫ .

0
HsdWs

)
≤ EF

(∫ .

0
hsdWs

)
.

(b) If Ht ≥ ht ≥ 0 P-a.s. for every t ∈ [0, T ] and ‖H‖L2([0,T ],dt)∈ Lr′(P) for r′ > r, then

EF

(∫ .

0
HsdWs

)
≥ EF

(∫ .

0
hsdWs

)
.

Remark. The assumption h is satisfies as soon as h is left continuous over [0, T ].
Proof. Step 1 (Discrete time). Let (Zk)1≤k≤n be a sequence of independent centered R-valued
random vectors satisfying Zk ∈ Lr(Ω,A,P), r ≥ 1, and let (Hk)0≤k≤n be an (FZ

k )0≤k≤n-adapted
sequence. Let Φ : Rn+1 → R be a convex function such that |Φ(x)| ≤ C(1+ |x|r). Let X = (Xk)0≤k≤n

and Y = (Yk)0≤k≤n be two sequences of random vectors recursively defined by

Xk+1 = Xk +HkZk+1, Yk+1 = Yk + hkZk+1, 0 ≤ k ≤ n− 1, X0 = Y0 = x.

Then one proceeds like in the Step 1 of Proposition 2.1 to prove by backward induction that if
|Hk| ≤ hk, then

EΦ(X) ≤ EΦ(Y )

and if Hk ≥ hk ≥ 0, then EΦ(X) ≥ EΦ(Y ). We mainly rely on the fact that the sequence of functions
recursively defined by

Φn = Φ, Φk = (QΦk+1(x0:k, xk + .)) (hk)

are all convex and satisfy Φk(Y0:k) = E
(
Φ(Y0:n) | FZ

k

)
. If e|Zk| ∈ Lr(P), one shows likewise the result

for functions Φ such that |Φ(x)| ≤ Cer|x|.

Step 2. (a) The domination ofH by h implies the existence of the stochastic integral since
∫ T
0 EH2

t dt ≤∫ T
0 h2(t)dt < +∞. Let n be a positive integer. It is clear that

E

〈∫ .

0
HsdWs −

∫ .

0
HsndWs

〉

T
=

∫ T

0
E|Ht −Htn |2dt→ 0 as n→ +∞

9



so that, owing to Doob’s Inequality,

sup
t∈[0,T ]

∣∣∣∣
∫ t

0
HsdWs −

∫ t

0
HsndWs

∣∣∣∣
L2

−→ 0 as n→ +∞.

On the other hand sup
t∈[0,T ]

∣∣∣
∫ t

tn

HsdWs

∣∣∣→ 0 a.s. since paths of Brownian stochastic integrals are (uni-

formly) continuous over [0, T ]. In particular,
(∫ tn

0
HsndWs

)
t∈[0,T ]

weakly converges to
(∫ .

0
HsdWs

)
t∈[0,T ]

for the ‖ . ‖sup-norm topology.
Let Fn be defined by (2.2). One derives from Step 1 that, for every n ≥ 1,

EF ◦In
( ∫ .

0
HsndWs

)
= EFn

( ∫ tn
k

0
HsndWs, k = 0, . . . , n

)

≤ EFn

( ∫ tn
k

0
hsndWs, k = 0, . . . , n

)
= EF ◦In

( ∫ .

0
hsndWs

)

since Fn is convex. Combining the above functional weak convergence and the uniform integrability
argument yields the expected inequality.

(b) Under the integrability assumption on ‖H‖L2([0,T ],dt) one still gets the weak of the “discretized”
stochastic integrals for the ‖ . ‖sup-norm topology. Furthermore it follows from the B.D.G. Inequality
that, for any r′ > r,

∥∥∥∥∥ sup
t∈[0,T ]

∣∣∣∣
∫ T

0
HsndWs

∣∣∣∣

∥∥∥∥∥
r′

≤ cr′

∥∥∥∥
∫ T

0
H2

sn
ds

∥∥∥∥

1
2

r′

2

≤
(∫ T

0
h2tndt

) 1
2

→ ‖h‖L2
T
< +∞

as n → ∞. So we can apply Step 1 to get the lower bound for every n ≥ 1 and as a second step, let
n go to infinity to conclude using a uniform integrability argument. �

2.4.2 Lévy-Itô martingales

Proposition 2.5. Let Z = (Zt)t∈[0,T ] be an integrable centered Lévy process with Lévy measure ν
satisfying ν(|x|p1{|x|≥1}) < +∞ for a real exponent p > 1. Let F : C([0, T ],R) → R be a convex
Skorokhod-continuous functional with r-polynomial growth, 0 < r < p, namely

∀α∈ ID([0, T ],R), |F (α)| ≤ C(1 + ‖α‖rsup)

for a real constant C ≥ 0. Let (Ht)t∈[0,T ] be an (Ft)-predictable process and let h = (ht)t∈[0,T ] be a
dt-a.e. left continuous function such that ‖h‖L2([0,T ],dt) < +∞. Assume that

P(dω)-a.s. t 7→ Ht(ω) is dt-a.e. left continuous.

(a) If |Ht| ≤ ht P-a.s. for every t ∈ [0, T ], then

EF

(∫ .

0
HsdZs

)
≤ EF

(∫ .

0
hsdZs

)
.

(b) If Ht ≥ ht ≥ 0 P-a.s. for every t ∈ [0, T ] and ‖H‖L2([0,T ],dt)∈ Lr′(P) for r < r′ < p, then

EF

(∫ .

0
HsdZs

)
≥ EF

(∫ .

0
hsdZs

)
.
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Proof. (a) We will rely on the Step 1 of the proof for Brownian Itô processes. We first consider the
Lévy-Khintchine decomposition of Z

Zt = cWt + Z̃η
t + Zη

t , c ≥ 0,

where Z̃η is martingale with jumps of size at most η and Zη is compensated Poisson process with
(finite) Lévy measure ν(.∩{|x| > η}). Let n be a positive integer. Assume temporarily that p∈ (0, 2].
It follows form B.D.G. Inequality that,

∥∥∥∥∥ sup
t∈[0,T ]

∣∣∣
∫ t

0
HsdZs −

∫ t

0
HsndZs

∣∣∣
∥∥∥∥∥
p

≤ cκp

∥∥∥
∫ T

0
(Ht −Htn)

2dt
∥∥∥

p

2

+κp

∥∥∥
∑

0<s≤T

(Hs −Hsn)
2(∆Zs)

21{|∆Zs|>η}

∥∥∥
p

2

+κp

∥∥∥
∑

0<s≤T

(Hs −Hsn)
2(∆Zs)

21{|∆Zs|≤η}

∥∥∥
1

where we used in the last line that p ≤ 2 and the monotony of Lp-norm.
Owing to the compensation formula we have

E

∣∣∣
∑

0<s≤T

(Hs −Hsn)
2(∆Zs)

21{|∆Zs|>η}

∣∣∣
p

2 ≤ E

∫ T

0
|Ht −Htn |pdt ν(|x|p1{|x|>η})

and

E|
∑

0<s≤T

(Hs −Hsn)
2(∆Zs)

21{|∆Zs|≤η}

∣∣∣ = E

∫ T

0
(Ht −Htn)

2dt ν(|x|2 ∧ η).

Since |Ht| ≤ h(t) and the dt-a.e. continuity of t 7→ Ht, we get that these above three terms go to 0 as
n goes to infinity. It follows that

sup
t∈[0,T ]

∣∣∣
∫ t

0
HsdZs −

∫ t

0
HsndZs

∣∣∣ Lp

−→ 0.

If p > 2, one proceeds by a standard “cascade” argument based on repeated applications of B.D.G.
Inequality to the martingales ∑

0≤s≤t

(∆Zs)
2k − tν(|x|2k1{|x|>η})

to switch form p to p/2, p/22 until we get p/2k ≤ 2.
At this stage we call upon Proposition 6.37 in [8] Chapter VI (p.387, second edition) which states

that if αn
Sk−→ α then, the stepwise constnt sequence αn(.,)

Sk−→ α. This shows as a straightforward
consequence that ∫ .n

0
HsndZs

Sk−→
∫ .

0
HsdZs in probability.

The same reasoning leads to the same convergence for the integrands related to h. Now one can con-
clude like in the proof of Proposition 2.5(a) by combining a functional Sk-weak convergence argument
and a uniform integrability argument. Of course the interpolation operator is replaced by the stepwise
constant approximation operator introduced in the proof of Proposition 2.3.

(b) is proved following the lines of Proposition 2.5.(b). �
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2.4.3 Doléans (Brownian) martingales

A similar result holds true for Doléans exponential with obvious applications to the robustness of
Black-Scholes formula for option pricing.

Proposition 2.6. Let (Ht)t∈[0,T ] and h = (ht)t∈[0,T ] be like in the previous proposition 2.5. Let
F : C([0, T ],R) → R be a convex ‖ . ‖sup-continuous functional with exponential growth

∀α∈ C([0, T ],R), |F (α)| ≤ C(1 + ‖α‖rsup), r > 0.

for a real constant C ≥ 0.

(a) If |Ht| ≤ ht P-a.s. for every t ∈ [0, T ], then

EF

(
E
(∫ .

0
HsdWs

))
≤ EF

(
E
(∫ .

0
hsdWs

))
.

(b) If Ht ≥ ht ≥ 0 P-a.s. for every t ∈ [0, T ] and ‖H‖L2([0,T ],dt)∈ Lr′(P) for r′ > r, then

EF

(
E
(∫ .

0
HsdWs

))
≥ EF

(
E
(∫ .

0
hsdWs

))
.

Proof. Step 1: For a fixed integer n ≥ 1, we consider the sequence of random variables defined by
Ξn
0 = 1 and

Ξn
k = Ξn

k−1 exp
(
Htn

k−1
∆Wtn

k
− T

2n
H2

tn
k−1

)
, k = 1, . . . , n

(where ∆Wtn
k
=Wtn

k
−Wtn

k−1
) and we also define a sequence (xk,n)0≤k≤n recursively defined in backward

way by

ξn,n = exp
(
htnn−1

∆Wtnn − T

2n
h2tnn−1

)
, ξk,n = ξk+1,n exp

(
htn

k
∆Wtn

k
− T

2n
h2tn

k

)
, k = 0, . . . , n− 1.

We introduce the family of continuously interpolated processes

Xn,k
t = in(Ξtn0:k

, ξtn
k+1:n,n

)(t), t ∈ [0, T ].

We define the operator Q̃(n) on Borel functions f : R → R with polynomial growth by

Q̃(n)(f)(x, h) = E f
(
x exp

(
hWT/n − T

2n
h2
))

It follows from general results on peacocks (see e.g. [2, 6, 13]) that, as soon as f is convex, the function

h 7→ Q̃(n)(f)(x, h) is (even and) non-decreasing on R+.

We consider the discrete time filtration Gn
k = Ftn

k
and set Ek = E( . |Gn

k ).
Now let F : C([0, T ]) → R be a (Borel) functional with linear growth with respect to the sup-norm

and let Fn = F ◦ in.
We will show by a backward induction on k∈ {0, . . . , n} that

EkFn(Ξ0:n) ≤ EkFn(Ξ0:k, ξk+1:n,n). (2.6)
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For k = n the equality is s trivial. Assume it holds true for k∈ {0, . . . , n− 1}.

EkFn(Ξ0:k+1, ξk+2:n,n) = Ek

(
Fn(Ξ0:k,X

n
k exp

(
Htn

k
∆Wtn

k+1
− T

2n
H2

tn
k

)
, ξk+2:n,n)

)

=

(
E

(
Fn(x0:k, xk exp

(
η∆WT/n − T

2n
η2
)
, ξk+2:n,n)

))

|x0:k=Xn
0:k,η=Htn

k

=
(
Q̃(n)(Fn(x0:k, . , ξk+2:n,n)(X

n
k ,Htn

k
)
)

|x0:k=Xn
0:k

≤
(
Q̃(n)(Fn(x0:k, . , ξk+2:n,n)(X

n
k , htnk )

)
|x0:k=Xn

0:k

= Ek

(
Fn(Ξ0:k, ξk+1:n,n)

)

where we used the convex order property of the operator Q̃(n) in the penultimate line. Plugging this
inequality in (2.6) and using teh chain rule for conditional expectation completes the induction.

Inequality (2.6) at k = 0 reads
EF
(
Xn,n

)
≤ EF

(
Xn,0

)

Step 2: Under the assumptions made on H and h, it is clear that logXn,n and logXn,0 converge
in L2(P) for the sup norm, hence in distribution, toward E(

∫ .
0HsdWs) and E(

∫ .
0 hsdWs) respectively.

Elementary about uniform integrability imply that

lim
n

EF
(
Xn,n

)
= EF

(
E
(∫ .

0
HsdWs

))
and lim

n
EF
(
Xn,0

)
= EF

(
E
( ∫ .

0
hsdWs

))

which completes the proof. Claim (b) follows likewise. �

2.4.4 A counter-example

The counter-example below shows that Theorem 2.5 does not remain true if we relax the assumption
that the dominating process (ht)t∈[0,T ] is deterministic.

We consider the 2-period dynamics. Let X = Xσ = (Xσ
0:2) satisfy

X1 = σZ1

X2 = X1 +
√

2v(Z1)Z2

where Z1:2
L∼ N (0; I2), σ ≥ 0 and v : R → R+ is a bounded non-increasing sequence.

Let f(x) = ex. It is clear that

ϕ(σ) := Ef(X2) = E
(
eσZ1+v(Z1)

)
.

Elementary computations show that

ϕ′(σ) = E
(
eσZ1+v(Z1)Z1

)

so that
ϕ′0) = E

(
ev(Z1)Z1

)
< E ev(Z1)EZ1 = 0

by a one -dimensional co-monotony argument: z 7→ ev(z) is non-increasing and z 7→ z is non-decreasing
and none of this functions are PZ1-a.s. constant (which implies the strict inequality).

As a consequence, ϕ is decreasing on a right neighbourhood [0, σ0] (σ0 > 0) of 0.
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To include this into a Brownian stochastic integral framework, one proceeds as follows: let W be
a standard Brownian motion and σ, σ̃∈ (0, σ0], σ < σ̃.

Ht = σ1[0,1](t) +
√

2v(W1)1(1,2](t), H̃t = σ̃1[0,1](t) +
√

2v(W1)1(1,2](t).

It is clear that 0 ≤ Ht ≤ H̃t, t∈ [0, 2] whereas

E

(
e
∫ 2
0 HsdWs

)
> E

(
e
∫ 2
0 H̃sdWs

)
.

This makes up a counter-example to Proposition 2.5.

It has to be noted that if v is non-decreasing, then choosing f(x) = e−x leads to a similar result
since

ψ(σ) := Ef(X2) = E
(
e−σZ1+v(Z1)

)

satisfies Ψ′(σ) = −E
(
e−σZ1+v(Z1)

)
. In particular one still has by a co-monotony argument that ψ′(0) <

0 is v is not constant.

2.4.5 A comparison theorem for Laplace transform of Brownian stochastic integrals

As usual we start by a discrete time result which has its own interest for applications.

Proposition 2.7. Let (Zk)k≥1 be a sequence of N (0; 1)-random variables. We set S0 = 0 and Sk =
Z1 · · · + Zk, k = 1, . . . , n for convenience. We consider the two discrete time stochastic integrals

Xk =

k∑

ℓ=1

fℓ(Sℓ−1)Zℓ and Yk =

k∑

ℓ=1

gℓ(Sℓ−1)Zℓ, k = 1, . . . , n

with X0 = Y0 = 0 and fk, gk : R → R+, k = 1, . . . , n are non-negative Borel functions satisfying:

all the functions fk are non-decreasing or all the functions gk are non-decreasing.

IFurthermore, if 0 ≤ fk ≤ gk for all k = 1, . . . , n, then

∀λ ≥ 0, E eλXn ≤ E eλYn .

Proof. We start from the Cameron-Martin identity

∀σ∈ R, EeσZ+ϕ(Z) = e
σ2

2 Eeϕ(Z+σ).

which holds true in R+ for any Borel function ϕ : R → R.
First we define in a backward way functions f̃k and g̃k, k = 1, . . . , n+1 as follows: f̃n+1 = g̃n+1 ≡ 0,

f̃k(x) =
λ2

2
f2k+1(x) + logE

(
ef̃k+1(x+λfk(x)+Z)

)
, k = 1, . . . , n, (2.7)

where Z ∼ N (0, 1), teh functions g̃k being defined from the gk the same way round.
Then, we check by induction relying on the chaining rule for conditional expectations that that

E eλXn = E eλXk+f̃k+1(Sk), k = 1, . . . , n.

so that finally E eλXn = ef̃1(0). It follows from (2.7) using a backward induction that, for every
k = 1, . . . , n, f̃k is non-decreasing if the functions fk are so and idem for g̃k with respect to the
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functions gk. Assume e.g. that the f̃k are non-decreasing. Then, a backward induction shows that
f̃k ≤ g̃k since f̃n ≤ g̃n, and if f̃k+1 ≤ g̃k+1, for every x∈ R,

f̃k+1(x+ λfk(x) + Z) ≤ f̃k+1(x+ λgk(x) + Z) ≤ g̃k+1(x+ λgk(x) + Z).

Plugging this inequality in (2.7) with f2k ≤ g2k, one concludes that f̃k ≤ g̃k. A similar reasoning can
be carried out if the functions g̃k are non-decreasing. �

A continuous time version of this result is the following

Theorem 2.1. Let f, g : [0, T ]× R → R+ two bounded Borel functions such that





(i) f, g are dt⊗ dx-a.e. continuous,
(ii) 0 ≤ f ≤ g,

(iii)
(
∀ t∈ [0, T ] f(t, .) is non-decreasing

)
or
(
∀ t∈ [0, T ] g(t, .) is non-decreasing

)
.

(2.8)

Then,

∀λ ≥ 0, E eλ
∫ T

0
f(s,Ws)dWs ≤ E eλ

∫ T

0
g(s,Ws)dWs

so that, for every completely increasing function ϕ : R → R+

Eϕ

(∫ T

0
f(s,Ws)dWs

)
≤ Eϕ

(∫ T

0
g(s,Ws)dWs

)
.

Remarks. • The finiteness of these integrals follows form Novikov’s criterion.

• Completely increasing functions are defined as Laplace transform of non-negative measures supported
by the non-negative real line, namely

ϕ(x) =

∫

R+

eλxµ(dλ).

• One can reformulate (2.8) into





(i) f, g are dt⊗ dx-a.e. continuous,

(ii) ∃h : [0, T ]× R → R+ such that

{
(a) 0 ≤ f ≤ h ≤ g and
(b) ∀ t∈ [0, T ] h(t, .) is non-decreasing.

(2.9)

Proof. Assume e.g. that f(t, .) is non-decreasing for every t ∈ [0, T ]. It follows form the above
assumption (2.8)(i) that

∥∥∥
∫ T

0
f(s,Ws)dWs −

∫ T

0
f(sn,Wsn)dWs

∥∥∥
2

2
=

∫ T

0
E
(
f(s,Ws)− f(sn,Wsn)

)2
ds→ 0

as n → +∞. It suffices to show that E
(
f(s,Ws) − f(sn,Wsn)

)2 → 0 ds-a.e. since f is bounded.
Furthermore, ds-a.e., x 7→ f(s, x) is dx-a.e. continuous hence PWs-a.s. continuous. the convergence of
Wsn toward Ws completes the proof of the convergence.

Now, define for every k = 1, . . . , n,

Xk =

∫ T

0
f(sn,Wsn)dWs =

k∑

ℓ=1

√
T

n
f(tnℓ−1,Wtn

ℓ−1
)Un

ℓ
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where Un
ℓ =

√
n
T (Wtn

ℓ
−Wtn

ℓ−1
), ℓ = 1, . . . , n. We define likewise (Yk)k=0:n with respect to the function

g. It is clear that (Xk) and (Yk) satisfy the assumptions of the above Proposition 2.7 so that

∀λ ≥ 0, E eλ
∫ T

0 f(sn,Wsn
)dWs ≤ E eλ

∫ T

0 g(sn,Wsn
)dWs .

One concludes by combining the above quadratic (hence weak) convergence and the uniform integra-
bility argument since

∀λ > 0, sup
n

E eλ
∫ T

0 f(sn,Wsn
)dWs ≤ e

λ2

2
‖f‖supT < +∞. �

3 Application to the “réduite” and to path-dependent American
options

3.1 Bermuda options

We consider the same discrete time dynamics as for the “European” case. Let (Zk)1≤k≤n be an
i.i.d. sequence of Rd-valued random vectors satisfying Zk ∈ Lr(Ω,A,P), r ≥ 1. Let (Xk)0≤k≤n and
(Yk)0≤k≤n be two sequences of random vectors recursively defined by

Xx
k+1 = Xx

k + σk(X
x
k )Zk+1, Y x

k+1 = Y x
k + θk(Y

x
k )Zk+1, 0 ≤ k ≤ n− 1, Xx

0 = Y x
0 = x

where σk, θk , k = 0, . . . , n are functions from R to R, all with linear growth. This implies by an easy
induction that the r.v. s Xx

k and Y x
k all lie in Lr. We define the “réduite” associated to these two

dynamics

u0(x) = sup
{
EFτ (X

x
0:τ ), τ F-stopping time

}
and v0(x) = sup

{
E (Fτ (Y

x
0:τ ), τ F-stopping time

}
.

These quantities are closely related to the optimal stopping attached to these dynamics (see [12, 4]
for details).

The proposition below is the counterpart of the first step of Proposition 2.1 (discrete time).

Proposition 3.1. Let Fk : Rk+1 → R+, k = 0, . . . , n be a sequence of nonnegative convex functions
satisfying a polynomial growth 0 ≤ Fk(x0:k) ≤ C(1 + |x0:k|r), k = 0, . . . , n, r ≥ 0. Let F = (Fk)0≤k≤n

be a filtration such that Zk is Fk-adapted and Zk is independent of Fk−1, k = 1, . . . n.

(a) If, for every k{0, . . . , n − 1}, there exists a convex function κk such that 0 ≤ σk ≤ κk ≤ θk, then,
for every x∈ R,

sup
{
E
(
Fτ (X

x
0:τ )
)
, τ F-stopping time

}
≤ sup

{
E
(
Fτ (Y

x
0:τ )
)
, τ F-stopping time

}
.

(b) If the r.v. Zk have symmetric distributions, θk, k = 1, . . . , n are convex and |σk| ≤ θk, k = 1, . . . , n
then the same result holds true.

Proof. We introduce U = (Uk)0≤k≤n and V = (Vk)0≤k≤n be the F-Snell envelopes of
(
Fk(X0:k)

)
0≤k≤n

and
(
Fk(Y0:k)

)
0≤k≤n

respectively i.e.

Uk = P-supess
{
E
(
Fτ (X0:τ ) | Fk

)
, τ F-stopping time, τ ≥ k

}

and
Vk = P-supess

{
E
(
Fτ (Y0:τ ) | Fk

)
, τ F-stopping time, τ ≥ k

}
.
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The connection between “réduite” and Snell envelope is a classical fact from Optimal Stopping Theory
(see e.g. [12]), namely

EU0 = supE{
(
Fτ (X

x
0:τ ) | Fk

)
, τ F-stopping time, τ ≥ k

}

(idem for V0 and Y x).
Following the lines of the proof of Step 1 of Proposition 2.1, one shows that the sequence of

functions uk : Rk+1 → R defined by

uk(x0:k) = max
(
Fk

(
x0:k), Quk+1(x0:k, xk + .)

)
(σk(xk))

))

are convex owing to Lemma 2.1. On the other hand, relying on the Backward Dynamic Programing
principle satisfied by the (P,F)-Snell envelope

Un = Fn(X0:n), Uk = max
(
Fk(X0:k),E(Uk+1 | Fk)

)
, k = 0, . . . , n− 1.

We prove by a backward induction that Uk = uk(X0:k) a.s., k = 0, . . . , n. One defines likewise the
functions vk : Rk+1 → R in connection with the (P,F)-Snell envelope V .

Assume that 0 ≤ σk ≤ θk, k = 0, . . . , n and σk are all convex. One shows by a backward induction
that uk ≤ vk, k = 0, . . . , n. If k = n this is obvious. If it holds true with k + 1 ≤ n, then for every
x0:k∈ Rk+1

uk(x0:k) ≤ max
(
Fk

(
x0:k

)
,
(
Quk+1(x0:k, xk + .)

)
(θk(xk))

)

≤ max
(
Fk

(
(x0:k

)
,
(
Qvk+1(x0:k, xk + .)

)
(θk(xk))

)
=vk(x0:k)

where we used successively that u 7→
(
Quk+1(x0:k, xk + .)

)
(u) is non-decreasing on R+ since uk+1 is

convex and that uk+1 ≤ vk+1. Finally, the inequality for k = 0 reads

u0(x) = EU0 ≤ EV0 = v0(x)

which yields the announced result. Other cases follow from using similar arguments. �

3.2 American options

3.2.1 Brownian diffusions

This result is an genraliszation to path dependent “payoffs functionals of El Karoui-Jeanblanc-Shreve’s
Theorem (see [3]) which mainly deal with convex functions of the marginal of the processes at time
T .

Proposition 3.2. Let (X
(σ)
t )t∈[0,T ] and (X

(θ)
t )t∈[0,T ] be the martingale diffusions with σ and θ as

diffusion coefficients, continuous on [0, T ] × R, Lipschitz in x uniformly in t ∈ [0, T ], driven by an
(Ft)t≥0-Brownian motion W defined on a probability space (Ω,A,P). Assume that there exists κ :
[0, T ]× R → R such that κ(t, .) is convex for every t∈ [0, T ] and

0 ≤ σ(t, .) ≤ κ(t, .) ≤ θ(t, .), t∈ [0, T ].

Then for every functional F : [0, T ]×C([0, T ],R) → R+ be a continuous functional (w.r.t. the ‖ . ‖sup-
norm), with polynomial growth uniformly in t in the sense

∀t∈ [0, T ], ∀α∈ C([0, T ],R), 0 ≤ F (t, α) ≤ C(1 + ‖α‖rsup), r ≥ 0.
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and such that, for every t∈ [0, T ], F (t, .) is convex on C([0, T ],R), one has

sup
{
E
(
F (τ,X

(σ),x
0:τ )

)
, τ ∈ T F

[0,T ]

}
≤ sup

{
E
(
F (τ,X

(θ),x
0:τ )

)
, τ ∈ T F

[0,T ]

}

where T F
[0,T ] = {τ : Ω → [0, T ],F-stopping time}.

Proof. Step 1 (Euler schemes) We consider the Euler schemes X̄(σ),n and X̄(θ),n of both diffusions (we
drop the dependency on the (common) starting value x). Both schemes are adapted to the filtration
F (n) := (Ftn

k
)0≤k≤n.

It follows from the former Proposition 3.1, that the (P,F (n))-Snell envelopes Ū (n) and V̄ (n) of the

F (n)-adapted “obstacle” processes F
(
tnk ,
[
In
(
X̄(σ),n

)]tn
k

)
, k = 0, . . . , n, and F

(
tnk ,
[
In
(
X̄(θ),n

)]tn
k

)
,

k = 0, . . . , n, satisfy
E Ūn

0 ≤ E V̄ n
0 .

Step 2 (Convergence) Now set for convenience Ȳ
(n)
tn
k

= F
(
tnk ,
[
In
(
X̄(σ),n

)]tn
k

)
, k = 0, . . . , n. We know

that
Ū

(n)
tn
k

= P-supess
{
E(Ȳ (n)

τ | Ftn
k
), τ ∈ T (n)

tn
k
,T

}
, k = 0, . . . , n,

where T (n)
tn
k
,T =

{
τ : Ω → {tnk , . . . , tnℓ , . . . , tnn}, F (n)-stopping time

}
; we also know that the Snell

envelope of the process Yt = F (t,Xt), t∈ [0, T ] is defined by

Ut = P-supess
{
E
(
Yτ | Ft

)
, τ ∈ T F

t,T

}
, t ∈ [0, T ],

where T F
t,T =

{
τ : Ω → [t, T ], F-stopping time

}
. Note that this Snell envelope admits a version

which is a right continuous non-negative super-martingale whose compensator is continuous (and
non-decreasing) since t 7→ F (t,Xt) is continuous.

For technical purpose we introduce an intermediate quantity defined by

Ũtn
k
= P-supess

{
E(Yτ | Ftn

k
), τ ∈ T (n)

tn
k
,T

}
≤ Utn

k
, k = 0, . . . , n,

Our aim is to prove that, after canonically extending Ū (n) as a stepwise constant process by setting

Ū
(n)
t = Ū

(n)
tn
k
, t ∈ [tnk , t

n
k+1), Ū

(n) to U in Lp.

We start from the fact that

|Ut − Ū
(n)
tn

| ≤ |Ut − Utn |+ Utn − Ũ
(n)
tn

+ |Ũ (n)
tn

− Ū
(n)
tn

|.

First, the regularity of U implies in particular that it is left continuous in L1 i.e. E|Ut − Utn
k
| → 0

as n→ ∞.

As concerns the second term in the right hand side of the above equation, we proceed as follows

0 ≤ Utn
k
− Ũ

(n)
tn
k

≤ P-supess
{
E
(
Yτ − Yτ (n) | F (n)

tn
k

)
, τ ∈ Tt,T

}

where τ (n) =
∑n

k=1
kT
n 1

{
(k−1)T

n
<τ≤ kT

n
}
so that

0 ≤ Utn
k
− Ũ

(n)
tn
k

≤ E
(
sup
t≥tn

k

|Yt − Ytn | | Ftn
k

)
≤ E

(
sup

t∈[0,T ]
|Yt − Ytn | | Ftn

k

)
.
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Doob’s Inequality applied to the martingale in the right hand side of the above inequality then implies
that for every p∈ (1,+∞),

∥∥ max
0≤k≤n

(Utn
k
n − Ũ

(n)
tn
k
)
∥∥
p

≤ p

p− 1

∥∥ sup
t∈[0,T ]

|Yt − Ytn |
∥∥
p

→ 0 as n→ ∞

since Y tn converges towards Y t a.s. for the sup-norm which in turn implies that F (tn, Y
tn) a.s.

converges toward F (t, Y t). The Lp-convergence follows by uniform integrability since ‖Y ‖sup has
polynomial moments at any order.

|Ũ (n)
tn
k

− U
(n)
tn
k
| ≤ supess

{
E
(
|Ȳ (n)

τ − Yτ | | Ftn
k

)
, τ ∈ T (n)

tn
k
,T

}

≤ E

(
max
0≤k≤n

|Ȳ (n)
tn
k

− Ytn
k
| | Ftn

k

)
.

Now
|Ȳ (n)

tn
k

− Ytn
k
| =

∣∣F
(
tnk , (In(X̄

(σ),n))t
n
k

)
− F

(
tnk , (X

(σ))t
n
k

)∣∣.

Now, note that the functional defined from (C([0, T ],R), ‖ . ‖sup) into itself by

α 7→
(
t 7→ F

(
t, In(α)

t
))

is continuous owing to the continuity of F itself on [0, T ]×C([0, T ],R) since α 7→ In(α)
t is 1-Lipschitz

continuous with respect to the sup norm uniformly in t∈ [0, T ] and ‖αt − αs‖sup ≤ w(α, |t− s|). �

Applications to comparison theorems for American options in a local volatility mod-

els. By specifying our diffusion dynamics as a local volatility model like (2.3) we can extend the
comparison result (2.4) to path-dependent American options provided the “payoff” functionals F (t, .)
are convex with linear growth as specifies in the above theorem. This is again an extension of [3].

3.2.2 The case of jump martingale diffusions

In what follows the product space ID([0, T ],R)×[0, T ] is endowed with the product topology “Sk⊗| . |”.
The canonical process on ID([0, T ],R) is denoted X (i.e. Xt(α) = α(t)) and θ denotes the canonical
r.v. on [0, T ] (i.e. θ(x) = x).

Let (Ft)t∈[0,T ] be a càd filtration and let Y be an (Ft)t∈[0,T ]-adapted càdlàg process defined on
a probability space (Ω,A,P). We introduce the so-called (H)-assumption (also known as filtration
enlargement assumption) which reads as follows:

(H) ≡ ∀H∈ FY
T
, bounded, E

(
H | Ft

)
= E

(
H | FY

t

)
P-a.s.

This filtration enlargement assumption is equivalent to the the following more tractable condition:
there exists D ⊂ [0, T ] everywhere dense in [0, T ], with T ∈ D, such that

∀ n ≥ 1, ∀ t1, . . . , tn∈ D, ∀h∈ C0(Rn,R), E
(
h(Yt1 , . . . , Ytn) | Ft

)
= E

(
h(Yt1 , . . . , Ytn) | FY

t

)
P-a.s.

We still consider the jump diffusions of the form (2.5) i.e.

dXt = κ(t,Xt−)dZt
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where κ : [0, T ]× R → R, is a continuous function, Lipschitz continuous in x uniformly in t∈ [0, T ].
The aim of this section is to extend the result obtained for convex order of Brownian diffusions

to jump diffusions. We will rely on an abstract convergence result for “réduites” established in [10]
(Theorem 3.7 and the remark that follows) that we recall below.To this end, we need to recall two
classical definitions on stochastic processes.

Definition 3.1. (a) (D)-class processes: A càdlàg process (Yt)t∈[0,T ] is of class (D) if

{
Yτ , τ ∈ T[0,T ]

}
is uniformly integrable. (3.10)

(b) Aldous criterion: A sequence of Fn-adapted càdlàg processes (Y n
t )t∈[0,T ] defined on a stochastic

space (Ωn,Fn,Pn) , n ≥ 1, satisfies Aldous criterion with respect to F if

∀ η > 0, lim
δ→0

lim sup
n

sup
τ≤τ ′≤(τ+δ)∧T

Pn
(
|Y n

τ − Y n
τ ′ | ≥ η

)
= 0 (3.11)

where τand τ ′run over T FY n

[0,T ] . Then (see e.g. [8], chapter VI), the sequence (Y n)n≥1 is tight for the
Skorokhod topology.

Theorem 3.1. (a) Let (Xn)n≥1 be a sequence of quasi-left càdlàg processes defined on a probability
spaces (Ωn,Fn,Pn) of (D)-class and satisfying the Aldous criterion (3.11). Let (τ∗n)n≥1 be a sequence
of
(
FXn

,Pn)-optimal stopping times. If furthermore, (Xn)n≥1 satisfies

Xn L−→ P, P probability measure on (ID([0, T ],R),DT ) such that sup
t∈[0,T ]

|Xt| ∈ L1(ID([0, T ],R),DT ,P)

If every limiting value Q of L(Xn, τ∗n) on ID([0, T ],R)× [0, T ] satisfies the (H) property, then the
“réduites” converge i.e.

lim
n

EUn
0 = EU0.

If the optimal stopping problem related to (X,Q,Dθ) has a unique solution in distribution, say µ∗τ∗,

not depending on Q, then τ∗n
[0,T ]−→ µ∗τ∗.

(b) The same result holds with a sequence of “companion processes” Y n taking values in a Polish space

E i.e. we consider that the filtration of interest at finite range is now (F (Xn,Y n)
t )t∈[0,T ] such that Xn is

quasi-left continuous with respect to this enlarged filtration. We will only need that the couple (Xn, Y n)
converges for the product topology i.e. on (ID([0, T ],R), SkR) × (ID([0, T ], E), SkE ) since this product
topology spans the same Borel σ-field as the true Skorokhod topology on ID([0, T ],R × E).

We aim at establishing the following result

Theorem 3.2. Let F : [0, T ]×ID([0, T ],R) → R+ be a functional satisfying the following local Lipschitz
assumption (w.r.t. to the sup norm) combined with a Skorokhod continuity assumption, namely

{
(i) F : [0, T ]× ID([0, T ],R) → R+ is Sk-continuous,

(ii) |F (t, β) − F (s, α)| ≤ C
(
|t− s|ρ′ + ‖α− β‖ρsup

(
1 + ‖α‖r−ρ

sup + ‖β‖r−ρ
sup

))
, ρ, ρ′∈ (0, 1], r∈ (0, p),

(3.12)
Let Z = (Zt)t∈[0,T ] be a Lévy process with Lévy measure ν satisfying ν(|z|p) < +∞ for an exponent
p ≥ 2. Moreover assume EZ1 = 0 so that the process Z is an L2-martingale null at 0.
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If there exists κi : [0, T ]×R → R, i = 1, 2, continuous and Lipschitz continuous in x∈ R, uniformly
in t∈ [0, T ], and a continuous function κc : [0, T ]× R → R, convex and Lipschitz in x∈ R, uniformly
in t∈ [0, T ], such that

κ1 ≤ κc ≤ κ2.

Let X(κi,x) be the martingale jump diffusion driven by Z starting at the same x∈ R. Let U (κi) their
Snell envelope.

U
(κ1)
0 ≤ U

(κ2)
0

Remark. One proves likewise that

E(U
(κ1)
t ) ≤ E(U

(κ2)
t ), t∈ [0, T ].

Lemma 3.1. Let G : [0, T ] × ID([0, T ],R) → R+ be a Skorokhod continuous functional such that
|G(α)| ≤ C(1 + ‖α‖rsup), r∈ (0, p). Then the “obstacle process” (G(t,Xt))t∈[0,T ] is regular for optimal
stopping (i.e. QLC).

Proof. First we note that if αn
Sk−→ α and tn → t∈ Cont(α) then (α,αtn

n )
Sk−→ (α,αt) (see Appendix?).

As X is QLC, if a sequence of FZ -stopping times satisfies τn ↑ τ , then Xτ = Xτ− P-a.s. i.e.

τ(ω) ∈ Cont(X(ω)) P(dω)-a.s.. The continuity of G implies that G(τn,X
τn)

Sk−→ G(τ,Xτ ). One

concludes by a uniform integrability argument that EG(τn,X
τn) → EG(τ,Xτ ) since

(
G(τn,X

τn)
) p

r

is L1-bounded owing to the fact that ‖X‖sup∈ L1. �

Proof. Step 1 (Aldous criterion) We denote by X̄n = (X̄n
t )t∈[0,T ] the stepwise constant Euler scheme

with step T
n (i.e. X̄n

t = X̄n
tn
) defined by

X̄n
tn
k
= X̄n

tn
k−1

+ κ(tnk−1, X̄
n
tn
k−1

)(Ztk − Ztn
k−1

), k = 1, . . . , n, X̄n
0 = X0.

Let σn, τn ∈ T Fn

[0,T ], such that σn ≤ τn ≤ (σn + δ) ∧ T . In fact following Lemma 2.3, we may assume

w.l.g. that σn and τn take values in {tnk , k = 0, . . . , n}. Then

E
∣∣F (τn, (X̄n)τn)− F (σn, (X̄

n)σn)
∣∣ ≤ Cδρ′ + C E

(
‖(X̄n)τn − (X̄n)σn‖sup(1 + 2‖X̄n‖sup)

)
.

Hölder Inequality applied with the conjugate exponents a = r
ρ and b = r

r−ρ .

E
(
‖(X̄n)τn − (X̄n)σn‖sup

(
1 + 2‖X̄n‖sup

))
≤

∥∥∥ sup
σn≤s≤(σn+δ)∧T

|X̄n
s − X̄n

σn
|
∥∥∥
ρ

Lr

(
1 + 2

∥∥ sup
t∈[0,T ]

|X̄n
t |
∥∥r−ρ

Lr

)
.

• If r∈ (0, 1]
∥∥∥ sup
σn≤tn

k
≤(σn+δ)∧T

|X̄n
tn
k
− X̄n

σn
|
∥∥∥
r

Lr
≤ E

∑

k

1{σn<tn
k
≤(σn+δ)∧T}|κ(tnk−1, X̄

n
tn
k−1

)|r|Ztk − Ztn
k−1

|r

= E|Ztn
k
− Ztn

k−1
|rE
∑

k

1{σn<tn
k
≤(σn+δ)∧T}|κ(tnk−1, X̄

n
tn
k−1

)|r

= E|ZT
n

|rE
(

max
0≤k≤n−1

|κ(tnk−1, X̄
n
tn
k
)|r × card{k : σn < tnk ≤ (σn + δ) ∧ T}

)

= E|ZT
n

|rE
(

max
0≤k≤n−1

|κ(tnk−1, X̄
n
tn
k
)|r
)δn
T

≤ δ
( n
T
E|ZT

n
|r
)
E

(
max

0≤k≤n−1
|κ(tnk−1, X̄

n
tn
k
)|r
)

≤ CZ,T δ
∥∥∥ max

0≤k≤n−1
|κ(tnk−1, X̄

n
tn
k
)|
∥∥∥
r

Lr

21



where we used that t 7→ 1
tE|Zt|r is bounded on [0, T ].

Finally, owing to the linear growth of κ and the fact that sup0≤k≤n |X̄n
tn
k
|∈ Lr(P) ⊂ Lp(P), we get

∥∥∥ sup
σn≤tn

k
≤(σn+δ)∧T

|X̄n
tn
k
− X̄n

σn
|
∥∥∥
Lr

≤ Cρ,r,κ,Z,Tδ
1
r

which implies in turn that

lim sup
n

sup
σn<τn≤(σn+δ)∧T

E
∣∣F (τn, X̄n,τn)− F (σn, X̄

n,σn)
∣∣ ≤ Cρ,r,κ,Z,Tδ

1
r .

The conclusion follows.

• If r∈ [1, 2]: it follows from the B.D.G. Inequality applied to the local martingale (X̄σn+
iT
n

− X̄n
σn
)i≥0

that
∥∥∥ sup
σn≤tn

k
≤(σn+δ)∧T

|X̄n
tn
k
− X̄n

σn
|
∥∥∥
r

Lr
≤ Cr

∥∥∥
∑

σn<tn
k
≤(σn+δ)∧T

κ(tnk−1, X̄
n
tn
k−1

)2
(
Ztn

k
− Ztn

k−1

)2∥∥∥
r
2

L
r
2

≤ CrE

(
∑

k

1{σn<tn
k
≤(σn+δ)∧T}|κ(tnk−1, X̄

n
tn
k−1

)|r|Ztk − Ztn
k−1

|r
)

and one concludes like in the former case.

• If r∈ [2, 4]: One writes
∑

σn<tn
k
≤(σn+δ)∧T

κ(tnk−1, X̄
n
tn
k−1

)2
(
Ztn

k
− Ztn

k−1

)2
=

∑

σn<tn
k
≤(σn+δ)∧T

κ(tnk−1, X̄
n
tn
k−1

)2(
(
Ztn

k
− Ztn

k−1

)2 − E|ZT
n

|2)

+E|ZT
n

|2
∑

σn<tn
k
≤(σn+δ)∧T

κ(tnk−1, X̄
n
tn
k−1

)2
(
Ztn

k
− Ztn

k−1

)2

The second term of the sum in the right hand side can be treated as above (it corresponds to r = 2).
As concerns the first one, the i.i.d.sequence

(
(Ztn

k
−Ztn

k−1
)2 −E|ZT

n

|2
)
1≤k≤n

is centered and lies in L
r
2

with r
2 ∈ [0, 2] which can be solved by the former two cases. By carrying on the process by induction

one can always lower r to r/2 thanks to B.D.G. inequality.

Step 3. It follows from Step 1 of Proposition 2.3 (adapted to a vector valued framework with (κ,1)
as a drift) that (

X̄n, In(Z)
)

P(Sk)−→ (X,Z) as n→ ∞.

It is clear that in the discrete time framework, the existence of the optimal stopping time τn taking
values in {tnk , k = 0, . . . , n} is obvious.

Step 2: Let (ID([0, T ],R2) × [0, T ], Sk⊗2 ⊗ |.|) be the canonical space of the distribution of the
sequence (X̄n, In(Z), τ

∗
n)n≥1. For every (α, u)∈ ID([0, T ],R2)× [0, T ], the canonical process is defined

by Ξt(α, u) = α(t) = (α1(t), α2(t)) ∈ R2 and the canonical random times is given by θ(α, u) = u.
Furthermore we will denote Ξ = (Ξ1,Ξ2) the components of Ξ.

Let

Dθ
t = ∩s>tσ(Ξu, {θ ≤ u}, 0 ≤ u ≤ s} if t∈ [0, T ) and DT

t = σ
(
Ξs, {θ ≤ s}, 0 ≤ s ≤ T

)

the canonical right-continuous filtration. This canonical space is equipped with a structure of metric
space given by Sk⊗2⊗ |.| (product of the product scalar Skorokhod topology on ID([0, T ],R2) and the
standard topology on [0, T ]).
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In order to conclude to the convergence of the “réduites”, we need, following Theorem 3.1 estab-
lished in [10], to show that any limiting distribution Q = limn P(X̄n,In(Z)),τ∗n)

on the canonical space

(ID([0, T ],R2)× [0, T ], Sk⊗2 ⊗ |.|) satisfies the classical H-assumption

EQ

(
H | Dθ

t

)
= EQ

(
H | Dt

)
a.s.

for every random variable H defined on the canonical space.

Let Cont(θ) be the complementary of Q-atoms of θ. Let Φ : ID([0, T ],R2) → R and Ψ :
ID([0, T ],R) → R two bounded functionals, Sk⊗2 and Sk-continuous respectively and let u∈ Cont(θ),
u ≤ s ≤ T .

EQ

(
Φ(Ξ)Ψ(Ξ2,s)1{θ≤u}

)
= lim

n
E

(
Φ(X̄n, In(Z))Ψ(In(Z)

s)1{τ∗n≤u}︸ ︷︷ ︸
∈Fn

s

)

= lim
n

E

(
E
[
Φ(X̄n, In(Z))|FZ

s

]
Ψ(In(Z)

s)1{τ∗n≤u}

)
.

Up to an extraction we may assume that E
[
Φ(X̄n, In(Z))|FZ

s

]
a.s. converges to E

[
Φ(X,Z)|FZ

s

]

since Φ(X̄n, In(Z)) converges in probability toward Φ(X,Z). Up to a new extraction, we may assume
that Ψ(In(Z)

s) a.s. converges toward Ψ(Zs) for the Skorokhod topology since P(∆Zs 6= 0) = 0
(stopping operator at time s α 7→ αs is Sk-continuous at functions α continuous at s).

Consequently, going back on the canonical space

(
E
[
Φ(X̄n, In(Z))|FZ

s

]
, Ψ(In(Z)

s), 1{τ∗n≤u}

) L−→ LQ

(
E
[
Φ(Ξ)|FΞ2

s

]
,Ψ(Ξ2,s),1{θ≤u}

)
.

which ensures that

EQ

(
Φ(Ξ)ψ(Ξ2,s)1{θ≤u}

)
= EQ

(
EQ

[
Φ(Ξ)|Ds−

]
Ψ(Ξ2,s)1{θ≤u}

)
.

One concludes by standard functional monotone approximation arguments that the equality holds
true for any bounded measurable functional Φ, Ψ and any u∈ [0, T ]. Then by considering a sequence
sn ↓ s, sn > s, we derive that

EQ

(
Φ(Ξ) | Dθ

s

)
= EQ

(
Φ(Ξ) | Ds

)
.

This shows that the H-assumption is fulfilled so that by Theorem 3.1, Un
0 converges toward U0. �

References

[1] P. Billingsley (1999). Convergence of probability measures. Second edition. Wiley Series in Probability
and Statistics: Probability and Statistics. A Wiley-Interscience Publication. John Wiley & Sons, Inc., New
York, 277p.

[2] P. Carr, C.-O.Ewald , Y. Xiao (2008). On the qualitative effect of volatility and duration on prices of
asian options, Finance Research Letters, 5, 162-171.

[3] N. El Karoui, M. Jeanblanc, S. Shreve (1998). Robustness of the Black-Scholes formula, Mathematical
Finance, 8(2):93-126.

[4] N. El Karoui (1981). Les aspects probabilistes du contrÖle stochastique. (French) [The probabilistic
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