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## 1 Introduction

In this note, we consider the existence of positive solution to

$$
\begin{cases}(-\Delta)^{\alpha} u=u_{+}^{p}+\sigma \lambda, & \text { in } \Omega,  \tag{1.1}\\ u=0, & \text { in } \mathbb{R}^{\mathbb{N}} \backslash \Omega,\end{cases}
$$

where $p>0, \sigma>0, \lambda \in \mathfrak{M}(\Omega)$ with $\mathfrak{M}(\Omega)$ the Radon measure space, $u_{+}(x)=\max \{u(x), 0\}$ and $\Omega$ is an open, smooth domain of $\mathbb{R}^{N}(N \geq 2)$. Here $(-\Delta)^{\alpha}$ is defined, for a regular function $u$, as follow

$$
\begin{equation*}
(-\Delta)^{\alpha} u(x)=(\alpha-1) \lim _{r \rightarrow 0} \int_{\mathbb{R}^{N} \backslash B_{r}} \frac{u(x+y)-u(x)}{|y|^{N+2 \alpha}} d y, \tag{1.2}
\end{equation*}
$$

where $\alpha \in(0,1), B_{r}$ denotes the ball centered at origin with radius $r$ in $\mathbb{R}^{N}$. This definition is called in the principle value sense.

The original problem of (1.3) is

$$
\begin{cases}-\Delta u=u_{+}^{p}+\sigma \lambda, & \text { in } \Omega  \tag{1.3}\\ u=0, & \text { in } \partial \Omega\end{cases}
$$

which has been studied intensively, see $[1,2,4,19]$ for the existence.
In the study of elliptic equations involving Measures, the Green's functions plays an important role. Motivated by the construction of the Green's

[^0]function for laplacian case, we first also consider the fundamental solution for fractional laplacian. We denote
\[

$$
\begin{equation*}
\Gamma(x)=\frac{C(N, \alpha)}{|x|^{N-2 \alpha}}, \quad x \in \mathbb{R}^{N} \backslash\{0\}, \tag{1.4}
\end{equation*}
$$

\]

where $C(N, \alpha)>0$ is such that

$$
(-\Delta)^{\alpha} \Gamma=\delta_{0}
$$

in the distribution sense. Also $\Gamma$ is a fundamental solution to

$$
(-\Delta)^{\alpha} u(x)=0, \quad x \in \mathbb{R}^{N} \backslash\{0\} .
$$

in the principle value sense. The fundamental solution is the essential part to construct Green's function for fractional laplacian operator, that is,
Definition 1.1 Let $\Omega$ be an open and smooth domain of $\mathbb{R}^{N}(N \geq 2)$. We denote

$$
\begin{equation*}
G(x, y)=\Gamma(x-y)-\phi(x, y), \quad(x, y) \in \mathbb{R}^{N} \times \mathbb{R}^{N} \backslash D \tag{1.5}
\end{equation*}
$$

where $\Gamma$ is defined by (1.4), $D=\{(z, z) \in \Omega \times \Omega\}$ and $\phi(x, y)$ is the solution of

$$
\begin{cases}(-\Delta)_{z}^{\alpha} \phi(x, z)=0, & z \in \Omega  \tag{1.6}\\ \phi(x, z)=\Gamma(x-z), & z \in \mathbb{R}^{N} \backslash \Omega\end{cases}
$$

for any given $x \in \Omega$, and

$$
\begin{cases}(-\Delta)_{z}^{\alpha} \phi(z, y)=0, & z \in \Omega  \tag{1.7}\\ \phi(z, y)=\Gamma(z-y), & z \in \mathbb{R}^{N} \backslash \Omega\end{cases}
$$

for any given $y \in \Omega$.
We call $G(x, y)$ as Green's function to fractional laplacian with order $\alpha$.
It is known that the study of the elliptic equations involving measures is based on the estimate of singular behavior of Green's Function, see [7]. Equation (1.3) involving Radon measure, of course, it isn't supposed to find a regular solution. So one type of weak solution of (1.3) by Green's function for fractional laplacian operator should be introduced, there is,
Definition 1.2 Let $\Omega$ be an open and smooth domain of $\mathbb{R}^{N}(N \geq 2)$ and $G(x, y)$ is the Green function. We say $u$ is a weak solution of (1.3) if $u$ is measurable, $\mathbb{G}\left(u_{+}^{p}\right) \in L^{1}(\Omega)$ and

$$
\begin{equation*}
u(x)=\mathbb{G}\left(u_{+}^{p}\right)(x)+\sigma \mathbb{G}(\lambda)(x), \quad \text { a.e. } \quad \mathrm{x} \in \mathbb{R}^{\mathbb{N}}, \tag{1.8}
\end{equation*}
$$

where $\mathbb{G}\left(u_{+}^{p}\right)(x)=\int_{\Omega} G(x, y) u_{+}^{p}(y) d y$ and $\mathbb{G}(\lambda)(x)=\int_{\Omega} G(x, y) d \lambda(y)$ with $G$ being the Green's function for fractional laplacian by Definition 1.1.

We remark here that by the definition of $G$, we know that for $x \in \mathbb{R}^{N} \backslash \Omega$, $G(x, y)=0$ for any $y \in \mathbb{R}^{N}$, so

$$
u(x)=0 \quad x \in \mathbb{R}^{N} \backslash \Omega
$$

Now we are in the position to show the main existence theorem for fractional equation involving measures and reaction source.

Theorem 1.1 Assume that $\Omega$ is an open, bounded and smooth domain of $\mathbb{R}^{N}$ and $\lambda \in \mathfrak{M}(\Omega)$. Then there exists a solution $u \in L_{\text {loc }}^{1}(\Omega)$ of (1.3) in the sense of (1.8) for $\sigma$ small enough, if one of the following assumptions:
(i) $1<p<\frac{N}{N-2 \alpha}$;
(ii) $p>\frac{N}{N-2 \alpha} \quad$ and $\quad \lambda_{+} \in \mathrm{L}^{\mathrm{q}}(\Omega) \quad$ with $\quad \mathrm{q} \geq \frac{\mathrm{Np}}{\mathrm{N}+2 \alpha \mathrm{p}}$;
(iii) $p=\frac{N}{N-2 \alpha}$ and $\lambda_{+} \in \mathrm{L}^{\mathrm{q}}(\Omega)$ with $\quad \mathrm{q}>1$.

Moreover, if $\int_{\Omega} G(x, y) d \lambda(y) \geq 0$ a.e. $x \in \Omega$, then $u \geq 0$.
Remark 1.1 We see that

$$
\frac{N p}{2 \alpha p+N}=1 \quad \text { if } \quad \mathrm{p}=\frac{\mathrm{N}}{\mathrm{~N}-2 \alpha}
$$

In particular, for $\lambda=\delta_{x_{0}}$ the Dirac mass at point $x_{0} \in \Omega$, Theorem 1.1 gives the existence of solution to (1.3) for $p \in\left(1, \frac{N}{N-2 \alpha}\right)$. In what follows, our interest is to study the asymptotic behavior of the solution near $x_{0}$ with $p \in\left(0, \frac{N}{N-2 \alpha}\right)$. The asymptotic behavior the solution for $p \in\left(1, \frac{N}{N-2 \alpha}\right)$ is stated as:

Theorem 1.2 Suppose that $\Omega$ is an open, bounded and smooth domain of $\mathbb{R}^{N}(N \geq 2)$ and $1<p<\frac{N}{N-2 \alpha}$. There exists $\sigma_{0}>0$ such that for any $\sigma \in\left(0, \sigma_{0}\right]$, problem (1.3) with $\lambda=\delta_{x_{0}}$ admits a solution $u$, satisfying that for $x \in B_{\epsilon}\left(x_{0}\right)$ with $\epsilon \in\left(0, \frac{\min \left\{d\left(x_{0}\right), 1\right\}}{4}\right)$,
(i) if $p>\frac{2 \alpha}{N-2 \alpha}$, then

$$
\frac{\sigma^{p} C^{-1}}{\left|x-x_{0}\right|^{(N-2 \alpha) p-2 \alpha}}<u(x)-\frac{\sigma C(N, \alpha)}{\left|x-x_{0}\right|^{N-2 \alpha}} \leq \frac{\sigma^{p} C}{\left|x-x_{0}\right|^{(N-2 \alpha) p-2 \alpha}}
$$

(ii) if $p=\frac{2 \alpha}{N-2 \alpha}$, then

$$
-\sigma^{p} C^{-1} \ln \left(\left|x-x_{0}\right|\right)<u(x)-\frac{\sigma C(N, \alpha)}{\left|x-x_{0}\right|^{N-2 \alpha}} \leq-\sigma^{p} C \ln \left(\left|x-x_{0}\right|\right)
$$

(iii) if $p<\frac{2 \alpha}{N-2 \alpha}$, then

$$
\sigma^{p} C^{-1}<u(x)-\frac{\sigma C(N, \alpha)}{\left|x-x_{0}\right|^{N-2 \alpha}} \leq \sigma^{p} C
$$

where $C(N, \alpha)$ is from (1.4) and $C>1$ depends on $N, \alpha, \Omega$ and $x_{0}$.
For the case $p \in(0,1)$, we have
Theorem 1.3 Suppose that $\Omega$ is an open, bounded and smooth domain of $\mathbb{R}^{N}(N \geq 2)$ and $0<p<1$. Then for any $\sigma>0$, problem (1.3) with $\lambda=\delta_{x_{0}}$ admits a solution $u$, satisfying that for $x \in B_{\epsilon}\left(x_{0}\right)$ with $\epsilon \in\left(0, \frac{\min \left\{d\left(x_{0}\right), 1\right\}}{4}\right)$, (i) if $p>\frac{2 \alpha}{N-2 \alpha}$, then

$$
\frac{\sigma^{p} C^{-1}}{\left|x-x_{0}\right|^{(N-2 \alpha) p-2 \alpha}}<u(x)-\frac{\sigma C(N, \alpha)}{\left|x-x_{0}\right|^{N-2 \alpha}} \leq \frac{\left(C+\sigma^{1-p}\right)^{\frac{p}{1-p}}}{\left|x-x_{0}\right|^{(N-2 \alpha) p-2 \alpha}},
$$

(ii) if $p=\frac{2 \alpha}{N-2 \alpha}$, then

$$
-\sigma^{p} C^{-1} \ln \left(\left|x-x_{0}\right|\right)<u(x)-\frac{\sigma C(N, \alpha)}{\left|x-x_{0}\right|^{N-2 \alpha}} \leq-\left(C+\sigma^{1-p}\right)^{\frac{p}{1-p}} \ln \left(\left|x-x_{0}\right|\right)
$$

(iii) if $p<\frac{2 \alpha}{N-2 \alpha}$, then

$$
\sigma^{p} C^{-1}<u(x)-\frac{\sigma C(N, \alpha)}{\left|x-x_{0}\right|^{N-2 \alpha}} \leq\left(C+\sigma^{1-p}\right)^{\frac{p}{1-p}}
$$

where $C(N, \alpha)$ is from (1.4) and $C>1$ depends on $N, \alpha, \Omega$ and $x_{0}$.
For $p=1$, problem (1.3) may non-exist solution for any $\sigma>0$. See an example with $\alpha=1$, let $\lambda_{1}$ and $\phi_{1}$ be the first eigenvalue and eigenfunction respectively of

$$
\begin{cases}-\Delta u=\lambda_{1} u_{+}, & \text {in } \quad \Omega, \\ u(x)=0, & \text { on } \quad \partial \Omega\end{cases}
$$

In particular, for some type domain $\Omega$, it could be $\lambda_{1} \leq 1$. If

$$
\begin{cases}-\Delta u=u_{+}+\sigma \delta_{x_{0}}, & \text { in } \quad \Omega, \\ u(x)=0, & \text { on } \quad \partial \Omega\end{cases}
$$

admits a positive solution, then by computing directly, we have that

$$
\phi_{1}\left(x_{0}\right)=0,
$$

which is impossible with $\phi_{1}>0$ in $\Omega$.
So in the case of $p=1$, we consider the following problem

$$
\begin{cases}(-\Delta)^{\alpha} u=\Lambda u_{+}+\sigma \lambda, & \text { in } \Omega,  \tag{1.9}\\ u(x)=0, & \text { in } \mathbb{R}^{N} \backslash \Omega .\end{cases}
$$

where $\Lambda>0$.
Similarly to Definition 1.2 , we say that $u$ is a weak solution of (1.9) if $u \in L^{1}(\Omega)$ and

$$
\begin{equation*}
u(x)=\Lambda \mathbb{G}\left(u_{+}^{p}\right)(x)+\sigma \mathbb{G}(\lambda)(x), \quad \text { a.e. } \quad \mathrm{x} \in \mathbb{R}^{\mathrm{N}} \tag{1.10}
\end{equation*}
$$

Theorem 1.4 Assume that $\Omega$ is an open, smooth and bounded domain of $\mathbb{R}^{N}$. Then there exists $\Lambda_{0}>0$ such that for any $\Lambda \in\left(0, \Lambda_{0}\right)$, for any $\sigma>0$, problem (1.9) with $\lambda=\delta_{x_{0}}$ admits a solution $u$, satisfying that for $x \in B_{\epsilon}\left(x_{0}\right)$ with $\epsilon \in\left(0, \frac{\min \left\{d\left(x_{0}\right), 1\right\}}{4}\right)$,
(i) if $\frac{2 \alpha}{N-2 \alpha}<1$, then

$$
\frac{\sigma \Lambda C^{-1}}{\left|x-x_{0}\right|^{N-4 \alpha}}<u(x)-\frac{\sigma C(N, \alpha)}{\left|x-x_{0}\right|^{N-2 \alpha}} \leq \frac{\sigma \Lambda C}{\left|x-x_{0}\right|^{N-4 \alpha}},
$$

(ii) if $\frac{2 \alpha}{N-2 \alpha}=1$, then

$$
-\sigma \Lambda C^{-1} \ln \left(\left|x-x_{0}\right|\right)<u(x)-\frac{\sigma C(N, \alpha)}{\left|x-x_{0}\right|^{N-2 \alpha}} \leq-\sigma \Lambda C \ln \left(\left|x-x_{0}\right|\right),
$$

(iii) if $\frac{2 \alpha}{N-2 \alpha}>1$, then

$$
\sigma \Lambda C^{-1}<u(x)-\frac{\sigma C(N, \alpha)}{\left|x-x_{0}\right|^{N-2 \alpha}} \leq \sigma \Lambda C
$$

where $C(N, \alpha)$ is from (1.4) and $C>1$ depends on $N, \alpha, \Omega$ and $x_{0}$.
Moreover, the solution is unique.
In the Theorem 1.2 and Theorem 1.4, the singular estimate is more precisely stated than

$$
u(x)=\frac{\sigma C(N, \alpha)}{\left|x-x_{0}\right|^{N-2 \alpha}}(1+o(1)) .
$$

This article is organized as follows. In section $\S 2$ we present some preliminaries to the Green's function. Section $\S 3$ is devoted to obtain the existence of solution to (1.3) with general convex reaction sources by Conjugate method. In section $\S 4$ we prove Theorem 1.1 by applying the results of Section $\S 3$. Finally, Theorem 1.2 is shown in section $\S 5$.

## 2 Green's function for Fractional Laplacian

In this section, we consider the properties of Green's function for fractional laplacian operator. Motivated by local operator $\Delta$, the Green's function with order $\alpha$ could be used to solve the Dirichlet type problem involving fractional laplacian. And its representation formula using Green's function is stated as:

Theorem 2.1 Assume that $\Omega$ is an open and smooth domain of $\mathbb{R}^{N}, f \in \mathcal{S}$, where $\mathcal{S}$ is the Schwartz space of rapidly decaying $C^{\infty}$ functions in $\mathbb{R}^{N}$ and the Green function $G$ is defined by (1.5).
Then

$$
\begin{equation*}
u(x)=\int_{\Omega} G(x, y) f(y) d y \tag{2.1}
\end{equation*}
$$

is the solution of

$$
\begin{cases}(-\Delta)^{\alpha} u=f & \text { in } \Omega  \tag{2.2}\\ u=0 & \text { in } \mathbb{R}^{N} \backslash \Omega\end{cases}
$$

In order to prove Theorem 2.1, let's study first about the fundamental solution $\Gamma$.

Lemma 2.1 Let $f \in \mathcal{S}$. Then

$$
u(x)=\Gamma * f=\int_{\mathbb{R}^{N}} \Gamma(x-y) f(y) d y
$$

is the solution of

$$
\begin{equation*}
(-\Delta)^{\alpha} u=f \quad \text { in } \quad \mathbb{R}^{N} . \tag{2.3}
\end{equation*}
$$

Proof. In fact, From Proposition 3.3 in [10], for $(-\Delta)^{\alpha}$ defined (1.2) and $u \in \mathcal{S}$

$$
(-\Delta)^{\alpha} u=\mathcal{F}^{-1}\left(|\xi|^{2 \alpha} \mathcal{F} u\right) \text { in } \mathbb{R}^{\mathrm{N}} .
$$

Then we obtain that

$$
\begin{align*}
u(x) & =\mathcal{F}^{-1}\left(\frac{1}{|\xi|^{2 \alpha}} \mathcal{F}(f)\right) \\
& =\mathcal{F}^{-1}\left(\frac{1}{|\xi|^{2 \alpha}}\right) * f \tag{2.4}
\end{align*}
$$

We first claim that

$$
\begin{equation*}
\Gamma(x)=\mathcal{F}^{-1}\left(\frac{1}{|\xi|^{2 \alpha}}\right) . \tag{2.5}
\end{equation*}
$$

Assume (2.5) holds at this moment, then (2.4) turns to be

$$
u=\Gamma * f
$$

Now we prove (2.5). To this end, we start defining the heat kernel, for $\alpha \in(0,1)$ and $x \in \mathbb{R}^{N}$, as

$$
\begin{equation*}
\mathcal{H}(x, t)=\int_{\mathbb{R}^{N}} e^{2 \pi x \cdot \xi-t|\xi|^{2 \alpha}} d \xi \tag{2.6}
\end{equation*}
$$

and denote

$$
\begin{equation*}
\mathcal{K}(x)=C \int_{0}^{\infty} \mathcal{H}(x, t) d t \tag{2.7}
\end{equation*}
$$

where $C>0$ will choose later.
Step 1. To prove there exists $C>0$ in (2.7) such that

$$
\mathcal{K}=\mathcal{F}^{-1}\left(\frac{1}{|\xi|^{2 \alpha}}\right)
$$

Indeed, letting $\xi \in \mathbb{R}^{N} \backslash\{0\}$ and changing variables $x=\frac{\tilde{x}}{|\xi|}$ and $z=|\xi| \tilde{z}$ and $t=\frac{\tilde{t}}{|\xi|^{2 \alpha}}$, for simplicity, still denoting $\tilde{z}, \tilde{t}$ and $\tilde{x}$ by $z, t$ and $x$,

$$
\begin{aligned}
\mathcal{F}(\mathcal{K})(\xi) & =\int_{\mathbb{R}^{N}} e^{-2 \pi i \xi \cdot x} \int_{0}^{\infty} \int_{\mathbb{R}^{N}} e^{2 \pi x \cdot z-t|z|^{2 \alpha}} d z d t d x \\
& =\frac{1}{|\xi|^{2 \alpha}} \int_{\mathbb{R}^{N}} e^{-2 \pi i \vec{e} \vec{\xi}^{\prime} \cdot x} \int_{0}^{\infty} \int_{\mathbb{R}^{N}} e^{2 \pi x \cdot z-t|z|^{2 \alpha}} d z d t d x
\end{aligned}
$$

where $\vec{e}_{\xi}=\frac{\xi}{|\xi|}$.
Denote $C\left(\vec{e}_{\xi}\right)=\int_{\mathbb{R}^{N}} e^{-2 \pi i \vec{e}_{\xi} \cdot x} \int_{0}^{\infty} \int_{\mathbb{R}^{N}} e^{2 \pi x \cdot z-t|z|^{2 \alpha}} d z d t d x$. We claim first that for $\left|\vec{e}_{x}\right|=\left|\vec{e}_{y}\right|=1$,

$$
C\left(\vec{e}_{x}\right)=C\left(\vec{e}_{y}\right) .
$$

In fact, there exists a matrix $A$ with $|A|=1$ such that $\vec{e}_{x}=A \vec{e}_{y}$, and then by changing variable, we have the claim. Now we can let $\vec{e}_{\xi}=(1,0, \cdots, 0)$ and then

$$
C\left(\vec{e}_{\xi}\right)=\int_{\mathbb{R}^{N}} e^{-2 \pi i x_{1}} \int_{0}^{\infty} \int_{\mathbb{R}^{N}} e^{2 \pi x \cdot z-t|z|^{2 \alpha}} d z d t d x>0
$$

Step 2. To prove

$$
\mathcal{K}=\Gamma .
$$

For $x \in \mathbb{R}^{N} \backslash\{0\}$, by changing variables $\tilde{\xi}=|x| \xi$ and $\tilde{t}=\frac{t}{|x|^{2 \alpha}}$

$$
\begin{aligned}
\mathcal{K}(x) & =\int_{0}^{\infty} \int_{\mathbb{R}^{N}} e^{2 \pi x \cdot \xi-t|\xi|^{2 \alpha}} d \xi d t \\
& =\frac{1}{|x|^{N-2 \alpha}} \int_{0}^{\infty} \int_{\mathbb{R}^{N}} e^{2 \pi \vec{e}_{x} \cdot \tilde{\xi}-t|\tilde{\xi}|^{2 \alpha}} d \tilde{\xi} d \tilde{t}
\end{aligned}
$$

where $\vec{e}_{x}=\frac{x}{|x|}$. Denote

$$
\tilde{C}_{x}=\int_{0}^{\infty} \int_{\mathbb{R}^{N}} e^{2 \pi \vec{e}_{x} \cdot \tilde{\xi}-t|\tilde{\xi}|^{2 \alpha}} d \tilde{\xi} d \tilde{t}
$$

Similarly to step $1, \tilde{C}_{x}$ is some positive constant independent of $x$. By choose $C(N, \alpha)=\tilde{C}_{x}$ in (1.4), then $\mathcal{K}=\Gamma$. And we finish the proof.

Remark 2.1 From Lemma 2.1, the fundamental solution $\Gamma$ could be seen as

$$
\begin{equation*}
(-\Delta)^{\alpha} \Gamma(\cdot)=\delta_{0}, \tag{2.8}
\end{equation*}
$$

in the distribution sense.
Proof of Theorem 2.1. Since $\Omega$ is smooth and $f \in \mathcal{S}$. For $x \in \Omega$,

$$
(-\Delta)^{\alpha} \Gamma(x-y)=0, \quad y \in \mathbb{R}^{N} \backslash \Omega
$$

For $u$ defined by (2.1) and $x \in \Omega$,

$$
\begin{aligned}
(-\Delta)^{\alpha} u(x) & =(\alpha-1) \lim _{r \rightarrow 0} \int_{\mathbb{R}^{N} \backslash B_{r}} \frac{\int_{\Omega} G(x+z, y) f(y) d y-\int_{\Omega} G(x, y) f(y) d y}{|z|^{N+2 \alpha}} d z \\
& =\int_{\Omega}(-\Delta)_{x}^{\alpha} G(x, y) f(y) d y \\
& =\int_{\Omega}(-\Delta)^{\alpha} \Gamma(x-y) f(y) d y-\int_{\Omega}(-\Delta)_{x}^{\alpha} \phi(x, y) f(y) d y \\
& =\int_{\mathbb{R}^{N}}(-\Delta)^{\alpha} \Gamma(x-y) f(y) d y \\
& =f(x)
\end{aligned}
$$

the last equality used Remark 2.1.
Remark 2.2 From Theorem1.1, the Green's function is the solution of

$$
\begin{cases}(-\Delta)^{\alpha} G(x, \cdot)=\delta_{x}, & \text { in the distribution sense, }  \tag{2.9}\\ G(x, y)=0, & y \in \mathbb{R}^{N} \backslash \Omega\end{cases}
$$

for any $x \in \Omega$.
Remark 2.3 It is well-known that it is studied in many papers, such as [7, 6], for singular behavior of Green's Function expressed by transition density which is equivalent to Definition 1.1, by remark 2.2.

Theorem 2.2 Assume that $\Omega$ is an open and smooth domain of $\mathbb{R}^{N}$ and $d(x)=\operatorname{dist}\left(x, \mathbb{R}^{N} \backslash \Omega\right)$ for $x \in \Omega$. Then there exists $C>1$ dependent of $N, \alpha$ such that

$$
\begin{align*}
C^{-1} \min \left\{\frac{1}{|x-y|^{N-2 \alpha}}, \frac{d^{\alpha}(x) d^{\alpha}(y)}{|x-y|^{N}}\right\} & \leq G(x, y) \\
& \leq C \min \left\{\frac{1}{|x-y|^{N-2 \alpha}}, \frac{d^{\alpha}(x) d^{\alpha}(y)}{|x-y|^{N}}\right\} \tag{2.10}
\end{align*}
$$

for $(x, y) \in \Omega \times \Omega \backslash D$ with $D$ defined in Definition 1.1, and

$$
\begin{equation*}
\frac{G(x, y) G(y, z)}{G(x, z)} \leq C \frac{|x-z|^{N-2 \alpha}}{|x-y|^{N-2 \alpha}|y-z|^{N-2 \alpha}} \tag{2.11}
\end{equation*}
$$

for $(x, y),(y, z),(x, z) \in \Omega \times \Omega \backslash D$.
Proof. The inequality (2.10) and (2.11) see Corollary 1.3 and Theorem 1.6 (3G Theorem), respectively, in [7].

Theorem 2.3 Assume that $\Omega$ is an open and smooth domain of $\mathbb{R}^{N}$. Then

$$
\begin{equation*}
0<\phi(x, y)<C(N, \alpha) \min \left\{d(x)^{2 \alpha-N}, d(y)^{2 \alpha-N}\right\} \tag{2.12}
\end{equation*}
$$

for $(x, y) \in \Omega \times \Omega$, and

$$
G(x, y)=0, \quad \text { if } \quad \mathrm{x} \in \mathbb{R}^{\mathrm{N}} \backslash \Omega \text { or } \mathrm{y} \in \mathbb{R}^{\mathrm{N}} \backslash \Omega
$$

Moreover,

$$
\begin{equation*}
G(x, y)=G(y, x), \quad x, y \in \Omega, x \neq y \tag{2.13}
\end{equation*}
$$

Proof. We divide the proof into several steps.
Step 1: Prove that fixed $x \in \Omega, \phi(x, y)<\frac{C(N, \alpha)}{d(x)^{N-2 \alpha}}$ for any $y \in \Omega$. If not, there exits a point $y_{0} \in \Omega$ such that

$$
\phi\left(x, y_{0}\right)=\max _{y \in \Omega} \phi(x, y) \geq \frac{C(N, \alpha)}{d(x)^{N-2 \alpha}} .
$$

Therefore, we have

$$
(-\Delta)_{y}^{\alpha} \phi\left(x, y_{0}\right)=(\alpha-1) \int_{\mathbb{R}^{N}} \frac{\phi\left(x, y_{0}+z\right)-\phi\left(x, y_{0}\right)}{|z|^{N+2 \alpha}} d z>0
$$

which contradicts $(-\Delta)_{y}^{\alpha} \phi\left(x, y_{0}\right)=0$, obtained by the definition of $\phi$.
Similarly, we have $\phi(x, y)<\frac{C(N, \alpha)}{d(y)^{N-2 \alpha}}$.

Step 2: We prove that $\phi(x, y)>0$ in $(\Omega \times \Omega)$. If not, there exists $\left(x_{0}, y_{0}\right) \in$ $\Omega \times \Omega$ such that $\phi\left(x_{0}, y_{0}\right) \leq 0$. Then there exists $\bar{y} \in \Omega$ such that $\phi\left(x_{0}, \bar{y}\right)=$ $\min _{y \in \Omega} \phi\left(x_{0}, y\right) \leq 0$. Therefore,

$$
(-\Delta)_{y}^{\alpha} \phi\left(x_{0}, \bar{y}\right)=(\alpha-1) \int_{\mathbb{R}^{N}} \frac{\phi\left(x_{0}, \bar{y}+z\right)-\phi\left(x_{0}, \bar{y}\right)}{|z|^{N+2 \alpha}} d z<0
$$

which contradicts $(-\Delta)_{y}^{\alpha} \phi\left(x_{0}, y_{0}\right)=0$, obtained by the definition of $\phi$.
Step 3: We prove (2.13), in fact, by the fact of

$$
\begin{equation*}
\Gamma(x-z)=\Gamma(z-x), \quad z \neq x \tag{2.14}
\end{equation*}
$$

we just have to prove that

$$
\phi(x, z)=\phi(z, x) .
$$

In fact, put (2.14) into (1.6) and (1.7) with $x=y$. Then we have that

$$
\phi(x, z)=\phi(z, x),
$$

for any $z \in \mathbb{R}^{N}$. And we finish the proof.

## 3 Equations with general reaction sources

In this section, we study the existence results to equations with general reaction sources, that is,

$$
\begin{cases}(-\Delta)^{\alpha} u=j(x, u)+\lambda, & \text { in } \Omega,  \tag{3.1}\\ u(x)=0, & \text { in } \mathbb{R}^{N} \backslash \Omega,\end{cases}
$$

where $\Omega$ is open and smooth domain in $\mathbb{R}^{N}$.
Let $K_{n}=\Omega_{n} \cap \bar{B}_{R_{n}}$, where $B_{R_{n}}$ is the ball centered at the original with radius $R_{n}>1, R_{n}$ strictly to $n$ and $R_{n} \rightarrow+\infty$ as $n \rightarrow+\infty$, and $\Omega_{n}=\{x \in$ $\left.\Omega, \operatorname{dist}(x, \partial \Omega) \leq \frac{1}{R_{n}}\right\}$. Then

$$
\forall n \geq 0, \quad\left|K_{n}\right|<\infty, \quad \bigcup_{n \geq 1} K_{n}=\Omega
$$

We call following assumption as Conjugate-Condition
(i) $r \rightarrow j(x, r)$ is nondecreasing, convex and lower semi-continuous for a.e. $x \in \Omega$;
(ii) $j(x, 0)=0$, a.e. in $\Omega$;

The conjugate function $j^{*}$, defined by

$$
j^{*}(x, r)=\sup _{a \in \mathbb{R}}(r a-j(x, r)) .
$$

Then $j^{*}$ satisfies Conjugate-Condition. For simplicity,

$$
j(u)(x)= \begin{cases}j(x, u(x)), & \text { if } \quad \mathrm{u}(\mathrm{x})<\infty,  \tag{3.2}\\ \lim _{r \rightarrow \infty} j(x, u), & \text { if } \quad \mathrm{u}(\mathrm{x})=\infty\end{cases}
$$

and $j^{*}(u)$ is similarly defined.
We denote

$$
\mathbb{G}(h)(x)=\int_{\Omega} G(x, y) h(y) d y
$$

where $G(x, y)$ is a Green's function in $\Omega$. By (2.13),

$$
\mathbb{G}^{*}(h)(y)=\int_{\Omega} G(x, y) h(x) d x=\mathbb{G}(h)(y) .
$$

In particular,

$$
\begin{equation*}
f(x)=\int_{\Omega} G(x, y) d \lambda(y) \tag{3.3}
\end{equation*}
$$

We also denote

$$
L_{c+}^{\infty}(\Omega)=L_{c}^{\infty}(\Omega) \cap L_{+}\left(\mathbb{R}^{N}\right),
$$

where $L_{c}^{\infty}(\Omega)=\left\{\xi: \mathbb{R}^{N} \rightarrow \mathbb{R}, \operatorname{supp}(\xi) \subset K_{n}, n\right.$ big enough and ess sup $|\xi|<$ $+\infty\}$ and $L_{+}\left(\mathbb{R}^{N}\right)$ is the space of nonnegative measurable functions.

Being given $C \geq 1$ and $h \in L_{c+}^{\infty}(\Omega)$, we denote

$$
F_{C}(h)=\left\{\begin{array}{lc}
\int_{\Omega} j^{*}\left(\frac{C h}{\mathbb{G}(h)}\right) \mathbb{G}(h) d \mu, & \text { if } \frac{\mathrm{h}}{\mathbb{G}(\mathrm{~h})}<+\infty \text { a.e. }  \tag{3.4}\\
+\infty, & \text { and } \mathrm{j}^{*}\left(\frac{\mathrm{Ch}}{\mathbb{G}(\mathrm{~h})}\right) \mathbb{G}(\mathrm{h}) \in \mathrm{L}^{1}(\Omega), \\
& \text { if not. }
\end{array}\right.
$$

with the convention $F(h)=F_{C}(h)$ if $\mathrm{C}=1, \frac{\mathrm{~h}}{\mathbb{G}(\mathrm{~h})}=0$ if $\mathrm{h}=\mathbb{G}(\mathrm{h})=0$, and $u h=0$ if $\mathrm{h}=0$ and $u=\infty$.

We put

$$
\begin{equation*}
\mathbb{X}=\left\{h \in L_{c+}^{\infty}(\Omega): \quad F(h)<\infty\right\} \tag{3.5}
\end{equation*}
$$

and

$$
\hat{\mathbb{X}}=\left\{h \in L_{c+}^{\infty}(\Omega): \quad \exists C>1 \text { s.t. } F_{C}(h)<\infty\right\} .
$$

Theorem 3.1 Assume that $f \geq 0$ is measurable. Then (3.1) admits a solution in the sense of

$$
\left\{\begin{array}{l}
(i) u \in L_{+}(\Omega), \quad u(x)=\mathbb{N}(j(u))(x)+f(x), \quad \text { a.e in } \mathbb{R}^{\mathrm{N}},  \tag{3.6}\\
(i i) u h \in L^{1}\left(\mathbb{R}^{N}\right), \quad \forall h \in \hat{\mathbb{X}}
\end{array}\right.
$$

if and only if

$$
\begin{equation*}
\int_{\Omega} f h d \mu \leq F(h), \quad \forall h \in \hat{\mathbb{X}} . \tag{3.7}
\end{equation*}
$$

Proof. We first prove ${ }^{\prime \prime} \Longrightarrow$ ".
Multiplying (4.2) by $h \in L_{c_{+}}^{\infty}$ and integrating over $\Omega$ implies that

$$
\begin{aligned}
\int_{\Omega} f h d x & =\int_{\Omega}(u-\mathbb{G}(j(u))) h d x \\
& =\int_{\Omega}(u h-j(u) \mathbb{G}(h)) d x \\
& \left.=\int_{\Omega}\left[u \frac{h}{\mathbb{G}(h)}-j(u)\right] \mathbb{G}(h)\right) d x \\
& \leq \int_{\Omega} j^{*}\left(\frac{h}{\mathbb{G}(h)}\right) \mathbb{G}(h) d x \\
& =F(h)
\end{aligned}
$$

Now we prove that ${ }^{\prime \prime} \Longleftarrow$ ".
We denote that

$$
\mathbb{G}_{m}(h)=\int_{\Omega} \min \left\{\chi_{K_{m}}(x) \chi_{K_{m}}(y) G(x, y), m\right\} h(y) d y, \quad m \in \mathbb{N}
$$

and

$$
f_{n}(x)=\min \left\{\chi_{K_{n}}(x) f(x), n\right\}, \quad m \in \mathbb{N}
$$

Fix $m$, we define that

$$
\left\{\begin{array}{l}
(i) u_{0}=\mu f_{0}  \tag{3.8}\\
(i i) \forall n \geq 0 \quad \beta_{n}=\inf \left\{\chi_{K_{n}} j^{\prime}\left(u_{n}\right), n\right\} \\
(i i i) u_{n+1}=\mu \mathbb{G}_{m}\left(u_{n} \beta_{n}-j^{*}\left(\beta_{n}\right)\right)+\mu f_{n}
\end{array}\right.
$$

where $\mu \in[0,1], m, n \in \mathbb{N}$. In fact, $u_{n}$ and $\beta_{n}$ depend on $n$ and $\mu$, so we note $u_{n}=u(n, m, \mu)$ and $\beta_{n}=\beta(n, m, \mu)$.

Then for any $n \geq 1 m \geq 0$ and $\mu \in(0,1)$,

$$
\begin{equation*}
u_{n} \leq u_{n+1}, \quad \beta_{n} \leq \beta_{n+1} \tag{3.9}
\end{equation*}
$$

and $m \rightarrow u(n, m, \mu), \mu \rightarrow u(n, m, \mu)$ are increasing strictly for $n$ fixed. Step 1. Now we prove that for any $n, m$ and $\mu \in(0,1)$,

$$
\begin{equation*}
\int_{\Omega} u_{n} h d x \leq \frac{\mu}{1-\mu} F(h), \quad h \in \hat{\mathbb{X}} . \tag{3.10}
\end{equation*}
$$

Claim 1. For any $h \in \hat{\mathbb{X}}$, there exists $C \in\left(1, \frac{1}{\mu}\right)$ such that $F_{C}(h)<\infty$. Then there exists $\phi_{n} \in L_{c}^{\infty}(\Omega)$ is the solution of

$$
\begin{equation*}
\phi_{n}=\max \left\{\frac{1}{C} \beta_{n} G_{m}\left(\phi_{n}\right), h\right\} . \tag{3.11}
\end{equation*}
$$

We assume Claim 1 is right at this moment, and we continue to prove (3.10). We observe that $\phi_{n} \in L_{c}^{\infty}(\Omega)$ and

$$
F_{C}\left(\phi_{n}\right) \leq \int_{\Omega} j^{*}\left(\frac{\max \left\{\beta_{n} \mathbb{G}_{m}\left(\phi_{n}\right), C h\right\}}{\mathbb{G}\left(\phi_{n}\right)}\right) \mathbb{G}\left(\phi_{n}\right) d x
$$

Since $j^{*}$ is increasing, then

$$
F_{C}\left(\phi_{n}\right) \leq \int_{\Omega} \max \left\{j^{*}\left(\frac{\beta_{n} \mathbb{G}_{m}\left(\phi_{n}\right)}{\mathbb{G}\left(\phi_{n}\right)}\right), j^{*}\left(\frac{C h}{\mathbb{G}\left(\phi_{n}\right)}\right)\right\} \mathbb{G}\left(\phi_{n}\right) d x
$$

By using the fact of $\mathbb{G} \geq \mathbb{G}_{m}, \phi_{n} \geq h$ and $j^{*}(a r) \leq a j^{*}(r), a \in[0,1]$,

$$
\begin{align*}
F_{C}\left(\phi_{n}\right) & \leq \int_{\Omega} \max \left\{j^{*}\left(\beta_{n}\right) \mathbb{G}_{m}\left(\phi_{n}\right), j^{*}\left(\frac{C h}{\mathbb{G}(h)}\right) \mathbb{G}(h)\right\} d x  \tag{3.12}\\
& \leq \int_{\Omega} j^{*}\left(\beta_{n}\right) \mathbb{G}_{m}\left(\phi_{n}\right) d x+F_{C}(h)
\end{align*}
$$

Since $\mathbb{G}_{m}\left(\phi_{n}\right) \leq m\left|B_{R_{m}}\right|\left\|\phi_{n}\right\|_{L \infty}$, then $j^{*}\left(\beta_{n}\right) \leq u_{n} \beta_{n} \in L_{0}^{\infty}(\Omega)$.
Multiplying (3.8)part (iii) by $\phi_{n}$ and integrating over $\Omega$ implies that

$$
\begin{aligned}
\int_{\Omega} u_{n+1} \phi_{n} & =\mu \int_{\Omega}\left[u_{n} \beta_{n}-j^{*}\left(\beta_{n}\right)\right] \mathbb{G}_{m}\left(\phi_{n}\right) d x+\mu \int_{\Omega} f_{n} \phi_{n} d x \\
\text { by }(3.7) & \leq \mu \int_{\Omega}\left[u_{n} \beta_{n}-j^{*}\left(\beta_{n}\right)\right] \mathbb{G}_{m}\left(\phi_{n}\right) d x+\mu F_{C}\left(\phi_{n}\right) \\
\text { by }(3.12) & \leq \mu \int_{\Omega} u_{n} \beta_{n} \mathbb{G}_{m}\left(\phi_{n}\right) d x+\mu F_{C}(h) \\
& \leq \mu C \int_{\Omega} u_{n} \phi_{n} d x+\mu F_{C}(h) \\
& \leq \mu C \int_{\Omega} u_{n+1} \phi_{n} d x+\mu F_{C}(h),
\end{aligned}
$$

that is,

$$
\int_{\Omega} u_{n+1} \phi_{n} d x \leq \frac{\mu}{1-\mu C},
$$

and make $C \rightarrow 1$ to get our results.
Step 2 convergence. By Monotone and step 1, we have that

$$
\begin{gathered}
u_{n} \rightarrow u(m, \mu) \text { as } \mathrm{n} \rightarrow+\infty, \\
f_{n} \rightarrow f \text { as } \mathrm{n} \rightarrow+\infty
\end{gathered}
$$

and

$$
\begin{aligned}
u_{n} \beta_{n}-j^{*}\left(\beta_{n}\right) & \rightarrow u(m, \lambda) j^{\prime}(u(m, \lambda))-j^{*}\left(j^{\prime}(u(m, \lambda))\right) \\
& =j(u(m, \lambda)) \text { as } \mathrm{n} \rightarrow+\infty .
\end{aligned}
$$

We see that $u(m, \mu)=\mu \mathbb{G}_{m}(j(u(m, \mu)))(x)+f(x)$ a.e in $\Omega$, then make $m \rightarrow$ $+\infty, u(m, \mu) \rightarrow u_{\mu}$ such that $u_{\mu} \geq 0$ measurable, $u_{\mu} h \in L^{1}(\Omega)$ for any $h \in \hat{\mathbb{X}}$ and

$$
u_{\mu}=\mu \mathbb{G}\left(j\left(u_{\mu}\right)\right)(x)+f(x) \quad \text { a.e. in } \Omega .
$$

This implies, in particular,

$$
\int_{\Omega} u_{\mu} h d x=\mu \int_{\Omega} j\left(u_{\mu}\right) \mathbb{G}(h) d x+\mu \int_{\Omega} f h d x, \quad h \in \hat{\mathbb{X}} .
$$

For $C>1$ such that $F_{C}(h)<\infty$, then

$$
\mu \int_{\Omega} u_{\mu}\left(\frac{C h}{\mathbb{G}(h)}-j\left(u_{\mu}\right) \mathbb{G}(h) d x=(\mu C-1) \int_{\Omega} u_{\mu} h d x+\mu \int_{\Omega} f h d x\right.
$$

and consequently

$$
\begin{equation*}
\int_{\Omega} u_{\mu} h d x \leq \frac{\mu}{C \mu-1} F_{C}(h) . \tag{3.13}
\end{equation*}
$$

Put $\mu \rightarrow 1$, by monotone of $\mu \rightarrow u_{\mu}$ and (3.13), then there exists $u \geq 0$ measurable such that $u h \in L^{1}(\Omega)$ and $u$ is the solution of (4.2).
Proof of Claim 1. For $n$ and $m$ fixed, let

$$
A_{n} \varphi=\beta_{n} \mathbb{G}_{m} \varphi
$$

with $r_{n}$ spectral radius and we assume, at this moment, that

$$
\begin{equation*}
r_{n}<C \text { where } \mathrm{C} \text { independent of } \mathrm{n} \text {. } \tag{3.14}
\end{equation*}
$$

We see that

$$
\left(C I-A_{n}\right)^{-1}=\sum_{i \geq 0} C^{-(i+1)} A_{n}^{i} \quad \text { in } \mathrm{L}^{2}(\Omega),
$$

so there exists $\hat{\varphi} \in L^{2}(\Omega)$, such that $\hat{\varphi} \geq 0$ and

$$
\hat{\varphi}=\frac{1}{C} A_{n} \hat{\varphi}+h
$$

Then $\hat{\varphi} \in L \infty_{0}(\Omega), h, \beta_{n} \in C_{0} \infty(\Omega)$ and

$$
\left\|\mathbb{G}_{m}(\varphi)\right\|_{L^{\infty}} \leq m \int_{K_{m}} \varphi d x \leq m\left|K_{m}\right|^{1 / 2}\|\phi\|_{L^{2}}
$$

Let $v_{0}=h, v_{i+1}=\sup \left(\frac{1}{C} A_{n} v_{i}, h\right)$, then for any $i$,

$$
v_{i} \leq v_{i+1} \leq \hat{\varphi},
$$

then there exists $v_{n}$ such that

$$
v_{i} \rightarrow v_{n} \quad \text { as } \quad \mathrm{i} \rightarrow+\infty
$$

and $v_{n}$ is the solution of (3.11).
Finally, we prove (3.14) by inductive method, that $r_{n-1}<C$ implies $r_{n}<C$. The spectral radius $r(\beta)=r\left(\beta \mathbb{G}_{m}\right)$ is continuous and increasing with respect to $\beta$. So if $r_{n} \geq C$, there exists $\beta_{*} \in L_{0}^{\infty}(\Omega)$ such that $\beta_{n-1} \leq \beta_{*} \leq \beta_{n}$ and $r\left(\beta^{*}\right)=C$. So there exists $v \in L_{0}^{\infty}(\Omega)$ and $v \in \widehat{\mathbb{X}}$,

$$
\frac{C v}{\mathbb{G} v} \leq \frac{C v}{\mathbb{G}_{m} v} \leq \beta_{*} \leq j^{\prime}\left(u_{n}\right) .
$$

Let

$$
\begin{equation*}
u_{*}=\mu \mathbb{G}_{m}\left(u_{n} \beta_{*}-j^{*}\left(\beta_{*}\right)\right)+\mu f \tag{3.15}
\end{equation*}
$$

and multiply (3.15) by $v$, we have

$$
\begin{align*}
\int_{\Omega} u_{*} v & =\mu \int_{\Omega} \mathbb{G}_{K}\left(u_{n} \beta_{*}-j^{*}\left(\beta_{*}\right)\right)(x) v(y) d x d y+\mu \int_{\Omega} f_{n} v  \tag{3.16}\\
& \left.\leq C \mu \int_{\Omega} u v-\mu \int_{\Omega} j^{*}\left(\beta_{*}(x)\right)\right) \mathbb{G}_{K}(v)(y) d x d y+\mu F_{C}(v),
\end{align*}
$$

where $\mathbb{G}_{K}(h)(x)=\int_{\Omega} \chi_{K}(x) \chi_{K}(y) G(x, y) h(y) d y$. For $F_{C}(v)$, we have

$$
\begin{align*}
F_{C}(v) & =\int_{\Omega} j^{*}\left(\frac{C v}{\mathbb{G}(v)} \mathbb{G}(v) d x\right. \\
& \leq \int_{\Omega} j^{*}\left(\frac{C v}{\mathbb{G}_{K}(v)}\right) \mathbb{G}_{K}(v) d x . \tag{3.17}
\end{align*}
$$

Then (3.16) and (3.17) imply that

$$
\int_{\Omega} u_{*} v \leq \mu C \int_{\Omega} u_{n} v
$$

combining $u_{*} \geq u_{n}$, we have that

$$
\begin{equation*}
\int_{\Omega} u_{*} v d x=0 . \tag{3.18}
\end{equation*}
$$

Let $K=\{x \in \Omega, v(x)>0\}$, then by (3.18), we have

$$
\int_{K} u_{*}=0,
$$

which, combining (3.15) and $f \geq 0$, implies that

$$
0 \geq \mu \int_{K} d x \int_{K} \chi_{K}(x) \chi_{K}(y) G(x, y)\left[u_{n}(y) \beta_{*}(y)-j^{*}\left(\beta_{*}\right)(y)\right] d y
$$

By the fact of $\beta_{n-1} \leq \beta_{*} \leq \beta_{n}$,

$$
K \subset\left\{x \in \Omega, \beta_{*}(x)>0\right\} \subset\left\{x \in \Omega, u_{n}(y) \beta_{*}(y)-j^{*}\left(\beta_{*}\right)(y)>0\right\}
$$

which implies that

$$
G(x, y)=0 \quad \text { a.e. } \quad \mathrm{K} \times \mathrm{K},
$$

then $\mathbb{G}_{K}(v)=0$ in $K$ implies that $v \equiv 0$, that is impossible. And we finish the proof.

For $f$ changing signs, we assume that there exists a measurable function $v$ such that
(i) $v \in L^{1}\left(K_{n}\right)$ and $\mathbb{N}(\cdot, \cdot) j(v) \in L^{1}\left(K_{n}, \Omega\right)$ for all $n \in \mathbb{N}$;
(ii) $v(x) \leq \mathbb{N}(j(v))(x)+f(x)$ a.e. in $\Omega$.

If $j: \Omega \times \mathbb{R} \rightarrow(-\infty, \infty]$ measurable function satisfies Conjugate condition. Denote

$$
\begin{gathered}
j_{v}^{*}(x, r)=\sup _{a \geq v(x)} r a-j(x, a) \\
\hat{\mathbb{X}}_{v}=\left\{h \in L_{c}^{\infty}(\Omega): \exists C>1 \text { s.t. } \mathrm{j}_{\mathrm{v}}^{*}\left(\frac{\mathrm{Ch}}{\mathbb{G}(\mathrm{~h})}\right) \mathbb{G}(\mathrm{h}) \in \mathrm{L}^{1}(\Omega)\right\}
\end{gathered}
$$

Corollary 3.1 Assume that $f$ is measurable. Then

$$
\left\{\begin{array}{l}
(i) u \geq v, \quad u(x)=\mathbb{G}(j(u))(x)+f(x), \quad x \in \Omega  \tag{3.19}\\
(i i) u h \in L^{1}(\Omega), \quad \forall h \in \hat{\mathbb{X}}_{v}
\end{array}\right.
$$

admits a solution, if and only if

$$
\begin{equation*}
\int_{\Omega} f h d x \leq \int_{\Omega} j_{v}^{*}\left(\frac{h}{\mathbb{G}(h)}\right) \mathbb{G}(h) d x, \quad \forall h \in \hat{\mathbb{X}}_{v} . \tag{3.20}
\end{equation*}
$$

Proof. Let $w=u-v, \tilde{f}(x)=f(x)+\mathbb{G}(j(v))(x)-v(x), \tilde{j}(x, r)=j(x, r+$ $v(x))-j(x, v(x))$ if $j(x, v(x))<\infty$ and $\tilde{j}(x, r)=\infty$, if $j(x, v(x))=\infty$ and $r \geq 0$.
Step 1. (3.19) is equivalent to

$$
\left\{\begin{array}{l}
(i) w \geq 0, \quad w(x)=\mathbb{G}(\tilde{j}(u))(x)+\tilde{f}(x), \quad x \in \Omega  \tag{3.21}\\
(i i) w h \in L^{1}(\Omega), \quad \forall h \in \hat{\mathbb{X}}
\end{array}\right.
$$

where

$$
\hat{\mathbb{X}}=\left\{h \in L_{c}^{\infty}(\Omega): \exists C>1 \text { s.t. } \tilde{\mathrm{j}}^{*}\left(\frac{\mathrm{Ch}}{\mathbb{G}(\mathrm{~h})}\right) \mathbb{G}(\mathrm{h}) \in \mathrm{L}^{1}(\Omega)\right\}
$$

We have that $\tilde{f} \geq 0$ by condition of $v$. Now we have to show

$$
\hat{\mathbb{X}}=\hat{\mathbb{X}}_{v}
$$

By directly computation, we have that

$$
\tilde{j}^{*}(x, r)=j^{*}(x, r)-r v(x)+j(x, v(x)) .
$$

So

$$
\left.\tilde{j}^{*}\left(\frac{C h}{\mathbb{G}(h)}\right) \mathbb{G}(h)=j_{v}^{*} \frac{C h}{\mathbb{G}(h)}\right) \mathbb{G}(h)-C h v+j(x, v(x)) \mathbb{G}(h),
$$

combining that $h v \in L^{1}(\Omega)$ and $j(x, v(x)) \mathbb{G}(h) \in L^{1}(\Omega)$, then $\hat{\mathbb{X}}=\hat{\mathbb{X}}_{v}$.
Step 2. (3.20) is equivalent to

$$
\int_{\Omega} \tilde{f} h d x \leq \int_{\Omega} \tilde{j}^{*}\left(\frac{h}{\mathbb{G}(h)}\right) \mathbb{G}(h) d x, \quad \forall h \in \hat{\mathbb{X}}
$$

In fact, the equivalence derives from

$$
\int_{\Omega} \tilde{f} h d x=\int_{\Omega} f h d x+\int_{\Omega}[\mathbb{G}(j(v))(x)-v(x)] h d x
$$

and

$$
\int_{\Omega} \tilde{j}^{*}\left(\frac{h}{\mathbb{G}(h)}\right) \mathbb{G}(h) d x=\int_{\Omega} j_{v}^{*}\left(\frac{h}{\mathbb{G}(h)}\right) \mathbb{G}(h) d x+\int_{\Omega}[\mathbb{G}(j(v))(x)-v(x)] h d x .
$$

Now we applying Theorem 3.1 to obtain our corollary.

## 4 Proof of Theorem 1.1

In this section, we do the existence of solution to

$$
\begin{cases}(-\Delta)^{\alpha} u=u_{+}^{p}+\sigma \lambda, & \text { in } \Omega,  \tag{4.1}\\ u(x)=0, & \text { in } \mathbb{R}^{\mathbb{N}} \backslash \Omega .\end{cases}
$$

where $p>1, \sigma>0$ and $\lambda \in \mathfrak{M}(\Omega)$.
Corollary 4.1 Assume that $p>1 \lambda \in \mathfrak{M}(\Omega)$ and $\sigma>0, \mathbb{G}(\lambda) \in E^{1}(\Omega)$. Denote $v(x)=\min \{\mathbb{G}(\lambda)(x), 0\}$. Then there exists $u \in L_{\text {loc }}^{1}(\Omega)$ such that $\mathbb{G}\left(u_{+}^{p}\right) \in L_{\text {loc }}^{1}(\Omega)$ and (4.1) holds in the weak sense of

$$
\begin{cases}u(x) \geq v(x), & x \in \Omega,  \tag{4.2}\\ u(x)=\mathbb{G}\left(u_{+}^{p}\right)(x)+\mathbb{G}(\lambda)(x), & x \in \Omega, \\ u h \in L^{1}(\Omega), \quad h \in \mathbb{X} & \end{cases}
$$

if and only if

$$
\begin{equation*}
\sigma \int_{\Omega} \mathbb{G}(h) d \lambda \leq \frac{p-1}{p^{p^{\prime}}} \int_{\Omega} \frac{h^{p^{\prime}}}{\mathbb{G}(h)^{p^{\prime}-1}} d x, \quad h \in \mathbb{X}, \tag{4.3}
\end{equation*}
$$

where $p^{\prime}=\frac{p}{p-1}$ and $\mathbb{X}$ is defined by (3.5).
Proof. We are going to use Corollary 3.1 in this proof. In Corollary 3.1, $\mathbb{X}=\hat{\mathbb{X}}$ and

$$
j^{*}(r)= \begin{cases}\frac{p-1}{p^{p^{\prime}}} r^{p^{\prime}}, & \text { if } \quad \mathrm{r} \geq 0, \\ +\infty, & \text { if } \quad \mathrm{r}<0 .\end{cases}
$$

By $v(x)=\min \{\mathbb{G}(\lambda)(x), 0\} \leq 0$, then we have $j_{v}^{*}=j *$. We note here that $\hat{\mathbb{X}}_{v}=\mathbb{X}$.

We claim that (3.20) is equivalent to (4.3). In fact, for $h \in \mathbb{X}$,

$$
\int_{\Omega} f h d x=\int_{\Omega} \int_{\Omega} G(x, y) h(x) d \lambda(y) d x=\int_{\Omega} \mathbb{G}(h) d \lambda .
$$

Then applied Corollary 3.1 to get our results.
We note here that Theorem 3.1, Corollary 3.1 and Corollary 4.1 hold for any open smooth domain, including $\Omega=\mathbb{R}^{N}$. In what follows we do the application of Corollary 4.1 in bounded domain. And the embedding:

$$
\mathbb{G}: L^{s}(\Omega) \rightarrow L^{r}(\Omega)
$$

plays an important roles. The precise statement is following:

Lemma 4.1 Assume that $\Omega$ is open, smooth and bounded.
(i) if

$$
\frac{1}{s}<\frac{2 \alpha}{N}
$$

then there exists some $C>0$ such that

$$
\begin{equation*}
\|\mathbb{G}(h)\|_{L^{\infty}(\Omega)} \leq C\|h\|_{L^{s}(\Omega)} \tag{4.4}
\end{equation*}
$$

(ii) if

$$
\frac{1}{s} \leq \frac{1}{r}+\frac{2 \alpha}{N} \quad \text { and } \quad \mathrm{s}>1
$$

then there exists some $C>0$ such that

$$
\begin{equation*}
\|\mathbb{G}(h)\|_{L^{r}(\Omega)} \leq C\|h\|_{L^{s}(\Omega)} . \tag{4.5}
\end{equation*}
$$

(iii) if

$$
1<\frac{1}{r}+\frac{2 \alpha}{N}
$$

then there exists some $C>0$ such that

$$
\begin{equation*}
\|\mathbb{G}(h)\|_{L^{r}(\Omega)} \leq C\|h\|_{L^{1}(\Omega)} \tag{4.6}
\end{equation*}
$$

Proof. Step 1. To prove (4.4). By the Hölder inequality and (2.12), for any $x \in \Omega$,

$$
\begin{aligned}
\left\|\int_{\Omega} G(x, y) h(y) d y\right\|_{L^{\infty}(\Omega)} & \leq\left\|\left(\int_{\Omega} G(x, y)^{s^{\prime}} d y\right)^{\frac{1}{s^{s}}}\left(\int_{\Omega}|h(y)|^{s} d y\right)^{\frac{1}{s}}\right\|_{L^{\infty}(\Omega)} \\
& \leq C\|h\|_{L^{s}(\Omega)}\left\|\int_{\Omega} \frac{1}{|x-y|^{(N-2 \alpha) s^{\prime}}} d y\right\|_{L^{\infty}(\Omega)}
\end{aligned}
$$

where $s^{\prime}=\frac{s}{s-1}$. Since $\frac{1}{s}<\frac{2 \alpha}{N}$, that implies $(N-2 \alpha) s^{\prime}<N$, and $\Omega$ is bounded, then

$$
\begin{aligned}
\int_{\Omega} \frac{1}{|x-y|^{(N-2 \alpha) s^{\prime}}} d y & \leq \int_{B_{D}(x)} \frac{1}{|x-y|^{(N-2 \alpha) s^{\prime}}} d y \\
& =C \int_{0}^{D} r^{N-1-(N-2 \alpha) s^{\prime}} d r \\
& <C D^{N-(N-2 \alpha) s^{\prime}}
\end{aligned}
$$

where $D=\sup \{|x-y|: x, y \in \Omega\}$. Then (4.4) holds.

Step 2. To prove (4.5) and (4.6) with $r \leq s$. We have

$$
\begin{aligned}
\left\{\int_{\Omega}\left[\int_{\Omega} G(x, y) h(y) d y\right]^{r} d x\right\}^{\frac{1}{r}} & =\left\{\int_{\mathbb{R}^{N}}\left[\int_{\mathbb{R}^{N}} G(x, y) h(y) d y\right]^{r} d x\right\}^{\frac{1}{r}} \\
& \leq C\left\{\int_{\mathbb{R}^{N}}\left[\int_{\mathbb{R}^{N}} \frac{h(y) \chi_{\Omega}(x) \chi_{\Omega}(y)}{|x-y|^{N-2 \alpha}} d y\right]^{r} d x\right\}^{\frac{1}{r}} \\
& \leq C\left\{\int_{\mathbb{R}^{N}}\left[\int_{\mathbb{R}^{N}} \frac{h(x-y) \chi_{\Omega}(x) \chi_{\Omega}(x-y)}{|y|^{N-2 \alpha}} d y\right]^{r} d x\right\}^{\frac{1}{r}} ;
\end{aligned}
$$

by using the integral Minkowski's inequality, then,

$$
\begin{aligned}
& \left\{\int_{\Omega}\left[\int_{\Omega} G(x, y) h(y) d y\right]^{r} d x\right\}^{\frac{1}{r}} \\
& \quad \leq C \int_{\mathbb{R}^{N}}\left[\int_{\mathbb{R}^{N}} \frac{h^{r}(x-y) \chi_{\Omega}(x) \chi_{\Omega}(x-y)}{|y|^{(N-2 \alpha) r}} d x\right]^{\frac{1}{r}} d y \\
& \quad \leq C \int_{\tilde{\Omega}}\left[\int_{\mathbb{R}^{N}} h^{r}(x-y) \chi_{\Omega}(x) \chi_{\Omega}(x-y) d x\right]^{\frac{1}{r}} \frac{1}{|y|^{N-2 \alpha}} d y \\
& \quad \leq C\|h\|_{L^{r}(\Omega)} \leq C\|h\|_{L^{s}(\Omega)},
\end{aligned}
$$

where $\tilde{\Omega}=\{x-y, x, y \in \Omega\}$ is bounded.
Step 3. To prove (4.5) and (4.6) with $r>s \geq 1$ and $\frac{1}{s} \leq \frac{1}{r}+\frac{2 \alpha}{N}$. We claim that if $r>s$ and $\frac{1}{r^{*}}=\frac{1}{s}-\frac{2 \alpha}{N}$, the mapping $h \rightarrow \mathbb{G}(h)$ is of weak-type $\left(s, r^{*}\right)$, in the sense that

$$
\begin{equation*}
|\{x \in \Omega:|\mathbb{G}(h)|>t\}| \leq\left(A_{s, r^{*}} \frac{\|h\|_{L^{s}(\Omega)}}{t}\right)^{r^{*}}, \quad h \in L^{s}(\Omega), \quad \text { all } \mathrm{t}>0, \tag{4.7}
\end{equation*}
$$

where constant $A_{s, r^{*}}>0$.
Denote for $\nu>0$,

$$
G_{0}(x, y)=\left\{\begin{array}{lll}
G(x, y), & \text { if } & |\mathrm{x}-\mathrm{y}| \leq \nu \\
0, & \text { if } & |\mathrm{x}-\mathrm{y}|>\nu
\end{array}\right.
$$

and $G_{\infty}(x, y)=G(x, y)-G_{0}(x, y)$. Then we have that

$$
|\{x \in \Omega:|\mathbb{G}(h)|>2 t\}| \leq\left|\left\{x \in \Omega:\left|\mathbb{G}_{0}(h)\right|>t\right\}\right|+\left|\left\{x \in \Omega:\left|\mathbb{G}_{\infty}(h)\right|>t\right\}\right|,
$$

where $\mathbb{G}_{0}(h)$ and $\mathbb{G}_{\infty}(h)$ is defined similarly to $\mathbb{G}(h)$.
By Step 2 and the integral Minkowski's inequality, we have

$$
\left|\left\{x \in \Omega:\left|\mathbb{G}_{0}(h)\right|>t\right\}\right| \leq \frac{\left\|\mathbb{G}_{0}(h)\right\|_{L^{s}(\Omega)}^{s}}{t^{s}}
$$

$$
\begin{aligned}
& \leq \frac{\left\|\int_{\Omega} \chi_{B_{\nu}(x-y)} \Gamma(x-y)|h(y)| d y\right\|_{L^{s}(\Omega)}^{s}}{t^{s}} \\
& \leq \frac{\left[\int_{\Omega}\left(\int_{\Omega}|h(x-y)|^{s} d x\right)^{\frac{1}{s}} \Gamma(y) \chi_{B_{\nu}}(y) d y\right]^{s}}{t^{s}} \\
& \leq \frac{\|h\|_{L^{s}(\Omega)}^{s}\left\|\Gamma \chi_{B_{\nu}}\right\|_{L^{1}(\Omega)}^{s}}{t^{s}}
\end{aligned}
$$

and

$$
\left\|\Gamma \chi_{B_{\nu}}\right\|_{L^{1}(\Omega)} \int_{B_{\nu}}|x|^{-N+2 \alpha} d x=C_{1} \nu^{2 \alpha}
$$

On the other hand,

$$
\begin{aligned}
\left\|\mathbb{G}_{\infty}(h)\right\|_{L^{\infty}(\Omega)} & \leq\left\|\int_{\Omega} \chi_{B_{\nu}^{c}}(x-y) \Gamma(x-y)|h(y)| d y\right\|_{L^{\infty}(\Omega)} \\
& \leq\left(\int_{\Omega}|h(y)|^{s} d y\right)^{\frac{1}{s}}\left\|\left(\int_{\Omega} \chi_{B_{\nu}^{c}}(x-y) \Gamma(x-y)^{s^{\prime}} d y\right)^{\frac{1}{s^{s}}}\right\|_{L^{\infty}(\Omega)} \\
& \leq\|h\|_{L^{s}(\Omega)}\left\|\Gamma \chi_{B_{\nu}^{c}}\right\|_{L^{s^{\prime}}\left(\mathbb{R}^{N}\right)}
\end{aligned}
$$

where $s^{\prime}=\frac{s}{s-1}$ if $s>1$, if not, $s^{\prime}=\infty$.
Since

$$
\left\|\Gamma \chi_{B_{\nu}^{B}}\right\|_{L^{s^{\prime}}\left(\mathbb{R}^{N}\right)}=\left[\int_{\mathbb{R}^{N} \backslash B_{\nu}}|x|^{(-N+2 \alpha) s^{\prime}} d x\right]^{\frac{1}{s^{\prime}}}=C_{2} \nu^{2 \alpha-\frac{N}{s}}
$$

by choosing $\nu=\left(\frac{t}{C_{2}\|h\|_{L^{s}(\Omega)}}\right)^{\frac{1}{2 \alpha-\frac{N}{s}}}$, then

$$
\left\|\mathbb{G}_{\infty}(h)\right\|_{L^{\infty}(\Omega)} \leq t
$$

that means

$$
\left|\left\{x \in \Omega:\left|\mathbb{G}_{\infty}(h)\right|>t\right\}\right|=0 .
$$

With this $\nu$, we have that

$$
|\{x \in \Omega:|\mathbb{G}(h)|>2 t\}| \leq C_{1} \frac{\|h\|_{L^{s}(\Omega)}^{s} \nu^{2 s \alpha}}{t^{s}} \leq C_{3}\left(\frac{\|h\|_{L^{s}(\Omega)}}{t}\right)^{r^{*}}
$$

The argument of (ii) and (iii) with $r>s$ follows by the Marcinkiewicz Interpolation Theorem. The proof completes.

Proof of Theorem 1.1. Let $h \in \mathbb{X}$ and $w$ such that

$$
\begin{equation*}
h=w^{1 / p^{\prime}} \mathbb{G}(h)^{1 / p} \tag{4.8}
\end{equation*}
$$

where $p^{\prime}=\frac{p}{p-1}$ if $p>1, p^{\prime}=\infty$ if $p=1$.
If

$$
\begin{equation*}
\frac{1}{q}+\frac{1}{r} \leq 1 \quad \text { with } \quad \mathrm{r}<\infty \tag{4.9}
\end{equation*}
$$

since $\mathbb{G}(h) \geq 0$, we have

$$
\begin{equation*}
\int_{\Omega} \mathbb{G}(h) d \lambda \leq \int_{\Omega} \mathbb{G}(h) d \lambda_{+} \leq\left\|\lambda_{+}\right\|_{L^{q}(\Omega)}\|\mathbb{G}(h)\|_{L^{r}(\Omega)} \tag{4.10}
\end{equation*}
$$

If $r=\infty$, then

$$
\begin{equation*}
\int_{\Omega} \mathbb{G}(h) d \lambda \leq \lambda_{+}(\Omega)\|\mathbb{G}(h)\|_{L^{\infty}(\Omega)} . \tag{4.11}
\end{equation*}
$$

If

$$
\begin{array}{ll}
\frac{1}{s} \leq \frac{1}{r}+\frac{2 \alpha}{N} & \text { with } \quad \mathrm{s}>1
\end{array} \quad \text { or }, ~ \begin{array}{ll}
1<\frac{1}{r}+\frac{2 \alpha}{N} & \text { with } \mathrm{s}=1 \quad \text { or } \\
\frac{1}{s}<\frac{2 \alpha}{N} & \text { with } \mathrm{r}=+\infty, \tag{4.12}
\end{array}
$$

by (4.8) and Lemma 4.1, for some $C>0$,

$$
\|\mathbb{G}(h)\|_{L^{r}} \leq C\|h\|_{L^{s}} \leq C\left(\int_{\Omega} w^{s / p^{\prime}} \mathbb{G}(h)^{s / p} d x\right)^{1 / s}
$$

For $1<s<\infty$, if

$$
\begin{equation*}
s<p^{\prime} \tag{4.13}
\end{equation*}
$$

one gets

$$
\|\mathbb{G}(h)\|_{L^{r}} \leq C\left(\int_{\Omega} w d x\right)^{s / p^{\prime}}\left(\int_{\Omega} \mathbb{G}(h)^{\frac{s p^{\prime}}{p\left(p^{\prime}-s\right)}} d x\right)^{\frac{p^{\prime}-s}{p^{\prime} s}} ;
$$

and if

$$
\begin{equation*}
s=p^{\prime} \tag{4.14}
\end{equation*}
$$

then

$$
\|\mathbb{G}(h)\|_{L^{r}} \leq C\|\mathbb{G}(h)\|_{L^{\infty}(\Omega)} \int_{\Omega} w d x
$$

Then if

$$
\begin{equation*}
r \geq \frac{s p^{\prime}}{p\left(p^{\prime}-s\right)}, \tag{4.15}
\end{equation*}
$$

we derive that

$$
\|\mathbb{G}(h)\|_{L^{r}} \leq C \int_{\Omega} w d x .
$$

Together with (4.10), we have

$$
\sigma \int_{\Omega} \mathbb{G}(h) d x \leq C \sigma \int_{\Omega} w d x
$$

that is (4.3). We apply Corollary 4.1 to obtain of there exists a weak solution of (1.3).
In case $(i), 1<p<\frac{N}{N-2 \alpha}$ implies $p^{\prime}>\frac{N}{2 \alpha}$. Then combining $q=1, r=\infty$ and $s=p^{\prime}$, (4.9-4.15) hold;
In case (ii), $p>\frac{N}{N-2 \alpha}$ and $q \geq \frac{N p}{2 \alpha p+N}$. Then take $r=q^{\prime}$ and $s=p^{\prime}$, (4.9-4.15) hold;
In case ( $i i i$ ), $p=\frac{N}{N-2 \alpha}$ and $q>1$. Then take $r=\frac{q}{q-1}$ and $s=\frac{q N}{2 \alpha(q-1)}$, (4.9-4.15) hold.

## 5 The particular case $\lambda=\delta_{x_{0}}$

In this section, our purpose is to find solutions to (1.3).
We introduce following existence theorem:
Theorem 5.1 Let $p>0$ and $\lambda \in \mathfrak{M}(\Omega)$ with $\mathbb{G}(\lambda) \geq 0$.
Assume that

$$
\begin{equation*}
\mathbb{G} \mathbb{G}^{p}(\lambda) \leq C_{0} \mathbb{G}(\lambda), \quad \text { a.e. in } \Omega, \tag{5.1}
\end{equation*}
$$

where $C_{0}>0$.
(i) If $p>1$, for $\sigma \in\left(0,\left(\frac{p-1}{p}\right)\left(\frac{1}{p C_{0}}\right)^{\frac{1}{p-1}}\right]$, problem (1.3) admits a positive solution $u \in L^{1}(\Omega) \cap L^{p}(\Omega)$ such that

$$
\begin{equation*}
\sigma \mathbb{G}(\lambda)+\sigma^{p} \mathbb{G} \mathbb{G}^{p}(\lambda)<u(x)<\sigma \mathbb{G}(\lambda)+\left(\frac{p}{p-1}\right)^{p} \sigma^{p} \mathbb{G} \mathbb{G}^{p}(\lambda) \tag{5.2}
\end{equation*}
$$

(ii) If $p=1$ and $C_{0}<1$, then problem (1.3) admits a positive solution $u \in L^{1}(\Omega) \cap L^{p}(\Omega)$ such that

$$
\begin{equation*}
\sigma \mathbb{G}(\lambda)+\sigma \mathbb{G} \mathbb{G}(\lambda)<u(x)<\sigma \mathbb{G}(\lambda)+\frac{\sigma}{1-C_{0}} \mathbb{G} \mathbb{G}^{p}(\lambda) . \tag{5.3}
\end{equation*}
$$

(iii) If $p \in(0,1)$, for any $C_{0}<\infty$ and any $\sigma>0$, problem (1.3) admits a positive solution $u \in L^{1}(\Omega) \cap L^{p}(\Omega)$ such that

$$
\begin{equation*}
\sigma \mathbb{G}(\lambda)+\sigma^{p} \mathbb{G} \mathbb{G}(\lambda)<u(x)<\sigma \mathbb{G}(\lambda)+\sigma^{p}\left(\sigma^{p-1} C_{0}+1\right)^{\frac{p}{1-p}} \mathbb{G} \mathbb{G}^{p}(\lambda) . \tag{5.4}
\end{equation*}
$$

Proof. Let

$$
\begin{equation*}
u_{0}=\sigma \mathbb{G}(\lambda), \quad u_{1}=\sigma \mathbb{G}(\lambda)+\sigma^{p} \mathbb{G} \mathbb{G}^{p}(\lambda) \tag{5.5}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{n}=\sigma \mathbb{G}(\lambda)+\mathbb{G}\left(u_{n-1}^{p}\right), \quad n \in \mathbb{N} . \tag{5.6}
\end{equation*}
$$

By monotone iteration, see Theorem 4.2 in [19], problem (1.3) admits a solution if there is a super solution $\bar{u}$, that is,

$$
\begin{equation*}
\bar{u} \geq \mathbb{G}\left(\bar{u}^{p}\right)+\sigma \mathbb{G}(\lambda) \quad \text { a.e. in } \Omega . \tag{5.7}
\end{equation*}
$$

To this end, let

$$
u_{t}=t \sigma^{p} \mathbb{G}\left(\mathbb{G}^{p}(\lambda)\right)+\sigma \mathbb{G}(\lambda),
$$

by (5.1), then

$$
\begin{equation*}
u_{t} \leq\left(C_{0} t \sigma^{p}+\sigma\right) \mathbb{G}(\lambda) \tag{5.8}
\end{equation*}
$$

Then by (5.8) and (5.1), there exists $t>0$ such that

$$
\begin{equation*}
\mathbb{G}\left(u_{t}^{p}\right)+\sigma \mathbb{G}(\lambda) \leq\left(C_{0} t \sigma^{p}+\sigma\right)^{p} \mathbb{G} \mathbb{G}^{p}(\lambda)+\sigma \mathbb{G}(\lambda) \leq u_{t} . \tag{5.9}
\end{equation*}
$$

Then (5.9) holds if there exists $t>0$ such that

$$
\begin{equation*}
\left(C_{0} t \sigma^{p-1}+1\right)^{p} \leq t . \tag{5.10}
\end{equation*}
$$

If $p>1$ and $C_{0} \sigma^{p-1} \leq\left(\frac{p-1}{p}\right)^{p-1} \frac{1}{p},(5.10)$ holds for $t=\left(\frac{p}{p-1}\right)^{p}$.
If $p=1$ and $C_{0}<1,(5.10)$ holds for $t=\frac{1}{1-C_{0}}$.
If $p<1,(5.10)$ holds for $t=\left(C_{0} \sigma^{p-1}+1\right)^{\frac{p}{1-p}}$ where $C_{0}>0$. Then we finish the proof.

Remark 5.1 The solution $v$, obtained by the sequence (5.5) and (5.6), is the minimal solution, that is,

$$
u \geq v \quad \text { in } \mathbb{R}^{N},
$$

for any solution $u$ of 1.3 .
Remark 5.2 In the case of $p \in(0,1)$, we observe that in the behavior (5.4),

$$
\sigma^{p}\left(\sigma^{p-1} C_{0}+1\right)^{\frac{p}{1-p}}=\left(C_{0}+\sigma^{1-p}\right)^{\frac{p}{1-p}}>C_{0}^{\frac{p}{1-p}}
$$

and

$$
\sigma^{p}\left(\sigma^{p-1} C_{0}+1\right)^{\frac{p}{1-p}} \rightarrow C_{0}^{\frac{p}{1-p}}, \quad \text { as } \quad \sigma \rightarrow 0
$$

So the behavior (5.4) is not so sharp.
We note that the domain $\Omega$ is not necessary to be bounded in Theorem 5.1. In case of $\alpha=1$ and $\Omega=\mathbb{R}^{N}$, it was built the equivalence among (4.3), (5.1) and the Riesz capacity or Bessel capacity, see [1]. The key step is to build the equivalence between (5.1) and

$$
\int_{\mathbb{R}^{N}}|h|^{p} d \lambda \leq C \int_{\mathbb{R}^{N}}|\Delta h|^{p}, \quad h \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)
$$

However, it is no easy to obtain similarly estimate

$$
\int_{\mathbb{R}^{N}}|h|^{p} d \lambda \leq C \int_{\mathbb{R}^{N}}\left|(-\Delta)^{\alpha} h\right|^{p}, \quad h \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)
$$

for $\alpha \in(0,1)$.
In particular, for $\alpha \in(0,1), \Omega=\mathbb{R}^{N}$ and $1<p<N / p$, it was built the equivalence between (5.1) and

$$
\lambda(E) \leq C \operatorname{cap}\left(E, W^{\alpha, p}\right)
$$

where $C>0$ and $\operatorname{cap}\left(E, W^{\alpha, p}\right)$ is the Riesz capacity defined by

$$
\begin{equation*}
\operatorname{cap}\left(E, W^{\alpha, p}\right)=\inf \left\{\|u\|_{L^{p}}^{p}: \Gamma * u \geq 1 \text { on } \mathrm{E}, \mathrm{u} \geq 0, \mathrm{u} \in \mathrm{~L}^{\mathrm{p}}\right\} . \tag{5.11}
\end{equation*}
$$

See [16] for details.
Now we consider the application of Theorem 5.1 in bounded domain.
Lemma 5.1 Suppose that $\Omega$ is an open, bounded and smooth domain of $\mathbb{R}^{N}$, $p>0$ and $\lambda \in \mathfrak{M}_{+}(\Omega)$ with $\lambda(\Omega)=1$. If

$$
\begin{equation*}
p<\frac{N}{N-2 \alpha}, \tag{5.12}
\end{equation*}
$$

then $\mathbb{G}(\lambda) \in L^{1}(\Omega)$, and there exists $C=C(N, \alpha, \beta, \lambda, \Omega)>0$ such that

$$
\begin{equation*}
\mathbb{G} \mathbb{G}^{p}(\lambda) \leq C \mathbb{G}(\lambda), \text { a.e. in } \Omega . \tag{5.13}
\end{equation*}
$$

Proof. By Jensen's inequality with $\lambda(\Omega)=1$,

$$
\mathbb{G}^{p}(\lambda)=\left[\int_{\Omega} G(x, y) d \lambda(y)\right]^{p} \leq \int_{\Omega} G^{p}(x, y) d \lambda(y)
$$

which, combining (2.11), implies that

$$
\begin{aligned}
\mathbb{G}^{p}(\lambda) & \leq \int_{\Omega} \int_{\Omega} G(x, y) G(y, z) G^{p-1}(y, z) d \lambda(z) d y \\
& \leq C \int_{\Omega} G(x, z) \int_{\Omega} \frac{1}{|x-y|^{N-2 \alpha}}+\frac{1}{|y-z|^{(N-2 \alpha) p}} d y d \lambda(z) \\
& \leq C \int_{\Omega} G(x, z) d \lambda(z) \\
& =C \mathbb{G}(\lambda),
\end{aligned}
$$

where $\int_{\Omega} \frac{1}{|x-y|^{N-2 \alpha}}+\frac{1}{|y-z|^{N-2 \alpha) p}} d y$ is bounded by (5.14).
In particular, if $\lambda=\delta_{x_{0}}$, the behavior of the solution obtained by Theorem 5.1 is controlled by $\mathbb{G}(\lambda)$ and $\mathbb{G} \mathbb{G}^{p}(\lambda)$. Therefore, we have to do estimate of the behavior of $\mathbb{G} \mathbb{G}^{p}(\lambda)$.

Lemma 5.2 Assume that $\Omega$ is an open, bounded and smooth domain of $\mathbb{R}^{N}$, $x_{0} \in \Omega$ and $\lambda=\delta_{x_{0}}$. If

$$
\begin{equation*}
0<p<\frac{N}{N-2 \alpha} \tag{5.14}
\end{equation*}
$$

then there exists a positive constant $C=C(N, \alpha, \lambda, \Omega)>1$ and such that if $p \in\left(\frac{2 \alpha}{N-2 \alpha}, \frac{N}{N-2 \alpha}\right)$,

$$
\begin{equation*}
\frac{1}{C} \leq \mathbb{G}^{p}(\lambda)\left|x-x_{0}\right|^{-2 \alpha+(N-2 \alpha) p} \leq C, \quad \text { in } \mathrm{B}_{\mathrm{r}}\left(\mathrm{x}_{0}\right) \backslash\left\{\mathrm{x}_{0}\right\} \tag{5.15}
\end{equation*}
$$

if $p=\frac{2 \alpha}{N-2 \alpha}$,

$$
\begin{equation*}
\frac{1}{C} \leq \mathbb{G} \mathbb{G}^{p}(\lambda)\left(-\ln \left|x-x_{0}\right|\right)^{-1} \leq C, \quad \text { in } \quad \mathrm{B}_{\mathrm{r}}\left(\mathrm{x}_{0}\right) \backslash\left\{\mathrm{x}_{0}\right\} \tag{5.16}
\end{equation*}
$$

if $p<\frac{2 \alpha}{N-2 \alpha}$,

$$
\begin{equation*}
\frac{1}{C} \leq \mathbb{G G}^{p}(\lambda) \leq C, \quad \text { in } \quad \mathrm{B}_{\mathrm{r}}\left(\mathrm{x}_{0}\right) \backslash\left\{\mathrm{x}_{0}\right\} \tag{5.17}
\end{equation*}
$$

where $r=\frac{\min \left\{1, d\left(x_{0}\right)\right\}}{4}$.
Proof. Step 1. the case of $\frac{2 \alpha}{N-2 \alpha}<p<\frac{N}{N-2 \alpha}$. $\quad$ Since $G(x, y)<\Gamma(x-y)$ and $\mathbb{G}(\lambda)=G\left(x, x_{0}\right)$, then for $x \neq x_{0}$,

$$
\begin{align*}
\mathbb{G} \mathbb{G}^{p}(x) & <C \int_{B_{D}\left(x_{0}\right)} \frac{1}{|y-x|^{N-2 \alpha}} \frac{1}{\left|y-x_{0}\right|^{(N-2 \alpha) p}} d x \\
& =\left.C \int_{B_{D}(0)} \frac{1}{\left|x-x_{0}-y\right|^{N-2 \alpha}}| |\right|^{(N-2 \alpha) p}
\end{align*} d x
$$

where $D=\sup \{|x-y|, x, y \in \Omega\}<\infty$.
On the other hand, for $x \in B_{r}\left(x_{0}\right)$ with $r=d\left(x_{0}\right) / 4$,

$$
G\left(x, x_{0}\right)>C \Gamma\left(x-x_{0}\right)
$$

and

$$
\begin{align*}
& \mathbb{G} \mathbb{G}^{p}(x) \geq C \int_{B_{r}\left(x_{0}\right)} \frac{1}{|y-x-x|^{N-2 \alpha}} \frac{1}{\left|y-x_{0}\right|^{(N-2 \alpha) p}} d x \\
&=C \int_{B_{r}(0)}^{\left|x-x_{0}-y\right|^{N-2 \alpha}} \left\lvert\, \frac{1}{|y|^{N-2 \alpha) p}} d x\right. \\
& \geq C\left|x-x_{0}\right|^{2 \alpha-(N-2 \alpha) p}\left(C+\int_{1}^{\left|x-x_{0}\right|}\right.  \tag{5.19}\\
&\left.s^{2 \alpha-1-(N-2 \alpha) p} d s\right) \\
& \geq C\left|x-x_{0}\right|^{2 \alpha-(N-2 \alpha) p},
\end{align*}
$$

for some $C>0$.

Step 2. For $p=\frac{2 \alpha}{N-2 \alpha}$. Then (5.18) becomes

$$
\mathbb{G} \mathbb{G}^{p}(x) \leq C+\int_{1}^{\frac{D}{\left|x-x_{0}\right|}} s^{-1} d s \leq C\left(1+\ln \left|x-x_{0}\right|\right)
$$

and (5.19) becomes

$$
\mathbb{G} \mathbb{G}^{p}(x) \geq C+\int_{1}^{\frac{D}{\left|x-x_{0}\right|}} s^{-1} d s \leq C\left(1+\ln \left|x-x_{0}\right|\right)
$$

Step 3. For $p<\frac{2 \alpha}{N-2 \alpha}$. We prove that $\int_{\Omega} \frac{1}{|y-x|^{N-2 \alpha}} \frac{1}{\left|y-x_{0}\right|^{(N-2 \alpha) p}} d y$ is bounded. Indeed, for $x \in B_{r}\left(x_{0}\right)$ with $r=\frac{\min \left\{1, d\left(x_{0}\right)\right\}}{8}$, by h'older inequality

$$
\begin{aligned}
& \int_{B_{2 r}\left(x_{0}\right)} \frac{1}{|y-x|^{N-2 \alpha}} \frac{1}{\left|y-x_{0}\right|^{(N-2 \alpha) p}} d y \\
& \quad \leq \int_{B_{2 r}\left(x_{0}\right)}\left[\frac{1}{|y-x|^{(N-2 \alpha)(p+1)}}+\frac{1}{\left|y-x_{0}\right|^{(N-2 \alpha)(p+1)}}\right] d y \\
& \quad \leq \int_{B_{4 r}(x)} \frac{1}{|y-x|^{(N-2 \alpha)(p+1)}} d y+\int_{B_{2 r}\left(x_{0}\right)} \frac{1}{\left|y-x_{0}\right|^{(N-2 \alpha)(p+1)}} d y \\
& \quad<\infty,
\end{aligned}
$$

since $(N-2 \alpha)(p+1)<N$, that is, $p<\frac{2 \alpha}{N-2 \alpha}$.

Proof of Theorem 1.2 and Theorem 1.3. The existence of solution to (1.3) with $\lambda=\delta_{x_{0}}$ follows Theorem 5.1 and Lemma 5.1 under the assumption of $\sigma>0$ small enough and $p \neq 1$. Also the behavior of the solution near $x_{0}$ should be (5.2) for $p>1$ and (5.4) for $p \in(0,1)$. Combining Lemma 5.2 and for $x \in \Omega$, by (2.10)

$$
0<\frac{C(N, \alpha)}{\left|x-x_{0}\right|^{N-2 \alpha}}-\mathbb{G}\left(x, x_{0}\right)=\phi\left(x, x_{0}\right)<C(N, \alpha) d\left(x_{0}\right)^{-N+2 \alpha}
$$

we have that the result.
We note here that it is not able to assume that $C<1$ in the estimate (5.13) as the request of Theorem 5.1 for the case of $p=1$. Therefore, in the following we put some small number $\Lambda$ as the coefficient of the power source of (1.9), to make that the monotone iteration converges. That is,

Theorem 5.2 Let $\lambda \in \mathfrak{M}(\Omega)$ with $\mathbb{G}(\lambda) \geq 0$. If there exists some $C_{0}>0$ such that

$$
\begin{equation*}
\mathbb{G} \mathbb{G}(\lambda) \leq C_{0} \mathbb{G}(\lambda), \quad \text { a.e. in } \Omega, \tag{5.20}
\end{equation*}
$$

and $\Lambda C_{0}<1$, then for any $\sigma>0$ problem (1.9) admits a positive solution $u \in L^{1}(\Omega)$ such that

$$
\begin{equation*}
\sigma \mathbb{G}(\lambda)+\sigma \Lambda \mathbb{G} \mathbb{G}(\lambda)<u(x)<\sigma \mathbb{G}(\lambda)+\frac{\sigma \Lambda}{1-\Lambda C_{0}} \mathbb{G} \mathbb{G}(\lambda) . \tag{5.21}
\end{equation*}
$$

Proof. Let $u_{0}=\sigma \mathbb{G}(\lambda), u_{1}=\sigma \mathbb{G}(\lambda)+\sigma \mathbb{G} \Lambda \mathbb{G}(\lambda)$ and

$$
u_{n}=\sigma \mathbb{G}(\lambda)+\mathbb{G}\left(\Lambda u_{n-1}\right), \quad n \in \mathbb{N} .
$$

Proceed as the proof of Theorem 5.1 and (5.10) becomes

$$
\Lambda C_{0} t+1 \leq t
$$

which implies the result if $\Lambda C_{0}<1$.
Proof of Theorem 1.4. The existence of solution to (1.9) with $\lambda=\delta_{x_{0}}$ follows Theorem 5.2 and Lemma 5.1 under the assumption of $\Lambda>0$ small enough and $p=1$. Combining Lemma and Lemma 5.2 and for $x \in \Omega$,

$$
0<\frac{C(N, \alpha)}{\left|x-x_{0}\right|^{N-2 \alpha}}-\mathbb{G}\left(x, x_{0}\right)=\phi\left(x, x_{0}\right)<C(N, \alpha) d\left(x_{0}\right)^{-N+2 \alpha}
$$

we have that the asymptotic behavior.
Prove the uniqueness. Let $\lambda_{1}$ and $\varphi_{1}$ be the first eigenvalue and responding eigenfunction respectively, of

$$
\begin{cases}(-\Delta)^{\alpha} u=\lambda_{1} u, & \text { in } \Omega \\ u(x)=0, & \text { on } \partial \Omega\end{cases}
$$

Then the coefficient $\Lambda$ satisfies $\Lambda<\lambda_{1}$, if not, then by computing directly, we have that

$$
\phi_{1}\left(x_{0}\right)=0,
$$

which is impossible with $\phi_{1}>0$ in $\Omega$.
We know the minimal solution $v$ of (1.9) with $\lambda=\delta_{x_{0}}$ is obtained by the sequence $u_{0}=\sigma \mathbb{G} \delta_{x_{0}}$ and $u_{n}=\Lambda \mathbb{G}\left(\left(u_{n-1}\right)_{+}\right)+\sigma \mathbb{G} \delta_{x_{0}} n \in \mathbb{N}$. Let $u$ be another solution of (1.9) with $\lambda=\delta_{x_{0}}$, then we have $u \geq v$. We assume that $u \not \equiv v$,

$$
0 \leq u-v=\Lambda \mathbb{G}(u-v)
$$

which multiples by $\varphi_{1}$ and integrate over $\Omega$ to get that

$$
\begin{aligned}
\int_{\Omega}(u-v) \varphi_{1} & =\Lambda \int_{\Omega} \varphi_{1} \mathbb{G}(u-v) \\
& =\Lambda \int_{\Omega}(u-v) \mathbb{G}\left(\varphi_{1}\right) \\
& =\frac{\Lambda}{\lambda_{1}} \int_{\Omega}(u-v) \varphi_{1} \\
& <\int_{\Omega}(u-v) \varphi_{1}
\end{aligned}
$$

which is impossible.

## 6 Asymptotic behavior of the solutions

In the first of this section, we do some estimate for solutions of (1.3) and some type of uniqueness. Let $u$ and $v$ be two solutions of (1.3) and $v$ be the minimal one obtained in section $§ 5$. For $\lambda=\delta_{x_{0}}$, by regularity result we have know $u, v$ are continuous in $\Omega \backslash\{0\}$. See [10] for the regularity.

Proposition 6.1 Suppose that $\Omega$ is an open, bounded and smooth domain of $\mathbb{R}^{N}(N \geq 2), 0<p<\frac{N}{N-2 \alpha}$ and $\lambda=\delta_{x_{0}}$ with $x_{0} \in \Omega$.

Let $u$ be a solution of

$$
u=\mathbb{G}\left(u_{+}^{p}\right)+\mathbb{G}\left(\sigma \delta_{x_{0}}\right)
$$

such that there exists $\tau<\frac{N}{p}$ having

$$
\begin{equation*}
\limsup _{x \rightarrow x_{0}} u(x)\left|x-x_{0}\right|^{\tau}<\infty . \tag{6.1}
\end{equation*}
$$

Then we have that

$$
\begin{equation*}
\lim _{x \rightarrow x_{0}} u(x)\left|x-x_{0}\right|^{N-2 \alpha}=C(N, \alpha) \sigma \tag{6.2}
\end{equation*}
$$

Proof. We divide the proof into several steps.
Step 1: there exists $\left(x_{n}\right)$ such that

$$
x_{n} \rightarrow x_{0} \quad \text { as } \quad \mathrm{n} \rightarrow+\infty
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\mathbb{G}\left(u_{+}^{p}\right)\left(x_{n}\right)}{u\left(x_{n}\right)}=0 \tag{6.3}
\end{equation*}
$$

By (6.6), there exist $\tau_{0} \in\left[N-2 \alpha, \frac{N}{p}\right)$ and $C_{1}>0$ such that

$$
\begin{equation*}
u(x)\left|x-x_{0}\right|^{\tau_{0}} \leq C_{1}, \quad x \in \mathbb{R}^{N} \tag{6.4}
\end{equation*}
$$

and a sequence $\left(x_{n}\right)$ such that $x_{n} \rightarrow x_{0}$ as $n \rightarrow \infty$ and

$$
\begin{equation*}
u\left(x_{n}\right)\left|x_{n}-x_{0}\right|^{\tau_{0}-\epsilon} \geq C_{2}, \tag{6.5}
\end{equation*}
$$

where $C_{1}, C_{1}>0$ and $\epsilon \in\left[0, \min \left\{\tau_{0}-N+2 \alpha, \frac{2 \alpha+(1-p) \tau_{0}}{2}\right\}\right]$ small enough. Then

$$
\begin{aligned}
\frac{\mathbb{G}\left(u_{+}^{p}\right)\left(x_{n}\right)}{u\left(x_{n}\right)} & \leq C\left|x_{n}-x_{0}\right|^{\tau_{0}-\epsilon} \int_{\Omega} \frac{1}{\left|x_{n}-y\right|^{N-2 \alpha}} \frac{1}{\left|x_{0}-y\right|^{\mid p \tau_{0}}} d y \\
& \leq C\left|x_{n}-x_{0}\right|^{2 \alpha+(1-p) \tau_{0}-\epsilon} \\
& \rightarrow 0 \text { as } \mathrm{n} \rightarrow \infty
\end{aligned}
$$

since $2 \alpha+(1-p) \tau_{0}-\epsilon>0$.
Step 2: to prove

$$
\begin{equation*}
\limsup _{x \rightarrow x_{0}} u(x)\left|x-x_{0}\right|^{N-2 \alpha}<\infty . \tag{6.6}
\end{equation*}
$$

If (6.4) hold for $\tau_{0}>N-2 \alpha$, from Step 1 and

$$
1=\frac{\mathbb{G}\left(u_{+}^{p}\right)\left(x_{n}\right)}{u\left(x_{n}\right)}+\frac{\mathbb{G}\left(\sigma \delta_{x_{0}}\right)\left(x_{n}\right)}{u\left(x_{n}\right)}
$$

where we see that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\mathbb{G}\left(\sigma \delta_{x_{0}}\right)\left(x_{n}\right)}{u\left(x_{n}\right)}=1 \tag{6.7}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} u\left(x_{n}\right)\left|x_{n}-x_{0}\right|^{N-2 \alpha}=C(N, \alpha) \sigma . \tag{6.8}
\end{equation*}
$$

Now we obtain a contradiction between (6.8) and (6.5). So $\tau_{0}=N-2 \alpha$.
Step 3: to prove that

$$
\begin{equation*}
\lim _{x \rightarrow x_{0}} u(x)\left|x-x_{0}\right|^{N-2 \alpha}=C(N, \alpha) \sigma \tag{6.9}
\end{equation*}
$$

We see the fact $u(x) \geq \mathbb{G}\left(\sigma \delta_{x_{0}}\right)$, which implies that

$$
\begin{equation*}
\liminf _{x \rightarrow x_{0}} u(x)\left|x-x_{0}\right|^{N-2 \alpha}=C(N, \alpha) \sigma . \tag{6.10}
\end{equation*}
$$

By (6.6) and (6.9),

$$
\begin{align*}
\frac{\mathbb{G}\left(u_{+}^{p}\right)(x)}{u(x)} & \leq C\left|x-x_{0}\right|^{N-2 \alpha} \int_{\Omega} \frac{1}{\left|x_{n}-y\right|^{N-2 \alpha}} \frac{1}{\left|x_{0}-y\right|^{p(N-2 \alpha)}} d y \\
& \leq C\left|x-x_{0}\right|^{N-p(N-2 \alpha)}  \tag{6.11}\\
& \rightarrow 0 \quad \text { as } \quad\left|\mathrm{x}-\mathrm{x}_{0}\right| \rightarrow 0 .
\end{align*}
$$

Now we assume that there is a sequence $\left(x_{n}\right)$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} u\left(x_{n}\right)\left|x_{n}-x_{0}\right|^{N-2 \alpha}>C(N, \alpha) \sigma . \tag{6.12}
\end{equation*}
$$

From Lemma (6.11) and

$$
1=\frac{\mathbb{G}\left(u_{+}^{p}\right)\left(x_{n}\right)}{u\left(x_{n}\right)}+\frac{\mathbb{G}\left(\sigma \delta_{x_{0}}\right)\left(x_{n}\right)}{u\left(x_{n}\right)}
$$

we see that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\mathbb{G}\left(\sigma \delta_{x_{0}}\right)\left(x_{n}\right)}{u\left(x_{n}\right)}=1 \tag{6.13}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} u\left(x_{n}\right)\left|x_{n}-x_{0}\right|^{N-2 \alpha}=C(N, \alpha) \sigma . \tag{6.14}
\end{equation*}
$$

Now we obtain a contradiction between (6.14) and (6.12).
Finally, we see a weak version of uniqueness for (1.3).
Proposition 6.2 Suppose that $\Omega$ is an open, bounded and smooth domain of $\mathbb{R}^{N}(N \geq 2), 1<p<\frac{N}{N-2 \alpha}$ and $\lambda=\delta_{x_{0}}$ with $x_{0} \in \Omega$. Assume that $v$ is the minimal solution of (1.3) such that

$$
v \leq c \sigma \mathbb{G}\left(\delta_{x_{0}}\right) \text { in } \mathbb{R}^{\mathrm{N}}
$$

and $u$ is a solution of (1.3) such that

$$
\begin{equation*}
0<u(x) \leq C(\sigma) \mathbb{G}\left(\delta_{x_{0}}\right)(x), \quad x \in \Omega \backslash\left\{x_{0}\right\}, \tag{6.15}
\end{equation*}
$$

where $C(\sigma) \rightarrow 0$ as $\sigma \rightarrow 0$.
If $\sigma$ is small, then

$$
u \equiv v \quad \text { in } \mathbb{R}^{N}
$$

Proof. We assume that

$$
u \not \equiv v
$$

We know that

$$
0 \leq u-v=\mathbb{G}\left[u^{p}(x)-v^{p}(x)\right] \leq \mathbb{G}\left(u^{p-1}(u-v)\right),
$$

and

$$
w=u-v \leq \mathbb{G}\left(u^{p}\right) \leq \frac{C}{\left|x-x_{0}\right|^{(N-2 \alpha) p-2 \alpha}},
$$

where $\frac{(N-2 \alpha) p-2 \alpha}{N}+\frac{2 \alpha}{N}<1$. Then there exists $r>1$ such that

$$
r[(N-2 \alpha) p-2 \alpha]<N \quad \text { and } \quad \frac{1}{\mathrm{r}}+\frac{2 \alpha}{\mathrm{~N}}<1
$$

We use Lemma 4.1 with $r$ and $s=\frac{1}{\frac{1}{r}+\frac{2 \alpha}{N}}>1$ to obtain that

$$
\begin{equation*}
\|w\|_{L^{r}(\Omega)} \leq\left\|\mathbb{G}\left(u^{p-1} w\right)\right\|_{L^{r}(\Omega)} \leq c\left\|u^{p-1} w\right\|_{L^{s}(\Omega)}, \tag{6.16}
\end{equation*}
$$

for some constant $c$ independent $\sigma$.
By hölder inequality,

$$
\begin{equation*}
\left\|u^{p-1} w\right\|_{L^{s}(\Omega)} \leq\left\|u^{p-1}\right\|_{L^{\frac{s r}{r-s}(\Omega)}}\|w\|_{L^{r}(\Omega)}, \tag{6.17}
\end{equation*}
$$

where by (6.15),

$$
u^{p-1} \leq \frac{c C(\sigma)^{p-1}}{\left|x-x_{0}\right|^{(N-2 \alpha)(p-1)}}
$$

and it follows from $\frac{s r}{r-s}=\frac{N}{2 \alpha}$ and $(N-2 \alpha)(p-1)<2 \alpha$ that

$$
(N-2 \alpha)(p-1) \frac{N}{2 \alpha}<N
$$

then we have that

$$
\begin{equation*}
\left\|u^{p-1}\right\|_{L^{\frac{s r}{r-s}}(\Omega)} \leq c C(\sigma)^{p-1} \int_{\Omega} \frac{1}{\left|x-x_{0}\right|^{(N-2 \alpha)(p-1) \frac{N}{2 \alpha}}} d x \leq c C(\sigma)^{p-1} \tag{6.18}
\end{equation*}
$$

where $c>0$ independent of $\sigma$.
From (6.17), (6.18) and (6.16), we have that

$$
\|w\|_{L^{r}(\Omega)} \leq c C(\sigma)^{p-1}\|w\|_{L^{r}(\Omega)},
$$

which is impossible if $c C(\sigma)^{p-1}<1$ and $\|w\|_{L^{r}(\Omega)} \neq 0$.
For $p \in(0,1)$, we have following results:

Theorem 6.1 Under the hypothesis of Theorem 5.1, we assume that $p \in$ $(0,1)$ and $w_{0}$ is the positive solution of

$$
\begin{cases}(-\Delta)^{\alpha} u=u^{p}, & \text { in } \quad \Omega  \tag{6.19}\\ u(x)=0, & \text { in } \mathbb{R}^{N} \backslash \Omega\end{cases}
$$

Then for any $\sigma>0$, problem (1.3) admits a solution $u \in L^{1}(\Omega) \cap L^{p}(\Omega)$ such that

$$
\begin{equation*}
w_{0}+\sigma \mathbb{G}(\lambda) \leq u \leq w_{0}+\sigma \mathbb{G}(\lambda)+\sigma^{p}\left(\sigma^{p-1} C_{0}+1\right)^{\frac{p}{1-p}} \mathbb{G} \mathbb{G}^{p}(\lambda) \quad \text { in } \quad \mathbb{R}^{\mathrm{N}}, \tag{6.20}
\end{equation*}
$$

where $C \geq C_{1}$ and $v$ is the minimal solution of (1.3).
Proof of Theorem 6.1. Let

$$
\begin{equation*}
u_{0}=w_{0} \quad \text { and } \quad \mathrm{u}_{1}=\sigma \mathbb{G}(\lambda)+\mathbb{G}\left(\mathrm{u}_{0}^{\mathrm{p}}\right) \tag{6.21}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{n}=\sigma \mathbb{G}(\lambda)+\mathbb{G}\left(u_{n-1}^{p}\right), \quad n \in \mathbb{N} . \tag{6.22}
\end{equation*}
$$

We first to prove that

$$
u_{n+1} \geq u_{n}, \quad n \in \mathbb{N}, x \in \mathbb{R}^{N}
$$

We observe that

$$
\begin{aligned}
u_{1} & =\mathbb{G}\left(w_{0}^{p}\right)+\sigma \mathbb{G}(\lambda) \\
& =w_{0}+\sigma \mathbb{G}(\lambda) \\
& \geq u_{0} .
\end{aligned}
$$

We assume $u_{n} \geq u_{n-1}$, then we prove that $u_{n+1} \geq u_{n}$ by the fact of

$$
u_{n+1}-u_{n}=\mathbb{G}\left(u_{n}^{p}-u_{n-1}^{p}\right) \geq 0 .
$$

problem (1.3) admits a solution generated by $u_{n}$ defined (6.21) and (6.22) if there is a super solution $\bar{u}$, that is,

$$
\begin{equation*}
\bar{u} \geq \mathbb{G}\left(\bar{u}^{p}\right)+\sigma \mathbb{G}(\lambda) \quad \text { a.e. in } \Omega . \tag{6.23}
\end{equation*}
$$

To this end, let

$$
u_{t}=w_{0}+t \sigma^{p} \mathbb{G}\left(\mathbb{G}^{p}(\lambda)\right)+\sigma \mathbb{G}(\lambda),
$$

by (5.1), then

$$
\begin{equation*}
u_{t} \leq w_{0}+\left(C_{0} t \sigma^{p}+\sigma\right) \mathbb{G}(\lambda) . \tag{6.24}
\end{equation*}
$$

Then by (6.24) and (5.1), there exists $t>0$ such that

$$
\begin{equation*}
\mathbb{G}\left(u_{t}^{p}\right)+\sigma \mathbb{G}(\lambda) \leq\left(C_{0} t \sigma^{p}+\sigma\right)^{p} \mathbb{G} \mathbb{G}^{p}(\lambda)+\sigma \mathbb{G}(\lambda) \leq u_{t}, \tag{6.25}
\end{equation*}
$$

where we use the fact of

$$
(a+b)^{p} \leq a^{p}+b^{p}, \quad a, b>0, p \in(0,1)
$$

Then (6.25) holds if there exists $t>0$ such that

$$
\begin{equation*}
\left(C_{0} t \sigma^{p-1}+1\right)^{p} \leq t . \tag{6.26}
\end{equation*}
$$

Since $p<1$, (6.26) holds for $t=\left(C_{0} \sigma^{p-1}+1\right)^{\frac{p}{1-p}}$ where $C_{0}>0$. Then we finish the proof.

## References

[1] D. R. Adams and M. Pierre, Capacity strong type estimates in semilinear problems, Ann. Inst. Fourier Grenoble 41, 117-135, 1991.
[2] P. Baras and M. Pierre, Critères d'existence de solutions positives pour des équations semi-linéaires non monotones,Ann. Inst. H. Poincaré, Analyse Non Linéaire 2, 185-212, 1985.
[3] M. Bidaut-Véron, A. C.Ponce and L. Véron, Isolated boundary singularities of semilinear elliptic equations, Calc. Var. \& Part. Diff. Equ. 40, 183-221, 2011.
[4] H. Brezis and X. Cabré, Some simple PDEs without solutions, Boll. Unione Mat. Italiana 8, 223-262, 1998.
[5] H. Chen, P. Felmer and Alexander Quaas, Large solution to elliptic equations involving fractional Laplacian, Preprint.
[6] Z. Chen, P. Kim and R. Song, Heat kernel estimates for the Dirichlet fractional Laplacian. J. Eur. Math. Soc. (JEMS) 12 13071329, 2010.
[7] Z. Chen, and R. Song, Estimates on Green functions and poisson kernels for symmetric stable process, Math. Ann.312, 465-501, 1998.
[8] P. Felmer and A. Quaas, Fundamental solutions and Liouville type theorems for nonlinear integral operators, Advances in Mathematics, 226, 2712-2738, 2011.
[9] L. Caffarelli and L. Silvestre, Regularity results for nonlocal equations by approximation, Arch. Ration. Mech. Anal., 200(1), 59-88, 2011.
[10] E. Di Nazza, G.Palatucci and E. Valdinoci, Hitchhiker's guide to the fractional Sobolev spaces, preprint, available at http://arxiv.org/abs/1104.4345.
[11] A.Gmira and L. Véron, Boundary singularities of solutions of some nonlinear elliptic equations. Duke Math. J., 64(2), 271-324, 1991.
[12] N. J. Kalton and I. E. Verbitsky, Nonlinear equations and weighted nor inequalities, Trans. A. M. S., 351, 3341-3397, 1999.
[13] M. Marcus and L. Véron, The boundary trace of positive solutions of semilinear elliptic equations: the subcritical case, Arch. rat. Mech. Anal. 144, 201-231, 1998.
[14] M. Marcus and L. Véron, The boundary trace of positive solutions of semilinear elliptic equations: the supercritical case, J. Math. Pures Appl. 77, 481-524, 1998.
[15] M. Marcus and L. Véron, Capacitary estimates of positive solutions of semilinear elliptic equations with absorption, J. European Math. Soc. 6, 483-527, 2004.
[16] V. G. Maz'ya and I. E. Verbitsky, Capacitary estimates for fractional integrals, with applications to partial differential equations and Sobolev multipliers, Arkiv för Matem. 33, 81-115, 1995. MR 96i:26021
[17] Raffaella Servadei, Enrico Valdinoci, Moutain Pass solutions for nonlocal elliptic operators. preprint.
[18] E. M. Stein, Singular Integrals and Differentiability Properties of Functions, Princeton University Press, 1970.
[19] L. Véron, Elliptic equations involving Measures, Stationary Partial Differential equations, M. Chipot, P. Quittner (Ed.), 1, 593-712, 2004.


[^0]:    ${ }^{1}$ hchen@dim.uchile.cl
    ${ }^{2}$ Laurent.Veron@lmpt.univ-tours.fr

