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Stochastic Games with Parity Mean-payoff Objective

Krichnendu Chatterjee∗ Laurent Doyen† Hugo Gimbert‡

Youssouf Oualhadj§

Abstract

In this paper, we compute value of two-player games with perfect information
equipped with the Par∧Avg>0 objectives. Moreover we show that even though the
optimal strategies may require infinite memory, there exists an NP algorithm that
computes the almost-sure region.

1 Introduction

Stochastic games with perfect information generalize Markov decision processes in the
sense that the model is equipped with an second controller usually called Min whose
objective is to minimize the probability that max satisfies her objective. In this model
the two-player play in turn and the state space is partionned into Max’s states and
Min’s states as opposed to concurrent games where the players choose there actions
simultaneously.

These games are very useful in modeling problems and providing solutions for verifi-
cation of open reactive systems even though they are less tractable than Markov decision
processes. For instance computing the value of a reachability games is a problem that
lies in NP∩CoNP [2] as opposed to the polynomial time algorithm for Markov decision
processes.

Our main goal in this paper is to study stochastic games equipped with combination
of parity and positive-average objectives. This objective were first studied in the case of
non-stochastic games [1].

Contribution and result In this paper we give characterization of the almost-sure
region for Max when the objective is Par∧Avg>0, we also give an NP algorithm that
computes this region together with an almost-sure strategy even though our almost-sure
strategy may require infinite memory. show that for stochastic games the almost-sure
region for Max for the objective Par∧Avg>0 can be computed in NP.
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†LSV, ENS Cachan & CNRS, France
‡LaBRI, CNRS, France
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Outline of the document

– In Section 2 we introduce stochastic games and basic tools to study this model.

– In Section 3 we show that deciding whether Max has an almost-sure state for the
objective Par∧Avg>0 in a stochastic game is in NP.

– In Section 4 we give an algorithm that computes the value of each state for the
objective Par∧Avg>0 in a stochastic game.

2 Two-player Stochastic Games with Perfect Information

Two-player Stochastic Games with Perfect Information are similar to Markov decision
processes except there are two kinds of states: states controlled by player Max whose
goal is to maximize the probability that some objective is achieved, and states controlled
by player Min who has the opposite goal and tries to minimize this probability.

Definition 1 (Stochastic game with perfect information). A stochastic game with perfect
information is a tuple A = (S, (S1, S2), A, p) where:

– S is a finite set of states,

– (S1, S2) is a partition of S,

– A is a set of actions,

– p : S ×A→ ∆(S) is a transition function.

In the sequel we refer to two-player stochastic game with perfect information by
stochastic game unless it is not clear by the context.

Definition 2 (Strategies). A strategy for Max is a function σ : (SA)∗S1 → ∆(A) and
a strategy for Min is a function τ : (SA)∗S2 → ∆(A).

Once a couple of strategies chosen (σ, τ) and an initial state s fixed, we associate the
probability measure Pσ,τs over s(AS)ω as the only measure over Sω such that:

Pσ,τs (S0 = s) = 1 ,

Pσ,τs (Sn+1 = s | Sn = sn ∧An+1 = an+1) = p(sn, an+1)(s) ,

Pσ,τs (An+1 = a | S0A1S1 · · ·Sn = s0a1 · · · sn) =

{
σ(s0a1 · · · sn) if sn ∈ S1
τ(s0a1 · · · sn) if sn ∈ S2

Definition 3. Let s be a state, (σ, τ) a couple of strategies, and Φ and objective. The
value of s with respect to (σ, τ) for Φ is:

Val(s)σ,τ = Pσ,τs (Φ) .
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Definition 4 (Superior value). Let s be a state and Φ be an objective, the superior value
of s for Φ is:

Val(s) = inf
τ

sup
σ

Pσ,τs (Φ) .

Dually, one defines also the so called inferior value of a state with the intuition that
now Max chooses her strategy first and let Min defines the best possible answer.

Definition 5 (Inferior value). Let s be a state and Φ be an objective, the superior value
of s for Φ is:

Val(s) = sup
σ

inf
τ
Pσ,τs (Φ) .

The following equation always holds.

∀s ∈ S, Val(s) ≤ Val(s) . (1)

Equation (1) follows the natural intuition; it is easier to win if one knows the strategy
of his opponent. A legitimate question raises. When does these two quantities coincide?
The answer follows from Martin’s second determinacy theorem [6] extended to stochastic
games by Maitra and Sudderth [4], which shows that for any Borel objective both values
coincide.

Definition 6 (Determinacy). Let s be a state and Φ be a objective, then Φ is determined
(for finite stochastic games with perfect information) if and only if for every stochastic
game with perfect information and finitely many states and actions objective Φ:

Val(s) = Val(s) .

In this case we denote the value of a state Val(s).

Theorem 7 (Borel Determinacy [5, 4]). Every Borel objective is determined for finite
stochastic games with perfect information.

This determinacy result shows that for Borel objectives, there always exist ε-optimal
strategies for both players.

Definition 8 (ε-optimal strategies). Let ε > 0. A strategy σ] for player 1 is ε-optimal
if

∀s ∈ S, ∀τ, Pσ
],τ
s (Φ) ≥ Val(s) .

For player 2 the definition is symmetric. A 0-optimal strategy is simply called optimal.

While ε-strategies are guaranteed to exist in determined games, this is not the case for
optimal strategies. However, provided the objective is tail, this existence is guaranteed:

Theorem 9 (Existence of optimal strategies [3]). In every stochastic game with perfect
information equipped with a tail Borel objective, both players have optimal strategies.

Note that optimal strategies can be characterized as follows:
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Definition 10 (Optimal strategies). Let (σ], τ ]) be a couple of strategies and Φ be an
objective, (σ], τ ]) is an pair of optimal strategies if for every pair of strategies (σ, τ)

∀s ∈ S, Pσ,τ
]

s (Φ) ≤ Pσ
],τ ]

s (Φ) ≤ Pσ
],τ
s (Φ) .

If this property holds in a game then the game is determined and:

∀s ∈ S, Val(s) = Pσ
],τ ]

s (Φ) .

Definition 11 (Almost-sure and positive winning strategies). We say that Max wins
almost-surely (resp. positively) from a state s if she has a strategy σ such that for every
strategy τ Pσ,τs (Φ) = 1 (resp. Pσ,τs (Φ) > 0).

We will use the following result about qualitative determinacy.

Theorem 12 (Qualitative determinacy [3]). In any stochastic game equipped with a
tail objective, each state is either almost-sure for Max or positive for Max and Min or
almost-sure for Min.

As a consequence,

Corollary 13. In any stochastic game equipped with a tail objective, the following as-
sertions hold.

1. If there exists an almost-sure strategy with memory M , then there exists an optimal
strategy with same memory.

2. The states with value 1 are exactly the almost-sure states.

Remark 14. In the sequel, we say that a game A is almost-sure (resp positive), if every
state in the game is almost-sure (resp positive).

Finally, the notions of positive attractor and subgame will be basic tool notions to
build our proofs upon.

Definition 15 (Positive attractor). Let f : 2S → 2S be the operator such that for any
U ⊆ S,

f(U) = T ∪ {s ∈ S1 | ∃a ∈ A, p(s, a)(U) > 0} ∪ {s ∈ S2 | ∀a ∈ A, p(s, a)(U) > 0} .

Then
−−−→
RMax(T, S) is the least fixed point of f .

We define also
−−−→
RMin as the positive attractor for Min in a dual way.

Definition 16 (Subgame). Let A be a stochastic game with state space S. A[S′] is a
subgame induced by S′ ⊆ S if

(∀s ∈ S′), (∃a ∈ A), p(s, a)(S′) = 1 .
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3 A Polynomial Certificate

Parity and Positive-average Stochastic Games In this section we study stochastic
games where Max wants to maximize the probability to achieve the objective Par∧Avg>0.
Again we focus on the computation of the almost-sure region. We show that deciding
whether Max wins almost-surely lies in NP and we give an algorithm to compute the
value of each state. The challenging part is to provide a polynomial certificate even
though the almost-sure strategies may require infinite memory, hence the usual trick of
guessing a strategy for max and checking whether it is almost-sure or no will not work
since there are infinitely many possible strategies.

Our goal is to provide a polynomial certificate for the almost-sure winning. We want
to solve the following problem

Problem 17. For a given stochastic game A with perfect information and a state s,
decide whether s is almost-sure for Max for the Par∧Avg>0 objective.

Our approach consists in providing a polynomial size certificate for a subgame A[U ]
of A that contains s. This notion of certificate is defined by induction on the number of
priorities in the arena, and the recursive definition depends on the parity of the highest
priority in the subgame A[U ].

A precise definition of the certificates is given in Definitions 22 and 23 for a start
we give a first rough description a d-certificate (where d is the number of priorities) and
why they are sufficient to prove that the subgame A[U ] is almost-sure:

(a) If the highest priority d in the subgame A[U ] is even, then denote Sd the set of

vertices with priority d, a d-certificate is a decomposition of A[U ] into
−−−→
RMax(Sd ∩

U,U) and U \
−−−→
RMax(Sf∩U,U), a (d−1)-certificate for the subgame A[U \

−−−→
RMax(Sd∩

U,U)] and a positional strategy for Max in the subgame A[U ] for the objective
Avg>0. This is sufficient to conclude that A[U ] is almost-sure because Max can

play as follows. If the play is in
−−−→
RMax(Sd ∩ U,U), Max applies a strategies to

attempt a visit a priority-d state, then switches to an almost-sure strategy for the
positive-average objective. Then she either starts these two steps again or in case

the play is in A[U \
−−−→
RMax(Sd ∩ U,U)] Max apply an almost-sure strategy in this

subgame.

(b) If the highest priority d in the subgame A[U ] is odd, then denote S1 the set of
vertices with priority 1, a d-certificate is given by a finite sequence (Ri)0≤i≤|U |−1

of disjoint subsets of U \
−−−→
RMin(Sd ∩ U,U) such that i) for every i we have Ri ⊆

S \
⋃
j

−−−→
RMax(Rj<i, U), ii) a (d−1)-certificate for every Ri, and iii) the collection of

sets
−−−→
RMax(Ri, U) is a partition of U . The intuition beyond this certificate is that

Max can apply a positive strategy induced by ii) to win the game Par∧Avg>0 if the

play starts from some
−−−→
RMaxRi , second we show using the qualitative determinacy

(c.f. Theorem 12) that iii) implies that this strategy is actually almost-sure for
the objective Par∧Avg>0. set
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In order to provide a polynomial certificate, we proceed in three steps. First we
characterize the set of almost-sure states (c.f. Propositions 19 and 21). Second we
formally define what is a polynomial certificate (c.f. Definitions 22 and 23) and show
that its is size polynomial in the number of states and priorities. Finally we show that
the certificate can be checked in time polynomial in the number of states and priorities
(c.f. (Lemma 25).

3.1 The Almost-sure Region

Lemma 18. Let A be a stochastic game and A[U ] be a subgame. Suppose that the
highest priority d in A[U ] is even and let Sd be the set of vertices with priority d. Then
A[U ] is almost-sure if and only if

1. A[U ] is almost-sure for the positive-average objective.

2. A[U \
−−−→
RMax(Sd ∩ U,U)] is almost-sure for Max

Proof. Let A[U ] be a subgame satisfying items 1. and 2. of Lemma 18. We show that
A[U ] is almost-sure for Max for the objective Par∧Avg>0. Let σSub, σAttr, and σAvg

denote the almost-sure strategy in the subgame A[U \
−−−→
RMax(Sd ∩ U,U)], the attraction

strategy to priority-d states in the subgame A[U ], and the almost-sure strategy for the
objective Avg>0 in the subgame A[U ] respectively. We define the application Mode :
(S ×A)∗ → {Sub,Attr, Avg} as follows:

Mode(s0a0 · · · snan) = Sub if


sn ∈ U \

−−−→
RMax(S0 ∩ U,U)]∧[

(Mode(s0a0 · · · sn−1an−1) = Sub)∨(
1
n

∑n−1
i=0 ≥ η ∧Mode(s0a0 · · · sn−1an−1) = Avg

) ]
,

Mode(s0a0 · · · snan) = Attr if


sn ∈

−−−→
RMax(S0 ∩ U,U)]∧[

(n−max {k |Mode(s0a0 · · · skak) 6= Attr} < [|U |])∨(
1
n

∑n−1
i=0 ≥ η ∧Mode(s0a0 · · · sn−1an−1) = Avg

) ]
,

Mode(s0a0 · · · snan) = Avg otherwise.

We assume also that Mode(ε) = Avg where ε is the empty word.
The strategy σ that Max applies is as follows.

– For every w ∈ (S × A)∗ if the Mode(w) = x, then apply the strategy σx for
x ∈ {Sub,Attr, Avg}.

We show that σ is almost-sure. Let s ∈ U , then if

∀τ, Pσ,τs (∃N ≥ 0, ∀n ≥ N, Mode(S0A0 · · ·SnAn) = Sub) = 1 .

Then Max plays consistent with strategy σSub, and by definition of σSub Max wins
almost-surely.
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If we have:

∀τ, Pσ,τs (∃∞n ≥ 0, Mode(S0A0 · · ·SnAn) = Attr) = 1 .

First, we show that the parity objective is satisfied. Let An be the following sequence of
events:

A0 =
{
Sω |

(
S0 ∈

−−−→
RMax(S0 ∩ U,U)

)
∧ (∀0 ≤ i ≤ |U |, χ(Si) 6= 0)

}
,

An =

Sω | (∃i0, · · · , in),

 n⋂
j=0

Aij

 ∧ (∀j ≤ in, (Sj 6∈ −−−→RMax(Sd ∩ U,U)
)
∨ (χ(Sj) 6= 0)

) .

Intuitively, a play of M belongs to An if it reaches the positive attractor to Sd n con-
secutive times and misses a state with priority-d. We show that that can happen only
for finite number of time. Let m be the least transition probability of the M, we have

∀τ, (∀s ∈ S), Pσ,τs (An) ≤
(

1−m|U |
)n+1

≤
(

1−m|S|
)n+1

.

Since (
1−m|S|

)
< 1 ,

we get

∀τ,
∑
n>0

Pσ,τs (An) <∞ .

According to Borel-Cantelli Lemma we get:

∀τ, ∀s ∈
−−−→
RMax(Sd ∩ U,U), Pσ,τs ( i.o. Ak) = 0 .

Hence a state with priority d is eventually visited, and the parity objective is satisfied

with probability 1 when the play stays in
−−−→
RMax(Sd ∩ U,U).

Second, we prove that the positive-average objective is satisfied. By definition of
σAvg there exists an integer η > 0 such that:

∀τ, ∀s ∈W=1[Avg>0] ,P
σAvg ,τ
s

(
∃∞n ≥ 0,

1

n+ 1

n∑
i=0

r(Si) ≥ η

)
= 1 .

To show that σ satisfies the objective Avg>0 with probability 1, we still need to show
that Max can make the average reward go above η, but this always possible since the
play is happening in the almost-sure region for the positive-average condition it follows
that

∀τ, ∀s ∈W=1[Avg>0], Pσ,τs

(
∃n ≥ 0,

1

n+ 1

n∑
i=0

r(Si) ≥ η

)
= 1 .

7



Thus the Avg>0 objective is achieved almost-surely. The above facts show that σ is
almost-sure. This show that A[U ] is almost-sure.

Let us show that any winning region satisfies items 1 and 2. Denote W the almost-
sure region for Par∧Avg>0 objective played in A. We prove that W satisfies items 1
and 2. That W satisfies item 1 follows from the fact that Max can win almost-surely

Par∧Avg>0 in A[W ]. To see that item 2 holds, note that A[W \
−−−→
RMax(S0 ∩ W,W )]

is a trap for Max. So if she plays her almost-sure strategy σ defined on W , she wins
almost-surely the Par∧Avg>0 objective. This terminates the proof.

Proposition 19. Let A be a stochastic game with a tail winning condition. Then the
almost-sure region is given by the largest subset W ⊆ S that induces a trap for Min and
such that A[W ] is almost-sure for Max.

Proof. We show that the collection of subsets inducing a subgame and satisfying Lemma 18
is closed under union.

Let U1 and U2 be two subsets inducing subgames and satisfying Lemma 18, we show
that A[U1 ∪ U2] is almost-sure for Max for the objective Par∧Avg>0 i.e. we show that
A[U1 ∪ U2] satisfies Lemma 18.

First we show that if A[U1] and A[U2] are almost-sure for Avg>0 then A[U1 ∪ U2]
is almost-sure for the objective Avg>0 as well. Let σi be the almost-sure strategy for
the objective Avg>0 played in the subgame A[Ui] for i ∈ {1, 2}, then in the subgame
A[U1 ∪ U2] Max plays as follows:

– If the play is in A[Ui], apply the strategy σi for i ∈ {1, 2}.

This strategy is clearly almost-sure since each A[Ui] is a trap for Min.
Second, since the condition is tail the almost-sure winning region W is a trap for

Min and obviously A[W ] is almost-sure.

Lemma 20. Let A be a stochastic game and A[U ] a subgame. Suppose that the highest
priority d in A[U ] is odd, then A[U ] is almost-sure if and only if there exists a sequence
of disjoint subsets (Ri)0≤i≤|U |−1 such that

1. Every Ri is a trap for Min in A
[
U \

(−−−→
RMin(Sd ∩ U,U) ∪

⋃i
j=0

−−−→
RMax(Rj , U)

)]
,

2. every A[Ri] is almost-sure for the objective Par∧Avg>0,

3. U =
⋃|U |−1
i=0

−−−→
RMax(Ri, U),

Proof. Let A[U ] be a subgame induced by a subset U ⊆ S and let (Ri)0≤i≤|U |−1 be a

sequence of disjoint subsets of S\
−−−→
RMin(Sd∩U,U) such that 1,2 and 3 hold. We show that

A[U ] is almost-sure for the objective Par∧Avg>0. Max applies the following strategy

σ. For any state s ∈
⋃|U |−1
i=0

−−−→
RMax(Ri, U) we say that:

– s is locked if s ∈
⋃|U |−1
i=0 Ri and denote ind(s) the least i such that s ∈ Ri,
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– s is unlocked if s ∈
⋃|U |−1
i=0

−−−→
RMax(Ri, U)

⋃|U |−1
i=0 Ri and denote ind(s) the least i such

that s ∈
−−−→
RMax(Ri, U).

As long as the current state is unlocked, Max plays the attractor strategy to reach Rind(s)
with positive probability. When the current state is locked, Max Max switches to her
almost-sure strategy for the objective Par∧Avg>0 in the subgameA[Rind(s)] which exists
according to condition 2. We show that using this strategy guarantees almost-surely that
ultimately the current state Sn is locked forever and that ind(Sn) remains ultimately
constant. Precisely:

Pσs (∃0 ≤ i ≤ |U | − 1, ∃N ≥ 0, ∀n ≥ N, Sn ∈ Ri) = 1 . (2)

Since the arena is finite, there exists x > 0 such that for every i playing the attractor

strategy to Ri in
−−−→
RMax(Ri, S) ensures to reach Ri in at most |U | steps with probability

at least x. As a consequence, according to condition 1, for every 0 ≤ m ≤ |U | − 1(
∃∞k, Sk ∈

−−−→
RMax(Rm, S)

)
=⇒ (∃∞k, Sk ∈ Rm−1 ∨ ∃N ≥ 0,∀n ≥ N, Sn ∈ Rm) ,

(3)
Pσs almost-surely. Let M be the random variable with values in {0 . . . |U | − 1} defined
as follows:

M = lim inf
n

ind(Sn) ,

then according to (3)

Pσs (∃N ≥ 0, ∀n ≥ N, Sn ∈ RM ) = 1 , (4)

which shows (2) and terminates the proof of the direct implication.
Let us prove the converse implication, we proceed by induction on the size of |U |.

First we show that if A[U ] is almost-sure then the subgame A[U \
−−−→
RMin(Sd ∩ U,U)]

contains a non-empty set R such that A[R] is almost-sure for Max. Assume towards a

contradiction the contrary, it follows that the arena A[U \
−−−→
RMin(Sd∩U,U)] is almost-sure

for Min which in turn shows that A[U ] is almost-sure for Min since Min would have a

strategy to either win in the subgame A[U \
−−−→
RMin(Rd∩U,U)] or visit a state with priority

1 infinitely often (using similar argument as in the proof of Lemma 18). Hence there

exists a non-empty set R0 in U \
−−−→
RMin(Sd ∩ U,U) such that R0 is almost-sure for Max.

If S1 = S we are over. Otherwise we can now use the same argument to build a subset

R1 ⊆ U \
−−−→
RMax(R0, U) such that A[R1] is almost-sure for Max. Since at each step we

obtain a subgame which contains at least one state less the result follows.

Proposition 21. Let A be a stochastic game such that the highest priority d is odd,
then the almost-sure region is given by the largest trap satisfying Lemma 20.

Proof. This is a direct corollary of Proposition 19 and Lemma 20.

Now we are ready to give a formal definition of a certificate for the Problem 17.
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3.2 Polynomial Size Certificate

Definition 22 (Even Certificate). Let A be a stochastic equipped with the objective
Par∧Avg>0 with d priorities such that the highest priority d is even, then a d-certificate
for the almost-sure winning for a subgame A[U ] is given by:

– A positional strategy σ for Max in A[U ],

– a (d − 1)-certificate Cd−1 for the almost-sure winning for the subgame A[U \
−−−→
RMax(Sd ∩ U,U)].

Definition 23 (Odd Witness). Let A be a stochastic equipped with the objective Par∧Avg>0

with d-priorities and such that the highest priority d is odd, then a d-certificate for the
almost-sure winning for a subgame A[U ] is given by:

– A sequence of disjoint subsets (Ri)0≤i≤|U |−1 ⊆ S \
−−−→
RMin(Sd ∩ U,U) such that con-

ditions 1 and 3 of Lemma 20 hold,

– a (d − 1)-certificate Cd−1 for the almost-sure winning for the subgame A[Ri] for
every 0 ≤ i ≤ |U | − 1.

Lemma 24. Let A a stochastic game and A[U ] a subgame of A. There exists a certificate
of size O(nd) where n is the size of U and d the number of priorities in U which shows
that A[U ] is almost-sure for Max.

Proof. Let A[U ] be a subgame of a stochastic game A. denote C(n, d) the maximal size
of a certificate for a subgame U with n vertices and d priorities. In each inductive step
of the recursive definition of a certificate the size of U is reduced by at least one priority

and one state. If the highest priority d is even then |
−−−→
RMax(Sd, S)| ≤ n thus,

C(n, d) ≤ n+ C(n− 1, d− 1) .

If the highest priority d is odd, the subsets Ri are disjoints hence
∑|U |−1

i=0 |Ri| ≤ n and

C(n, d) ≤ n+ max
n1, . . . , n|U |−1

n1 + · · ·+ n|U |−1 ≤ n

∑
i

C(ni, d− 1) ,

Since C(n, 1) ≤ O(n), it follows that

C(n, d) ≤ O(nd) .
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3.3 Checking the Certificate in Polynomial Time

Lemma 25. Let A be a stochastic game equipped with the objective Par∧Avg>0, let
A[U ] be a subgame and let C be a certificate for A[U ], then one can verify in time
O(dn3) where d is the number of priorities of A and n the number of states in A that C
is a valid certificate.

Proof. Let C be a certificate for the almost-sure winning in the subgame A[U ], first
notice that if there is only one priority available in A[U ], then either it is odd and
A[U ] surely losing or it is even and checking W amounts to checking if the strategy σ
is almost-sure for the objective Avg>0. For that consider the Markov decision process
A[σ] induced by σ, in A[σ] then one can compute the value of every state for the mean
payoff objective in O(n3) [7] and check these values are strictly positive. According to
the proof of Theorem ?? this guarantees that σ is almost-sure for the Avg>0 objective.

Assume by induction that the result holds for any subgame with less than d priorities
and let A[U ] be a subgame with d priorities.

If the highest priority d in A[U ] is even then to check that Cd is a valid certificate,
we perform the following steps:

– check that the positional strategy σ for Max is almost-sure for the objectives Avg>0

in the subgame A[U ].

– compute the set
−−−→
RMax(Sd ∩ U,U),

– check that Cd−1 is a valid (d−1)-certificate for the subgame A[U \
−−−→
RMax(Sd∩U,U)].

Let us show that these three steps can be performed in polynomial time. In order to
verify that positional strategy σ is almost-sure in polynomial time consider the Markov
decision process A[σ] induced by σ, in A[σ] one can compute the value of every state for

the mean payoff objective in O(n3) [7], the computation of the set U \
−−−→
RMax(Sd ∩ U,U)

can be done in time O(n2) and verifying the certificate Cd−1 can be done in polynomial
time by induction hypothesis. Let T (n, d) be the time complexity of the verification
parametrized by n the number of states of U and d the number of priorities in U , thus:

T (n, d) ≤ n3 + T (n− 1, d− 1) . (5)

If the highest priority d in A[U ] is odd then we proceed as follows. For each 0 ≤ i ≤
|U | − 1,

– check that Ci is a valid (d− 1)-certificate in the subgame A[Ri],

– compute the attractor
−−−→
RMax(Ri, U),

– remove from U the set
−−−→
RMax(Ri, U),

– repeat with i← i+ 1.
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Computing the attractor set can be done in time O(n2).
Let T (n, d) be the complexity of the verification parametrized by n the number of

states of U and d the number of priorities in U , then:

T (n, d) ≤ n3 + max
n1, . . . , n|U |−1

n1 + · · ·+ n|U |−1 ≤ n

n∑
i=1

T (ni, d− 1) . (6)

From Equations (5) and (6) and the concavity of x→ x3 we obtain

T (n, d) = O(dn3) .

Theorem 26. Given a stochastic game equipped with parity and positive-average objec-
tive, whether Max has an almost-sure winning strategy from a state s can be decided in
NP.

Proof. An NP algorithm that solves this problem starts first by guessing a subset U
containing state s. It first checks whether U induces a subgame, then according to
Lemma 25 one can check in polynomial time whether A[U ] is almost-sure. Hence the
result.

4 Computing the Values

In this section we give a deterministic version of the the NP algorithm presented in
Section 3 and show that computation of the almost-sure region can be done in time
O(nmd+ nd).

The algorithm considers two cases: (a) when the highest priority d is even, and (b)
when the highest priority d is odd. The details of the two cases are as follows:

(a) If the highest priority d in the game is even, then we compute the almost-sure
states of Max as the fixed point of the procedure where in each iteration removes
from A′ some states that are positive for Min. The subgame R ⊆ A′ contains the
almost-sure states for the objective Avg>0 (Line 5) which is a necessary condition

to win according to Lemma 18. We decompose R into
−−−→
RMax(Sd ∩ R,R) and R \

−−−→
RMax(Sd∩R,R). R\

−−−→
RMax(Sf ∩R,R) has strictly less priorities than R. The states

in R\R′ are positive for Min in the original game since R\
−−−→
RMax(Sd∩R,R) is a trap

for Max, we remove
−−−→
RMinR\R′ . The correctness argument is similar to the proof of

Lemma 18, namely that when R′ = R \
−−−→
RMax(Sd ∩R,R), Max wins almost-surely

by applying an almost-sure strategy in R \
−−−→
RMax(Sd ∩ R,R), that exists by an

inductive argument, and by alternating between the attraction strategy and the

positive-average strategy in
−−−→
RMax(Sd ∩R,R) as shown in the proof of Lemma 18.
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Algorithm 1

Input: Stochastic game A with state space S.
Output: Outputs the almost-sure winning region for Max for the objective Max.

1 Let d be the highest priority of A.
2 S′ ← S
3 if d is even then
4 repeat
5 Let R be the almost-sure winning region for Max in the subgame A[S′] for the

objective Avg>0.

6 Compute
−−−→
RMax(Sd ∩R,R), the positive attractor of Max to priority-d states in

R
7 Let R′ be the almost-sure winning region for Max in the subgame A[R \

−−−→
RMax(Sd ∩R,R)] for the objective Par∧Avg>0

8 Compute
−−−→
RMin(R\R′, R), the positive attractor of Min to R\R′ in the subgame

A[R]

9 S′ ← R \
−−−→
RMin(R \R′, R)

10 until R′ = R \
−−−→
RMax(Sd ∩R,R)

11 return S′

12 else if d is odd then
13 R′ ← ∅
14 repeat

15 Compute
−−−→
RMin(S′d, S

′), the positive attractor of Min to priority-d states in A[S′]

16 Let R be the almost-sure region for Max in the subgame A′ \
−−−→
RMin(S′s, S

′) for
the objective Par∧Avg

>0

17 Compute
−−−→
RMax(R,S′), the positive attractor of Max to R in A[S′]

18 R′ ← R′ ∪
−−−→
RMax(R,S′)

19 S′ ← S′ \
−−−→
RMax(R,S′)

20 until R = ∅
21 return R′

22 end if

(b) The second part of the algorithm is when the highest priority d in the game is odd,
the set of almost-sure states is computed in rounds as the union of the almost-sure

region for the objective Par∧Avg
>0

in the subgame A′ \
−−−→
RMin(Sd ∩ R,R). The

correctness argument follows from two facts: First, according to Lemmas 20, Max

wins almost-surely in the subgame induced by the union of
−−−→
RMaxR′ . Second, since

Max cannot win in A′ \
−−−→
RMin(Sd ∩ R,R) we are ensured that the computed set is

the largest set of almost-sure winning states.

Theorem 27 (Algorithmic Complexity). In stochastic games, one can compute the
almost-sure region for the objective Par∧Avg

>0
in time O(nmd + nd), where m is the
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time one needs to solve positive-average objectives.

Proof. This problem is solved by Alg 1, the correctness follows from the arguments
above. Let O(m) be the time complexity one needs to solve positive-average objectives.
Denote T (d) the complexity of Alg 1 parametrized by the number of priorities in the
input game. The computation of the attractors in lines 6,8,15,17 is subsumed by the
computation of the almost-sure region for the objective positive-average since solving
theses games lie in NP∩CoNP. In each recursive call the set of states reduces by at
least one state and one priority and since there are at most n recursive calls we get

T (d) ≤ n(m+ T (d− 1)) ,

where m is the time one needs to solve positive-average objectives. It follows that

T (d) ≤ nmd+ nd ,

hence the result.

5 Conclusion

In this paper we studied the problem of almost-sure winning for stochastic games
equipped with the objective Par∧Avg>0 and the main result we obtain is: despite the
fact that almost-sure strategies may require infinite memory, there exists an NP algo-
rithm that computes the almost-sure region and an almost-sure strategy. Unfortunately
this procedure does work only for the lim sup semantics. Indeed the correctness proof for
the almost-sure strategy described does not provide any lower bound on the accumulated
average reward and hence the main argument used breaks in the case of Par∧Avg

>0
.

However we we believe that the almost-sure region for the objective Par∧Avg>0 and
Par∧Avg

>0
are equivalent, we finish this paper by the following conjecture:

Conjecture 28. Let A be a stochastic game and let s be a state, then:

s ∈W=1[Par∧Avg>0] ⇐⇒ s ∈W=1[Par∧Avg
>0

] .

a similar procedure works for the lim inf semantics if c but we do not have any proof
of it.
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