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PROPAGATION OF CHAOS FOR THE SPATIALLY
HOMOGENEOUS LANDAU EQUATION FOR MAXWELLIAN
MOLECULES

KLEBER CARRAPATOSO

ABSTRACT. We prove a quantitative propagation of chaos and entropic chaos, uni-
formly in time, for the spatially homogeneous Landau equation in the case of Maxwellian
molecules. We improve the results of Fontbona, Guérin and Méléard [9] and Fournier [10]
where the propagation of chaos is proved for finite time. Moreover, we prove a quan-
titative estimate on the rate of convergence to equilibrium uniformly in the number
of particles.
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1. INTRODUCTION

An important open problem in kinetic theory is to derive the Boltzmann equation
from a many-particle system undergoing Newton’s laws of dynamics. The correct scaling
limit for this is the so-called Boltzmann-Grad or low density limit, see Grad [12]. The
best result is due to Lanford [19] who proved the limit for short times (see also Illner
and Pulvirenti [16] and Gallagher, Saint-Raymond and Texier [11]).

Kac [17] proposed to derive the spatially homogeneous Boltzmann equation from a
many-particle Markov process, performing a mean-field limit. The program set by Kac
in [17] was then to investigate the behaviour of solutions of the mean-field equation in
terms of the behaviour of the solutions of the master equation, i.e. the equation for the
law of the many-particle process. We refer to Mischler and Mouhot [22] for a detailed
introduction on Kac’s program and for recent important results.

In the same way, we would like to derive rigorously another equation from kinetic
theory, the Landau equation, from a many-particle system described by Newton’s laws.
It is an open problem, but the correct scaling to this is also known, the weak-coupling
limit, and we refer to Bobylev, Pulvirenti and Saffirio [3] and the references therein for
more information on this topic and partial results. We do not pursue this problem here.

Instead, in this work, we shall use the approach described above introduced by Kac
[17]. Hence, we shall introduce a N-particle Markov process (see Section 2.3) from
which we derive the spatially homogeneous Landau equation in the mean-field limit.
The N-particle process used here is obtained by means of the grazing collisions limit
applied to the N-particle master equation for the Boltzmann model. We should mention
that the N-particle master equation introduced here was, in fact, originally proposed
by Balescu and Prigogine in the 1950’s (see [18] and references therein); and it is also
studied by Kiessling and Lancelloti [18] and Miot, Pulvirenti and Saffirio [21] (both in
the Coulomb case).

Let us briefly explain how we can prove the mean-field limit with the approach pro-
posed by Kac. Consider the probability density F}¥ associated to the Landau N-particle
system and its evolution equation, i.e. the master equation (Section 2.3). Integrating
this equation over all variables but the first, we obtain an evolution equation for the first
marginal IT; (F}V) that depends on the second marginal IIo(F}Y). If the second marginal
of the probability density was the 2-fold tensor product of a one-particle probability
ft, then f; would satisfy the Landau equation (Section 2.2). However, even if at initial
time we start with an N-fold tensor probability FV(0) = f(0)®¥, this property can
not be satisfied at later time because there are interactions between the particles. Kac
suggested then that the chaos property (see definition below (1.1)), which is weaker
than the tensor product property, could be propagated in time, which in turns would
prove the mean-field limit.

1.1. Known results. Before giving our main results let us present known results con-
cerning the propagation of chaos for the Landau equation for Maxwellian molecules.
The work of Fontbona, Guérin and Méléard [9] consider a nonlinear diffusion processes
driven by a white noise that have an interpretation in terms of PDEs corresponding to
the Landau equation. They construct an N-particle system that converges, in the limit
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N — oo and in finite time, to the nonlinear process and, moreover, obtain quantita-
tive convergence rates in Wasserstein distance Wy. Then Fournier [10], with the same
probabilistic interpretation, improves the rate of convergence of [9].

We should mention that the Landau master equation introduced in this work (Section
2.3) differs from the master equation associated to the N-particle process in [9, 10], see
Remark 2.1, indeed the master equation studied in this paper is conservative whereas
that in [9, 10] is not.

1.2. Main results. Consider a Polish space E, we shall denote by P(F) the space of
probability measures on E. We denote by Psym(EN ) the space of symmetric probabilities
on EN. We say that a symmetric probability FY € Py (EY) is f-chaotic (or Kac
chaotic), for some probability f € P(E), if for all £ € N* we have

(1.1) FN — f® when N — oo,

where FN = II,(FY) is the /~th marginal of FV and the convergence has to be under-
stood in weak sense on P(E’), i.e. the convergence of integral against continuous and
bounded functions ¢ € Cy(E’). In this paper we are interested in quantitative rates of

convergence, more precisely we shall investigate estimates of the type, for any ¢ € F®¢
with F C Cy(F) and ||p]| rer < 1,

(FN = 124,0)| < 0 =(),

with a constant C'(¢) possibly depending on ¢ and a function (N) — 0 when N — oo.
Another possibility is to replace the left-hand side of the last equation by some distance
on the space of probabilities, as for example the Wasserstein distance, Wl(FgN f ®Z).

The many-particle process can be considered in RV and then its law FV is a symmet-
ric probability measure on RV, however, thanks to the conservation laws, the process
can be restricted to some sub-manifold of R*. In our case, the dynamics of the many-
particle process conserves momentum and energy (see Section 2 for details), which
implies that the process can be restricted to
(1.2)

N
N L _ dN 2 1 _
SN(E,M) = {V_ (vi,...,uy) ER § :|vl MP =€, E'_l:vi—/\/l}

where £ > 0 and M € R% We consider through the paper, without loss of generality,
the case M = 0, we denote S™ () := SN (€,0) and call these sub-manifolds Boltzmann’s
spheres.

Initial data. Considering the process in SV (&), we shall need an initial data F(fv
Py (SN (E)) that is fo-chaotic for some fy € P(R?). This problem was studied in [5],
where it is proven that for some (regular enough) probability measure f € P(R%), with
zero momentum M = [vf =0 and energy & = [ |v|2f, we can construct a probability
measure FY € Py, (SN(E)) that is f-chaotic (and also entropically f-chaotic, see
Section 5 for the definition), by taking the tensor product of f and then restricting it
to the Boltzmann’s sphere SV (£). We shall denote this probability measure by

foON

1. FN = [foN = N
(1.3) £ v e Jsn e J2N AN v
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where v is the uniform probability measure on SV ().
We can now state our main results in a simplified version.
Theorem 1.1. Consider fo € P(RY), with zero momentum and energy £, and also

FY = [f(?N]SN(g) € Pym (SN (E)). Let fi be the solution of the Landau equation for

Mazwellian molecules (see (2.10) ) with initial data fo and FN the solution of the Landau
master equation for Mazwellian molecules (see (2.29)) with initial data FJY.

(1) (Theorems 4.1 and 4.2) Then, for all N € N* we have

W, (FtN ,feN )
sup

<ei(N),
>0 N < eud)

where €1 is a polynomial function and e1(N) — 0 as N — oco.
Moreover, for allt > 0, for all N € N*, we have

Wy (F;EN7 IVN)
N

for a polynomial rate p(t) — 0 as t — oo and where vV is the uniform probability
measure on SN (E).

(2) (Theorem 5.3) Then, for all N € N* we have

<p(t),

sup | H(EN3Y) — H(fil) | < ex(NV),
>0
where g9 is a polynomial function eo(N) — 0 as N — oo, H(f|y) denotes the
relative entropy of fi with respect to vy, the centred Gaussian probability measure in
R? with energy £, and H(FN|v) denotes the relative entropy of FN with respect
to v (see Section 5).
Moreover, for allt > 0, for all N € N*, we have

1
NH(FtNhN) <p(t),

for some polynomial function p(t) — 0 as t — co.

1.3. Strategy. Since the work of Kac [17], propagation of chaos has been investigated
by many authors and for different models, and we refer the reader to [22] and the
references therein for a discussion of several results and different methods related to
this problem.

This work is based on an abstract method recent developed by Mischler and Mouhot [22]
to prove quantitative and uniform in time propagation of chaos for Boltzmann models,
and also by Mischler, Mouhot and Wennberg [23] to prove quantitative propagation of
chaos for drift, diffusion and jump processes. We shall first generalise the method of
[22], that we call “consistency-stability method”, to the case of the Landau equation.
This method reduces the propagation of chaos to some consistency and stability esti-
mates for the semigroups and generators associated to the N-particle system and to
the limit mean-field equation (see Section 3 for the details). Then we shall investigate
these consistency and stability estimates for the Landau equation in order to be able
to apply the “consistency-stability method” built before and obtain a quantitative and
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uniform in time propagation of chaos. Finally, we investigate the propagation of en-
tropic chaos, as a consequence of the previous estimate together with some results on
chaotic probability measures from Hauray and Mischler [15] and from the author [5].

1.4. Organisation of the paper. Section 2 is devoted to deduce a N-particle stochas-
tic process modelling the Landau dynamics and to present the limit Landau equation.
In Section 3 we adapt the consistency-stability method of [22] (see also [23]), and we
state an abstract theorem (Theorem 3.11). In Section 4 we apply the method presented
before to the Landau model in order to prove the propagation of chaos with quantitative
rate and uniformly in time (Theorems 4.1 and 4.2). Finally, in Section 5 we prove a
quantitative propagation of entropic chaos uniformly in time (Theorem 5.3).

Acknowledgements. The author would like to thank Stéphane Mischler and Clément
Mouhot for suggesting the subject, their encouragement and fruitful discussions.

2. THE LANDAU MODEL

Our aim in this section is to present the N-particle system and the limit mean-field
equation corresponding to the Landau model. The limit Landau equation is well known
and we shall present it in the Section 2.2. Furthermore, in Section 2.3 we deduce a
master equation for the IN-particle system corresponding to the Landau dynamics.

First of all, we present the Boltzmann model, with its master equation and limit
equation, which will be very useful in the sequel since Boltzmann and Landau equations
are linked by the asymptotic of grazing collisions that we shall explain in details later.

2.1. The Boltzmann model. We present here the Boltzmann model, with the limit
mean field equation and the master equation. The spatially homogeneous Boltzmann
equation [31, 22] is given by, for f = f(t,v),

with the collision operator defined by

22 Q)= [ Bl vlcost) (gl f0) = g02) f(0)) do. do

and where the post-collisional velocities v" and v, are given by

RS |v—v*|0 p_ vt |u—u

2 2 ’ ¥ 2 2

and cost =0 - (v —vi)/|v — vy

We assume that the collision kernel B satisfies B(|z|,cos 0) = I'(|z])b(cos #) (for more
information on the collision kernel we refer to [31]) for some nonnegative functions I" and
b. When the interaction potential is proportional to r—°, where r denotes the distance
between particles, then we have

L(lz]) = |27, sin? =260 b(cos ) ~ C, 6717 when 6 ~ 0,

with v = (s — 2d + 2)/s, for some constant C, > 0 and some fixed v € (0,2). For
example, in the 3-dimensional case we have v = 2/s.

(2.3)
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In this work we are concerned with the case of true Mazwellian molecules v = 0
(which corresponds to s = 2d—2), we shall then consider through the paper the following
assumption :

B(|z|,cos 6) = b(cos ),

2.4
(24) / b(cos 0)(1 — cos 0)* T4 do < +00, Va > 0.
gd—1

We remark that in this case we have [o,;b(cosf)do = oo but [gu i b(cosf)(1 —
cosf) do < oo.

Another possible way to describe the pre and post-collisional velocities is the w-
representation (see [31])

(2.5) vV =v——-v,ww, v.=v,+W0—-vww, weS

which gives us

Qn(r.)= [

RdxS§d—1

Bl = v.l,w) () () = f(0) f(0)) do. dov,

where B(z,w) = |2(z/|2],w)|*2 B(z,0) = |z|"b,(a) and « is the angle formed by z and
w, and the following relation holds

(2.6) ; —7‘ i (W;O o

- v — vy

Let us now present the many-particle model [20, 17, 22, 4, 23]. Given a pre-collisional
system of velocities V = (vq,...,vn) € R¥ and a collision kernel B(|z|,cos) =
I'(]z|)b(cos §), the process is: for any i’ # j/, pick a random time T(I'(jvy — vj]))
of collision accordingly to an exponential law of parameter I'(|vy — v;/|) and choose the
minimum time 77 and the colliding pair (v;,v;); draw o € St ¢ R? according to
the law b(cos 0;;), with cos0;; = o - (v; — vj)/|v; — v;|; after collision the new velocities

become V; = (v1,...,v},...,v},...,0N) with
vi+v; v — v, Vi + V; |v; — v,
2.7 v = - o L= I 0.

Iterating this construction we built then the associated Markov process (V;)i>0p on
RV, As explained in the introduction, we can also consider this process on SN (&).
Then, after a rescaling of time and denoting FtN the law of V;, the master equation is
given in dual form by [22, 23],

(2.8) O(FN, o) = (FN, Gl )
where, for any V € R4,
1 N
29 GHel) =5y STl [ bleosti) (o~ ) do
1,)=

with the shorthand notation ¢}, = ¢(V;) and ¢ = (V) € Cy(RN). We shall consider
the case of true Maxwellian molecules, i.e. I'(|z|) = 1 and b(cos 0) satisfying (2.4).
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2.2. Limit equation. We present here the limit spatially homogeneous Landau equa-
tion for Maxwellian molecules and some of its basic properties, for more information we
refer to [31, 29, 28].

The Landau equation is a kinetic model in plasma physics that describes the evolution
of the density f of a gas in the phase space of all positions and velocities of particles.
Assuming that the density function does not depend on the position, we obtain the
spatially homogeneous Landau equation in the form

(2.10) Of = QLS. f),

where f = f(t,v) is the density of particles with velocity v € R? at time ¢t € RT. The
Landau operator is given by

(2.11) Qr(g, f) = 0Oa {/]Rd aas(v — vy) (g(vi)0p f(v) — Opg(vs) f(v)) dv*} ,

where here and below we shall use the convention of implicit summation over indices.
Moreover, the matrix a is nonnegative, symmetric and depends on the interaction be-
tween particles. If two particles interact with a potential proportional to 1/r%, where r
denotes their distance, then we have

Zar
aap(2) = A2 Tag(2),  Mag(2) = dap — f:—\f’

with v = (s — 2d + 2)/s and some constant A € (0,00). As for the Boltzmann equation,
we only consider the case of Maxwellian molecules v = 0, i.e.

(2.12) anp(2) = A2[*TL,p5(2).
We also define
(2.13) bo(2) = Oganp(2) = —A(d — 1)zq4, c(z) = Oapaap(z) = —3A(d — 1),
and we denote
UaB = QoB * f, bo =bo * f, ¢ =cx* f.

Hence, we can write the Landau equation in another form

(2.14) Ouf = aapOapf —Cf.
Moreover, let ¢ = ¢(v) be a test function, then we have the following weak forms
(2.15) /QL(f, fe=- 3 /dv dvs f fra(v — vy) <Tf - ff > (Vo — Vipy)
or
1
[ @utt.fre =5 [ dvdo £fause = 0.)@usp + @use).)
(2.16)

+/mwmﬁﬁ%@—wﬂ%w—@x%%

where hereafter we use the notation f = f(v), fi« = f(vi), Vf =V f(v), Vife = Vf(vs)
and for a matrix a and vectors z,w we denote azw = an,g2aWg-
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This equation satisfies the conservation of mass, momentum and energy. Moreover,
the entropy H(f) = [ flog f is non-increasing, indeed taking ¢ = log f we obtain

d

dt

—H(f)=:-D(f
(2.17)

1 Vi VA (Y Nk
— /ff* Vs <f 7, > <f 7. >dvdv*§0,

since a is nonnegative, which is the Landau version of the H-theorem of Boltzmann.
For more information we refer to [29].

The Landau equation was introduced by Landau in 1936. Later it was proven that
the Landau equation can be obtained as a limit of the Boltzmann equation when grazing
collisions prevail (see [7, 1, 6, 28] and the references therein for more details).

2.3. Master equation. We derive a master equation for the Landau model. It is based
on [28] where they use the grazing collisions limit to pass from Boltzmann to Landau
limit equations (see also [7, 1, 6]). Since we know the master equation for the Boltzmann
model (2.8), we shall perform the grazing collisions limit to obtain a master equation
for the Landau model. As explained in the introduction, the master equation we derive
here (see (2.29)) is the same as introduced by Balescu and Prigorine in the 1950’s, and
it is also studied in the works [18, 21].

Grazing collisions. We present here the grazing collision limit as in [28]. Consider the
true Maxwellian molecules collision kernel b satisfying (2.4). We say that b. concentrates
on grazing collisions if:

Vb >0, SUpgs.g, be(cos) — 0 when e —0

(2.18)
A :/ be(cos@)(1 —cos@)do — A € (0,00) when & — 0.
gd—1

For the sake of simplicity, to derive the Landau master equation in this section, we
suppose the dimension d = 3 to perform the computations following [28], the other cases
being the same.

From (2.6), using a spherical coordinate system (in dimension d = 3) with axis v — vy,
we have

vV — U
o= P— cos 0 + (cos ¢ h 4 sin ¢ 7) sin 6.
U [e—
Moreover we have |(v — vy, w)| = |[v — vi|sin(6/2). Finally we can write the operator in
the following way (see [28])

(2.19) Qs(f, 1) /2”d¢ / a6 / do. CO)(F'F. ~ 1),

with ¢(0) = sin?260 b(cos §). In this case, we can rewrite (2.18) and say that (. concen-
trates on grazing collisions if for all 8y > 0 it hold

SUPp>g, C=(0) -0 when ¢ —0

(2.20) g
A= —/ sin2§§€(9)d0—>A€ (0,00) when e — 0.
0
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Let us consider then the Boltzmann master equation (2.8)-(2.9), using the form of
(2.19), that is

w/2
(GY o)V Z/ ao [ abco)el - o)

i,j=1
In this equation, we take a second order Taylor expansion of gpgj and obtain
1
p(Vij) = (V) =DeVI(Vi; = V) + (Vi = V)T D?p[V](V; = V)
/ 3
+O(|V; = VI?).
With the incoming and outgoing velocities V' and V}; (see (2.7)), we have

(2.21)

VZ’] -V = (0,...,0,@2—Ui,O,...,O,v;- —v;,0,...,0).
In (2.21), D[V] and D?p[V] are given by

DoV = (Vig(V))1<icn s D?elV] = (Vizj‘tp(v))lgi,jgjv

where VZ'QD - (81 a¢)1<a<3 and VU(,O (8 0

.0 O, 54,0) 1<a,5<3" Now we substitute VZ’] -V
in (2.21) and we get

p(Vij) —9(V) :ViSO(V)( vi) + Vjo(V)(0) = v))
2

(222) +35 {vm(p (U' - Ul) + vj](p(v)( - U])
+ vij (V)(v] — i) (v} = v3) + Vip(V) (0] — i) (v — v;) }
+O(IV; = V).

Finally, using (2.7) and (2.5) with v; and v;, one obtains

e(Vi;) — (V) = — (v — vj,w)(Vip — Vjp,w) (=T)
(2.23) + %(’Uz - Ujaw)2 {V?ﬁ@ + V?ﬂ’ - Vi2j()0 - vjzﬁp} (w,w) (=T)

+0 <]v, — v;]? sin® g) .

For each pair of particles ¢ and j, in the orthonormal basis {|vl Y

I,h i}, one has

; — 0 - - 0
w= Y Sln— (cosph+singi)cos =
|vi — v, 2

and then, using the fact that linear combinations of cos ¢ and sin ¢ vanish when inte-
grated over ¢, we can compute the contribution of T} integrated over ¢

2 0
- do(v; — vj,w)(Vip — Vjp,w) = —27 sin’ 3 (vi —vj, Vip = V,p).
0

Now we have to compute the integral of T, over ¢, we denote

B_{ Vi, o zﬁ('lp_'_av]aavjﬁcp 87-)1046]5(10 av]aazﬁ('p}/2
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and in the same orthonormal basis, we compute

0 2T
A = |v; — vj|* sin? 3 / dpAapwawg.
0

Again, linear combinations of cos ¢ and sin ¢ vanish, which implies

9. 20 [T .o 2 4 . 2 20
A = |v; —v;|"sin 5 d¢ | A11sin 3 -+ A9 CcOS” @ cos 3 + A3z sin” ¢ cos 5
(2:24) ’ 0 A 0 0 X 0 0
= 2m|v; — vj]2 <)\11 sin 3 + % cos? 3 sin? 3 + % cos? 3 sin? 5)

and we remark that the first coefficient is of order greater than 2 in 6.
We introduce II,5(v; — v;) the projection over the orthogonal space of - |v —2and

—vj]?
the dominant term of (2.24) when 6 — 0 is

50
vy — Uj]2 sin? §Ha5(v,~ — Vj) A,

or in matricial notation

2 2
L .0 (V2p + V20— V20 - V2)
m|v; — vj|” sin gﬂ(vi —vj) .

2
Finally, we obtain
1 2m , ) 0
3/, dp((Viz) — (V) = —5 sin” 5 (2(vi = v5), Vig = Vj9)

2.2 0
(2:25) + %]v, — vj\z sin? 511(11Z —vj) ¢ (V2cp + V P — V,]cp V]-Qz-go)
+ 0 (’Uz — Uj‘294 A 1) +0 (”UZ - vj\?’e?’ VAN 1) .

Consider now the Boltzmann master equation with kernel (. satisfying the grazing
collisions (2.20) and plug (2.25) in it, we obtain then

Z / W/iw ¢=(6 / 272&?(90’@ —9)

Jl

(2.26) N —

+ 0 (|’UZ —’Uj|294 AN 1) + O (|U2 —’Uj|393 VAN 1) }
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This can be written in the following way

(2.27)
Vi — U5
Z / a4 sin? 0 C.(0) (~2vs — v\ (Vo — V)
5 |vi — vy
1
+W / df sin _<€( )|U7«_U]|2H( _U]) (V22290+V2j(10 vw(p sz(p)
t,j=1
1 N /2
+ — Z/ d9 ¢ (0) (O (lvi — vj*0* A1) + O (Jv; — vjP0° A 1))
PJiJ:l 0

As in [28], the last term converges to 0 when ¢ — 0. Then we have, using (2.20) and
the definition of the functions a in (2.12) and b in (2.13), when € — 0,

N
GHoV) — 1 Y —28lu = o B (91— V)
i,j=1 J

1
—N Z ‘A|’UZ - UJ|2H( - Uj) (vn(p + v2 (70 Vz](p VJ%QD)

(2.28) b=t
1 N
=N D b(vi —vy) - (Vi = V)
ij=1
1 N
5 2 alvi =) : (Vae+ Ve — Vie - Vi) = GYe
ij=1

and that defines the Landau generator Gg . Finally, we derive the following Landau
master equation
(2.29)

N
OEN o) = (FN GY ) = /Z 5) - (Vig — V) EN (dV)

vow | S ae V2 + V20— Ve — V2p)FN (V).

1,j=1

Remark 2.1. In the paper [9], the Landau equation is studied with a probabilistic ap-
proach. In particular they prove that the following process associated to a IN-particle
system, for i =1,..., N,

\/5 N 9 N
7 7 i,k 7
(2.30) dX; = N > o(X] - x)dBy* + v > b(X] - Xf)dt,

where B¥* are N2 independent R%valued Brownian motions, converges to the process

231) X, = Xo+ 3 / /R d W (dy, ds) + 2 / b(Xs — )P (dy)ds

Rd
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where P; is the law of V; and W is a white noise in space-time. Moreover the process
(2.31) is associated to the spatially homogeneous Landau equation with the coefficients
aap(z) = (00%),5(2) and ba(2) = Opanp(z). Then, the Kolmogorov equation of
(2.30) is, for a test function ¢ : RV — R and where F/V represents the law of X,

O(FY . 0) = (FY,GY ¢)

:ii/ b(vi — v;) - (Vip(V) = Vip(V)) FN (dV)
(2.32) Nm:1 RAN J iP i¥ t

+ % Z /RdN a(v; —v;) : (Vie(V) + Vip(V)) BN (dV).

In [10], instead of the process (2.31) it was used a similar process with only N inde-
pendent Brownian motion, i.e. replacing B*F by B’ in (2.31), and it gives the same
master equation (2.32). We remark that this equation differs from (2.29) by the terms

> a(vi—vj) <—V?j<p - Vf-gp) . We will see later in Lemma 4.4 and Remark 4.5 that

7

(2.29) is conservative whereas (2.32) is not.

Now, in order to obtain a N-particle SDE associated to (2.28)-(2.29), we shall modify
(2.31). Consider then, for i = 1,..., N, R%valued random variables (X{)t>0 satistying
the following equation

WE

N
. . . 9 .
(233)  Vi=1,...,N, dX!= o(X! — XF)dzi* + ~ > b(X] - XF)dt

V2
VN

k=1 k=1

loti leti
where, for all 1 <i¢ < N and i < k, th’,k = Bz’k are N(N — 1)/2 independent R%-valued
Brownian motions and the other terms are anti-symmetric Z/"' = —BF. As in (2.31),

we have a(z) = 0(z)o*(z) and o is symmetric (recall that a also is), i.e. o(—z) = o(2).
Consider a test function ¢ : R¥™ — R and let F}N be the law of X;, then from a
straightforward computation we easily deduce that the Kolmogorov equation of (2.33)
is given by (2.29).

3. THE CONSISTENCY-STABILITY METHOD FOR THE LANDAU EQUATION

In this section we adapt the “consistency-stability method” developed in [22] (see
also [23]) in order to be able to apply it later to the Landau equation in Section 4. We
shall introduce our abstract framework in Section 3.1, then we state and prove the main
result of this section (Theorem 3.11) in Section 3.2.

Before going into details let us briefly explain the method, and we refer the reader
to [22, 23] for more information. We want to compare a solution to the N-particle
system FN on P(EY) to a solution to the limit mean-field equation f; on P(E), and
the difficulty here arises from the fact that these two solution does not belong to the
same functional space. The first step is then to define a common functional framework
to be able to compare the N-particle dynamics to the limit dynamics. We hence work
at the level of the full limit space P(P(F)) and, at the dual level, Cy(P(E)), through
some projections: we project the N-particle dynamics thanks to the empirical measures,
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and we project the limit dynamics by pullback. More precisely, at the level of the IN-
particle dynamics, we introduce the semigroup S}V acting on P(E”) associated to the
flow, as well as the semigroup T}V acting on Cy(EY) in duality with it. Moreover, we
introduce, at the level of the limit dynamics, the (nonlinear) semigroup S5° acting on
P(FE) associated to the limit mean-field equation, and also the associate linear semigroup
T7° acting on C,(P(E)) by pullback. We prove then convergence and stability estimates
between the linear semigroups 7}V and T° as N — oco. In order to do this, we identify
the regularity required to prove a consistency estimate between the generators GV and
G of the semigroups TN and T/°, and we prove the corresponding stability estimate
on T7°, based on stability estimates on the (nonlinear) limit semigroup S5°. We observe
here that we need to introduce an abstract differential calculus (see Definitions 3.3 and
3.4) for functions on the space of probability measures.

It is worth mentioning that the novelty of the method here with respect to [22]
appears in the regularity (of order two, instead of order one) that we need in the
consistency estimate (see Assumption (A3)) and the corresponding stability estimate
(see Assumption (A4)). This comes from the fact that the Landau equation possesses
a different diffusive structure than the Boltzmann equation, which is treated in [22].

3.1. Abstract framework. Consider a Polish space £ and we shall denote by P(E)
the space of probability measures on E. Consider also EV and the space of symmetric
probability measures Psym(EN ), more precisely, we say that F'V € P(EY) is symmetric
if for all ¢ € Cy(EYN) we have that

/ ngFN:/ o dFN,
EN EN

for any permutation o of {1,..., N}, and where
Yo = p(Vo) = o(Vs1), - - - s V(i)
for V.= (vi,...,uy) € BV,

N -particle system framework. We consider the trajectories ng € EN t >0, of particles,
and we assume that this flow commutes with permutations (which means that particles
are indistinguishable). To this flow in EV corresponds a semigroup S;¥ that acts on
Psym(EN ) for the probability density of particles in the phase space EV, which is defined

by
(3.1) VFy € Pym(EY), o € Gy(EY), (SN(FY), @) =E(e(VY)),

where the bracket denotes the duality between P(EY) and Cy(EV), and E is the ex-
pectation associated to the space of probabilities in which the process ng is built, in
other words FN := SN(F}V) is the law of V. Since the process (V{¥); commutes with
permutations, the semigroup S}V acts on Psym(EN ), which means that if the law Fév
of VYV lies in Py (EY) then the law FN of V]V also lies in Py (EY) for later times.
We associate to the co-semigroup S;¥ on Pyym(EY) a linear evolution equation with
generator AV

OFN = ANFN N ¢ P, (EY),

which is the forward Kolmogorov or Master equation on the law of (V).
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We also consider the semigroup T}V acting on the function space Cy(E"Y) of observ-
ables of the evolution system (V}¥); on EV, which is in duality with S}¥ by

(3.2) VN € Py (EY), 0 € G(EY), (FN T (0)) = (S (FY).¢).

To the co-semigroup TN on Cy(EYN) we can associate a linear evolution equation with
generator GV by

813(10 = GN(')Dv Y e Cb(EN)7
which is the backward Kolmogorov equation.
Limit mean-field equation framework. We consider a (nonlinear) semigroup S5° acting
on P(F) associated to an evolution equation and some operator (). More precisely, for

any fo € P(F) (and here we may assume additional bounds), we have S{°(fo) := fi
where (fi)i>0 € C(]0,00); P(E)) is the solution of

(33) ocft = Q(fr),
with initial data fj;—g = fo.

We consider the associated pullback semigroup 77 acting on Cy(P(E)) by
(3.4) VfeP(E), e CP(E)), To[@(f) = 2(S57(f))

)
Remark that 77° is linear as a function of ®, but in general T°[®](f) is not linear as
a function of f.
We associate to the semigroup 77° the following linear evolution equation with some
generator G*°,

80 = GXB, @ € Cy(P(E)).

We refer the reader to [22, Remark 2.1] for a heuristic explanation of the physical
interpretation of the semigroup 7°°: the semigroup of observables of the nonlinear
equation (3.3).

As explained above, we define some applications relating this objects in order to be
able to compare the two dynamics. We define the application 7% : BV /&y — P(E),
where & denotes the group of permutations of {1,..., N}, by

N
(35) V)i plf = 5 3
and pfY is called the empirical measure associated to V. We introduce moreover the
map 72y : Cp(P(E)) — Cyp(EN) given by
(3.6) VV e EN V@ € C(P(E)),  nN[®|(V):=(®orN)(V)=d(u).
Then we define the application 78 : Py (EY) — P(P(E)) by

VFYN € Pym(EY), V& € Cy(P(E)),

3.7
o (), 8) = (7, @) = [ ey av)



PROPAGATION OF CHAOS FOR THE LANDAU EQUATION 15

where the first bracket is the duality P(P(FE)) <> Cy(P(FE)) and the second one is the
duality Psym(EY) <> Co(EY). Finally, the map RY : C,(EN) — Cp(P(E)) is defined
by

Vo e Cy(EN), VfeP(E),
RS = (o d2Y) = [ pV)f(don) -+ f(dow).

and in the sequel we denote Rf; = R'[p| for ¢ € Cy(EY). The functions Rf; are
the “polynomials” on the space P(F), we will see later (Example 3.6) that they are
continuous and differentiable in the sense of Definitions 3.3 and 3.4, where we develop
a differential calculus on P(E).

(3.8)

For a given weight function m : E — R we define the N-particle weight function
MY by

N
(39) VYV = (o, ow) € BV, MYIV) = 1 S miwn) = (alfsm) = Mo ().
=1

Definition 3.1. For a given weight function mg : £ — R4 we define the subspaces of
probability measures

Pg :={f e P(E); (f,mg) < oo}
and the corresponding bounded sets, for a € (0, 00),

BPg . = {f € Pg; (f,mg) <a}.

For a given constraint function mg : E — RP such that (f, mg) is well defined for any
f € Pg and a given space of constraints Rg C R”, we define, for any r € Rg, the
constrained subsets

PQ,P = {f € Pg; <f7 mg> = I‘},
the corresponding bounded constrained subsets

BPg oy = {fe BPg . ; (f,mg) =r},

and the corresponding space of increments
IPg :={g— f; dre Rg st. g, f € Pgr}.

We shall consider a distance distg which is either defined on the whole space Pg or
such that there is a Banach space G D ZPg endowed with a norm || - ||g such that distg
is defined on Pg, for any r € Rg by

distg(g, f) = llg — fllg, Vf,9 € Pg,.

Definition 3.2. We say that two spaces F and Pg, where F C Cy(FE) is a normed
vector space endowed with the norm || - |7 and Pg C P(E) is a subspace of probability
measures endowed with a metric distg, satisfy a duality inequality if

(3.10) VigePg, VoeF  [(f —g,¢) <distg(g, f) #ll7,

where here (-, -) corresponds to the usual duality between P(E) and Cy(E). In the case
in which distg is associated to a normed vector space G, this amounts to the usual
duality inequality |(h, )| < [|hllg [l¢]|7-
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Definition 3.3. Consider two metric spaces G, and 52, some weight function A : G, —
[1,00) and n € (0,1]. We denote by Cﬁ’”(g] G») the (weighted) space of functions with
n-Holder regularity, that is functions S : Gi — Go such that there exists a constant
C > 0 so that

(3.11) VigeGi, distg (S(f),8(g)) < CAlg, f) distg, (f.9)".
where A(g, f) = max{A(g), A(f)}.
We define then a higher order differential calculus.

Definition 3.4. Consider two normed spaces g1 and Go, two metric spaces g1 and gz
such that Q, Ql C G;, some weight function A : Ql — [1,00) and 7 € (0,1]. We denote
by C A’"(gh gg) the (weighted) space of functions two times continuously differentiable
from G; to 52, and such that the second derivative satisfies some weighted n-Holder
regularity (in the sense of Definition 3.3).

More precisely, these are functions S : Gi — Go continuous, such that there exists
maps (for j = 1,2) DS : G, — L£7(G1,Ga) , where £7(Gy, G2) is the space of j-multilinear
applications from G to G2, and there exist some constants C; > 0, so that we have for

all f).g S glv

1S(9) = S(f)llg, < CoAlg, ) g — FI,
DSIf).g — g, < C1Ag. f)llg — FI%,
. 1S(9) — S(f) — (DS[f], 9 — f)llg, < C2Alg, ) lg — flIgH™,
(312 D281, 0 — D)y, < Cs Al 1) g — FIL™,
2
Slg) = S(f) =D _(D'S[f).(g— HY|| < Cahlg.f)llg— flig,
i=1 Ga
where ng,m € [, 1]. o
We define then the semi-norms on C’i’"(gl; Go)
(DSIf] h)lg (D28 (], (h. 1)
S 1,0 = —2, S 2,0 := 2
Sleye= 20 XA IIE Bloge = w0 ()thl”"l
and 15(9) — S(F)I
S| om = B 92’
Slegro = 0 A0 g~ 12
I1S(9) — S(f) = (DS[f],9 — Nl
Sl am = 2,
Bloyn = Mg, ) llg — F15
|st) = s(5) = i (D8I (0 - D,

[S]g2m == sup 5T
Y feeG Mg, f)llg — fllg,”

Finally we combine these semi-norms into

”‘SHC[Q\’” = [S]CRWO + [S]C}\ﬂ?l + [S]Ci’” + [S]C}X,O + [5]012\0
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This differential calculus holds for composition, more precisely for U € C’i’;(gl; 52)
and V € C’i"?(gz; G3) we have S = Voll € C’igs (G1:Gs) for some appropriate weight
function Ag and exponent ns. We now state the following lemma
Lemma 3.5. Let G; be normed spaces and G be metric spaces fori=1,2,3, such that
G, — G: C G;. Consider U € 012\’77 N 0/1((14—277)/3 N 02,(2+n)/3(§1; 52), with n € (0,1], and
Ve C2’1(g~2; ,C’73) Then the composition function S =V olU satisfies

Se oINPT (G Gy)

and we have
DS[f] = DV[U(f)] o DU[f],

D*S[f] = D*V[U(f)] o (DU[f] @ DUf]) + DVU(f)] o D*U[f].
More precisely, the following estimates hold
[Sleo.eemss < Vigor Ul go.cemss,

Sloto < Vleno Mlro.

[S] a2 < Vono U] prasenss + Viena U o.eens
A2 A A

[S]Cz,o < [V]C1,o [U]Ci’o + [V]cz,o [U]2

[5](;/2;}; < Voo [u]ci’" + V2o [u]zc[l\,(lmnw
+2Wlezo Ulgro Ul grasans + Meza Ulocinys
Proof of Lemma 8.5. Let f,g € G1 and f.ge Go.
By Definition 3.4 with U € 012\,77“0[1&7(14-277)/3 002’(2+n)/3(§1; Go) and V € C21(Ga; Gs),

we have

U(g) —U(f) = (DU[f].g — )+ Riy(g. f),

(319 U(g) —U(f) = (DUf], g — f) + (DU[f], (9 — £)¥*) + Ris(9, ),
with

(3.14) [t(g) = U(Hllg, < Mlgom Mg f)llg = FIE

(3.15) KDULSL g~ llg, < Mero Mg ) g = FIE,

(3.16) ||Ru(af)||g2 < Ulgm Mo, 1) g = Flig™
(3.17) IKDULf1 (9= N¥)lg, < WUlezo Mg, ) llg — Fllg™,
(3.18) IR (9, Nllg, < Mlgzn Mg, )llg — fligy ™.

where, for simplicity, we denote 179 = (24 n)/3 and n; = (1 + 2n)/3.
Similarly we have for V,

V(9) — V(f) = (DV[f],5— f) + R,(9, f),

(3.19) V(g)—V(f) < [_] >—|—<D2V[.ﬂv(§_f)®2>+R)2/(g’ )
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with

(3.20) V@) - VPlg, < Meoa 17— Fllg,.
(3.21) KDVIFLg— Pllg, < Moo lg— Fllg,
(3.22) IRL (3, Pllg, < W 17— Flig,.
(3.23) KD*VIF, @ = Py, < Vlgeo 13 — Flig,
(3.24) 1IR3, Pllg, < Wean 17— FlIg,-

Using these estimates we can compute the same type of estimates for S = Vold. We
obtain first, thanks to (3.20) and (3.14), that

I8(9) = S(Nllg, = IV U(9) =V U(£)lg,
< Veoa () =U(Dlg,
< Wleos Wl A, Pl — 712

VARPAN

which implies [S]CR’(2+")/3 < V]eoa [U]Cg,(un)/&
We also have, using (3.19) and (3.13),

S(g) = S(f) =vUlg) -V U(f))
= (DVIU(f)],U(g) = U(f)) + RyU(9),U())
= (DVIU(H)L. {(DULfl,9 = ) + Rig(9, ) })
+ Ry, (U(9),U(f)),

(f;oilg)whlch we deduce (DS[f],g — f) = (DVIU(f)], (DU[f],g — f))) and, by (3.21) and

14DSI£),9 = £} lou < Moo | (DULS),9 — 1) s
< Mero Ulro AHllg — FI,

which yields [S]C}\’O < Voo [L{]C}\,o.
Therefore, we obtain using (3.21), (3.22), (3.16) and (3.14),

18(9) = S(F) = (DS[f1,9 = Hllg,
< IKDVIU(H)], Rig(g, ) llg, + 1By U (9), U))llg,
< Mero I1Ri(g. fllg, + Vews [Ulg) = U(f)IIg,
< Mero Ulgrm Mg, ) llg = fllg!™ + Meas [U]Zgyzo Ag. ) llg = Fligr-

Since 1 + 1 =219 =1+ (14 2n)/3 and A > 1, the last inequality implies

[5]011\,2(1%7)/3 < Vero Ulgravamss + Ve [U]ég,(zm/a-
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Finally, from (3.19) and (3.13), we have
Slg) = S(f) =V WU(g)) =V U(F))
= (DVIU(F))Ulg) —U(H) + (D2, (Ulg) —U)?) + R WU(9),U(F))
= (DVIU(S)), (DUl = 1) + (D], (9 = £)%2) + B9, 1)) )
+ (o) (1ouiflo - 1+ Ryta.n) ™)
+ RY(U(9),U(S)),
which yields
(D*S[f], (g = ))¥?) = (DVIU(F)], ((D2U[f], (9 = /)¥?)))
+ (DL ((DUlfl g - 1))
Hence we obtain, with (3.21), (3.23), (3.17) and (3.15),
1(D%S[£1, (9 = ¥4,
< Moo [(D?ULF (9= £)*)lg, + Wlezo [KDULF g = Dlg,
< Wleno Mgz AP lg = FIE™ + Mlomo (Ulgrn AP g~ 112)
< (Vlero Wgzo + Vlgzo Wl ) ACH? g = Fllgr 277,

which gives [8]02,20 S [V]CLO [U]Ci,o + [V]C2v0 [Z/{]é/l\,()
A

Now, for the last estimate we obtain
IS(9) = S(f) = (DS[fl,g = f) = (D*S[f], (g = ¥,
< (DY Balg, ), + | (DY, (Ristg 1))
+2[[(DVU)], ((DULf],g = £) @ Riy(g. /)],
+ [|RSU(9), U (1)) g,
and using the equations (3.20) to (3.24) and (3.14) to (3.18), it gives
H&m—SU%%Dﬂﬂy—f%%D%UHg—ﬁ@W%
< Voo | Bi(g: Dllg, + Moo | Rlile. Dllg,
+2V]ezo [[(DU[f], g - f%ﬂ&me% Veza [U(g) —U)IIE,
< VMero Mgzn Mg ) g = fllg,”
+ Wlezo Ulgam Mg, f) Nl = £lig™"
+2[Vlc2o Ulro Ui Mg, £)*lg = Fllg™ ™
+ Veza Ulgane Mg ) g = Fligy

g3
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Since 1 +n1 +n9 =319 =2+ n < 2+ 21, we deduce
[S]Cigi < [V]cl,o [u]ci’” + [V]cw [U]ék(uzn)/s
+ 2 [V] 2.0 [U]ql\,o [Z/[]C}\,(Hzn)m + V]p2a [Z/I]‘Zg,(zw)/g .
O

Ezample 3.6. Consider the pair F and Pg in duality (Definition 3.2) where F C Cy(E),
and consider ¢ = p1 ® --- ® @y € F®. Then the application Rf; defined in (3.8) is in

C?Y(Pg;R). Consider f,g € Pg, then we have thanks to the multi-linearity of Rf; (see
[22, 23]) that

|RE(9) = RE(H| < 0 lellzewoye llg = Fllos

DR[S9 - )| < lelrowey— g = Fllo,

-1
[B(0) ~ BL(H — DRLAG — 1] < D ol ey g — 1

Ut
02881110~ )] < W il peaaumy» o — f13

|R(9) — RL(F) — DRSS9 — ) = D*REI 19 — )

)
- 6

loll Fosgzoeye—s g = FIIE,

where we define

lpillz - el T lenllze
kit ,ei;

j co\l—j = max
H(’DH}-@]@(L )i i1,...,i; distincts in [1,£]

Since we shall need to endow the subspaces of probability measures in Definition 3.1
with metrics, let us give some useful examples. We denote by Pp(Rd) the space
of probabilities with finite moments up to order p, more precisely Pp(]Rd) = {f €
PRY) ; ([vf, f) < oo}

Definition 3.7 (Monge-Kantorovich-Wasserstein distance). For f,g € P,(R?) we de-
fine the distance

WP(f g):= inf / dist(z, y)? n(dzx,d
5 (f:9) el e (z,y)" m(dz, dy)
where TI(f, g) is the set of probability measures on R? x R? with marginals f and g
respectively.

In a analogous way, we also define, for u, v € P(P(R?)) and a distance D over P(R?),
the distance

Wapluv) = int [ D(f, ) w(df, dg)
mell(p,v) JP(RA)x P(RY)

where II(j, v) denotes the set of probability measures on P(R?%) x P(R?) with marginals
wand v.
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Definition 3.8 (Fourier based distances). For f, g € P,(R?%) we define the distance
(325) |f — g|s = Sup M
£eRd |5|

which is well defined if f and g have equal moments up to order s — 1 if s is a integer
or |s] if not. We shall denote by H~*(R?) the space associated to this norm.

Definition 3.9 (General Fourier based distances). Let k& € N* and set

mg = ]v]k, mg := (V") ene» |0 <k —1,
and
v = (v, .., v5Y), a=(ag,...,aq).
We define R
VieTPg  |fllg =17l = sup L s e 0,4,
cerd (€]

We extend the above norm to M} (R?), where we denote M!(R?) the space of finite
Radon measures and M} (R9) its subspace of measures with finite moments up to order
k, in the following way. First we define for f € M} | (R?) and o € N9, |a| < k — 1 the
moment

Malfi= [ v (av)

For a fixed smooth function with compact support x € C°(R?) such that x = 1 over
{€ € RY, €] < 1}, we define the function M [f] by its Fourier transform

MLA© = x(©) | Y Maln) & (o)
|| <k—1 '
We define then the norm
(3.26) 171l = 1f = Milflle + D IMa[£]];
| <k—1
where as above |hj, := sup VILf(lg"”

3.2. Abstract theorem. We state the assumptions of our abstract theorem 3.11.

Assumption (A1) (N-particle system). The semigroup 7}V and its generator GV are
well defined on Cy(EY) and are invariant under permutation so that F}Y is well defined.
Moreover, we assume that the following conditions hold:

(i) Conservation constraint: There exists a constraint function mg, : £ — R” and a
subset Rg, C R” such that defining the set

Eyn = {V € EN§ <M5,mg1> € Rg1}

there holds
vVt >0, suppEtN C En.
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(ii) Propagation of integral moment bound: There exists a weight function mg, and a
constant C’mg1 > 0 that does not depend on N, such that

VN >1 sup <FtN,M,erVg > < Cing, -
>0 ! !

Assumption (A2) (Assumptions for the existence of the pullback semigroup). Con-
sider the weight function mg,, the constraint function mg, : £ — RP and the set of
constraints Rg, C R? of Assumption (A1). Then consider the associated probability
space Pg, and the corresponding space of increments ZPg, as in Definition 3.1. Finally,
consider a Banach space G; D ZPg, such that Pg, , is endowed with the distance distg,
induced by the norm || - ||g, for any constraint vector r € Rg,.

Assume that, for some § € (0,1] and some a € (0,00), we have for any a € (a, o)
and r € Rg;:

(i) The equation (3.3) generates a semigroup Sg° : BPg, or — BPg, qr, which is J-
Holder continuous locally uniformly in time, in the sense that for any 7 € (0, c0)
there exists C; > 0 such that

Vf,9 € BPg, ar, sup [[57°(9) = S°(H)llg, < Crllg = FIIg, -

0<t<r

(ii) The application @ is bounded and §-Hélder continuous from BPg, o into G;.

As a consequence os this assumption, the semigroups S{° and T;>° are well-defined as
well as the generator G*° thanks to the following result [22, Lemma 2.11] (see also [23,
Lemma 4.1])

Lemma 3.10. Assume (A2). For any a € (a,00) and r € Rg,, the pullback semigroup
T7° defined by

Vf € BPg ar, ® € Cp(BPg, ar), T70[R)(f) = (S7°(f))
is a co-semigroup of contractions on the Banach space Cy(BPg, o).

Its generator G™ is an unbounded linear operator on Cy(BPg, qr) with domain Dom(G™)
containing Cg’"(BPgl,am). On the latter space, it is defined by the formula

(327) V@€ C)"(BPg ax), V[ €BPG, ar, (GX®)(f) := (DO[f],Q(f)) .

Assumption (A3) (Convergence of the generators). Let Pg,,mg,,Rg, be such as
introduced in Assumption (A2). Define a weight function 1 < mg < Cmg, and the
corresponding weight A1 (f) := (f, mg, ).

We assume that there exist a function £(NN) going to 0 as N — oo and n € (0, 1] such
that for all ® € N

(3.28)

H m91 GNwC TOG™) @

reRg, A1 "(Pg, r; R) we have

<eg(N) sup <<I> 1 4 [®] 20 >
L>(Exn) ( )I‘ERgl [ ]CAll(Pgl'r’R) [ ]CAl (Pgl,riR)
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Assumption (A4) (Differential stability). Consider a Banach space Go D Gi, G1 de-
fined in Assumption (A2), and the associated probability space Pg, as in Definition
3.1, with weight function mg,, constraint function mg, and endowed with the metric
induced from Gs.

We assume that the limit semigroup S;° satisfies

Sp° € ORI A CLITE A 0B pg Py,

2

for any r € Rg,, and that there exists C{® > 0 such that

(o @]
(3.29)  sup [S2°) cavzmys + [SE°12 0. 2ms + [S¥] 20 + [ 500 | dt < CF°,
0 CAQ CAz c ¢

I'ER,g1 Ag A2

with Ag = A}/?) and where 7 and A; are the same as in Assumption (A3).

Assumption (A5) (Weak stability). We assume that, for some probability space Pg,
associated to a weight function mg,, a constraint mg,, a set of constraints Rg, and a
distance distg,, there exists a constant Cs® > 0 such that for any r € Rg,,

(3.30) Vf,9€Pgr, Sup distg, (S7°(f), S¢°(g)) < C5° distg,(f, 9)-

Theorem 3.11 (Abstract theorem). Let us consider a family of N -particle initial con-
ditions F' € Psym(EY) and the associated solution FN = SN(F{). Consider also a
one-particle initial condition fo € P(E) and the associated solution fi = S;°(fo). As-
sume that Assumptions (A1)-(A2)-(A3)-(A4)-(A5) hold for some spaces Pg,, G; and
Fi, i =1,2,3, with F; C Cy(E) and where F; and Pg, are in duality.

Then there exists a constant C' € (0,00) such that for any N,{ € N, with N > 24,
and for any ¢ = p1 @ --- ® @y € FO, F := F1 N Fa N F3 we have

50 ‘<55V(de) — (SN e ® 1N_Z>‘

72 .
(3.31) <C N [l + Cmg1 Cioe(N) e ‘|90H]:£®3®(Loo)e—3

+ 0500 ¢ ||(10||.7:3®(L°°)‘*1 Wl,gs (ngdv’ 5f0)] >

where we recall that Wi g, is defined in Definition 3.7.

As a consequence, if F' is fo-chaotic the propagation of chaos holds uniformly in
time and with quantitative rates in the number N of particles (depending on quantitative
rates of the chaoticity of the initial data).
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Proof of Theorem 3.11. We split the term (3.31) into three parts:

(SNEY) = (57(o) ™Y o 1V

< (SMEY)p @ 1Y) — (SN (EY), B o ) (= T1)
+ (B TN (R o ml)) — (B (TR o m ) (=: T)
+ (B @Ry o) = (2™ o @1¥0) (=1

and we evaluate each of them. The first term is estimated by a combinatorial argument,
which corresponds to the price we have to pay by using the injection based on the em-
pirical measure. The second term is where the two dynamics are effectively compared,
and in order to do so we first express the difference between the linear semigroups in
terms of the difference of their generators, which are all well-defined thanks to Assump-
tion (A1) and (A2) together with Lemma 3.10; then the consistency estimate (A3) on
the generators, the stability estimate (A4) on the limit semigroup and the Assumption
(A1) on the N-particle system yield a control of T5. Finally, thanks to the weak stabil-
ity estimate (A5) on the limit semigroup, the third term can be controlled in terms of
the chaoticity of the initial data.

Step 1. For the first term 71, a classical combinatorial trick (see [25], [23, Lemma 2.14],
[22, Lemma 3.3]) implies

252“@\&%(}:@)

T < N

Step 2. We investigate now the second term 75. First of all, thanks to Assumptions
(A1) and (A2) the semigroups and generators are well-defined, and we may rewrite 75
as the difference of two dynamics in C,(P(E)) in the following way

T, = <F5V, (TN xl - ngfO)R@,

and we recall that by the definition of the generators it hold
d d

£TSN =GNTN, L= G
We then deduce that
t
d
T =1 = = [ S w1

t
:/0 TN (GN7r — aNG>)T>ds,
from which we obtain, for any t > 0,
t
Ty = <F({V,/O TN (GN7l — 7T§G°°)T§°d8Ri>

t
= / <F0N,this (GNrY — WgGOO)TS‘X’Ri> ds.
0
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Then it follows that

Ay Pgy.riR)

reRg,

thanks to Assumptions (A1) and (A3).
We fix r € Rg, and we know that the application T, ;X’Rf; = Rf; 0.52° and by Assump-
tion (A4) the limit (nonlinear) semigroup S5° satisfies

5% e n eyt A BB pg L Pg,).

Moreover, with ¢ € ]-E@Z we have Rf; € C*1(Pg,;R) (see Example 3.6). Finally, by
Lemma 3.5 we obtain that

T&RL € O N C 20 0 CRPH I (g, 4 R)
2 2 2

(3.32)
< [ (088K (). (0%, )6V RS — m¥ G TR )| ds
< N N N > N N—1;~N_N N oo oo Rl
<sup (M2, S¥R) [ 0n, )G R - G TR as
< * oo pl oo pl
< Cpg, €(N) sup /0 ([TS Rﬂp}cl,n + [TS Rgp}ci’f(Pgl,r;R)> ds,

with

2
TOORZ} < ||R" 2,1 . S a.ren/s + 151 0.2 3
[ s C/l\’g(Hzn)(Pgl,r;R) <l HOHC (PgyiR) [ ¢ ]CAZ( ! (Pg;.riPg,) [ t ]CAg o/ (Pg, +iPg,) |’
3

oo pf 4 00 0012
[TS R%D] C20(Pg, +iR) < I Bsllc2 g, m) <[St ]Ci’zo(Pgw%Pgﬂ +15¢ ]Cif(Pgl,r;Pg2)> :

From Assumption (A4), Ay = A}/?’ and the estimate of ||Rf;||cz,1 in Example 3.6, we
can deduce, plugging the last estimate on (3.32), that

(3.33) T3] < Cn"bg1 CZe(N) & H‘PH]—‘5®3®(LO<>)F3-

Step 3. We rewrite the third term as

4
T3 = /EN Rﬁ) (Sfo(,“g)) F({V(dV) —lel/E(’Dj(v) S (fo)(dv)

4
= [ R B - [ i [ i) s (fa)an) | B av)

B /EN (RE (S22d)) = RE(52°(fo))) ¥ (aV).

We hence deduce, thanks to the Assumption (A5) and the fact that Rf;, € C%(Pg,;R)
for ¢ € F2* that

113 < | B conpoym [ disto, (572, 57°(fo)) EYY (V)
(3.34) E

< el € [ distay (. fo) B (V).
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With the definition of the Wasserstein distance (see Definition 3.7), since the set II(7} F¥, 4,) =
{rN FN @ 64,} has only one element, we obtain

Wig, (N FY 64 = inf / / distg, (f, g) 7(df, dg
1,93( prPLo fo) WGH(ngé\r,éfo) P(E)xP(E) 93( ) ( )

_ / / distg, (f,9) 7 FLY (df) 65, (dg)
(3.35) P(E)xP(E)

— / distg, (f, fo) 7B Fg' (df)
P(E)

= [ disto, (o) FY (@),
EN

where we have used the definition of 75 (see Section 3.1) in the last equality. We
conclude then plugging this estimate on (3.34).
O

4. APPLICATION TO THE LANDAU EQUATION

In this section we will use the consistency-stability method presented in the Section
3 to show the propagation of chaos for the Landau equation for Maxwellian molecules.
In order to prove some estimates for the Landau equation that we need to apply the
method of Section 3, we shall prove first the same type of estimates for the Boltzmann
equation (as in [22]) with a collisional kernel satisfying the grazing collisions (2.18).
Then passing to the limit of grazing collisions we will recover the same results for the
Landau equation.

Our main theorems are:

Theorem 4.1. Consider a N -particle initial condition Fév € Psym(RdN) and, for allt >
0, the associated solution of the N -particle Landau dynamics F}N = SN(FYN). Consider
also a one-particle initial condition fo € Pﬁ(Rd), with zero momentum fvfo =0 and
energy [|v|?fo =1 € € (0,00), and the associated solution of the limit (mean-field)
Landau equation fy = S{°(fo). Suppose further that there exists & € (0,00) such that

N
1
(4.1) supp FfY C {VERdN ] N;‘%PS&)}’
Then, for ¢ € N*, for all
p=p1 @ Qe eFH, Fi= {90 R = R; [lollr = /Rd(l +1€1%)]@(€)| d€ < OO} :
and for any N > 2¢, there is a constant C > 0 such that
sup (5" (F") = (S (fo) ™", )]
) 72 /3 N N
<C N ol Loe + NH‘P”?S@(LOO)PS + L lpllwreeg(roey—1 Wiw, (Tp Fy 75f0):| .

As a consequence, if Fév 18 fo-chaotic the third term of the right-hand side goes to 0
when N — 0o, which implies the propagation of chaos uniformly in time.
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Theorem 4.2. Consider the same framework of Theorem 4.1. Assume moreover that

fo € Pg(RY)NLP(RY) for somep > 1 and let FY¥ := [f(?N]SN(g) € Py (SN (€)) (observe

that (4.1) is satisfied by this choice of initial data with & = £). Then it holds:

(1) For all 0 < € < 9[(7d + 6)%(d + 9)] 7%, there exists a constant C. > 0 such that
Wl(FtN7 ft®N)

sup ——————= < C. N~¢.
>0 N ‘

(2) For allt >0, for all N € N*
Wl(F’tN77N)
N

for a polynomial rate p(t) — 0 as t — oo and where ¥V is the uniform probability
measure on SN ().

<p(1),

Remark 4.3. This theorem also holds (with different quantitative rates) for other choices
of initial data FON that are fp-chaotic. In particular, if we consider fy € PG(Rd) with
compact support and Fi¥ = ggN € Psym(RdN ).

The proof of Theorem 4.1 relies on the proof of assumptions (A1)-(A2)-(A3)-(A4)-
(A5), with a suitable choice of spaces, and then on the application of Theorem 3.11.
Furthermore, we shall prove Theorem 4.2 using Theorem 4.1 and some results from
15, 22, 5.

4.1. Proof of assumption (A1l). Consider the N-particle SDE (2.33). Since b and o
are Lipschitz, existence and uniqueness hold by standard arguments (see [24, Chapter
5]). Hence it defines a semigroup 7}V, we can then define its generator G = G (given
by (2.28)-(2.29)) and its dual semigroup S}V, as explained in Section 3.1.

We have the following lemma.

Lemma 4.4. The dynamics of the N-particle system (2.29) conserves momentum and
energy, more precisely there holds, for all t > 0,

N N
/RdN % (ZZ:; Ui,a) FN@V) = /RdN ® (szﬂ) FN(dV), ae{l,...,d}

=1

and
/ e (IVI?) FN (V) =/ o (IV[?) FY (dV).
]RdN ]RdN

Remark 4.5. We can easily observe during the proof that if we consider the N-particle
system of Remark 2.1 with generator G (2.32), which is different from the system we
considered here (2.29), we have conservation of energy

N N
Oy <ftN7Z |Ui|2> = <ftN>GéV Z |Ui|2> =0,
i=1 i=1

however this is not true for all functions ¢ = ¢(|V'|?). Then, Lemma 4.6, which is a
consequence of this lemma, does not hold for the N-particle system of Remark 2.1.
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Proof of Lemma 4.4. Let us prove the second equality (energy conservation), the proof
of the first one (momentum conservation) being similar. Consider the Landau master
equation (2.29) and ¢(V) = ¢(]V|?) smooth enough, we have then

ViV = Guna eIV P)), 2y = 20V Yo
and, for ¢ # j,
8Ui,aavj,5(p(‘V’2) = 490//("/’2)'07;,0/0]}5
Bus.0 00, 5 (IVI?) = 4" (IV*)vi,avip + 26 ([V*)0ap-
Denoting ¢’ = ¢'(|V]?) and ¢” = ¢"(|]V|?) for simplicity, we obtain
(Vi + V30 — Vi = Vio)ap = 49005 + 40" (Viavi g + Vj.avj,8 — Vialj,s — Vjalip)
= 4¢'dap + 4¢" (Vi — vj)a(vi — vj)p-
Therefore we have
b{os — 03 (Vsp(IV ) — VoV 2)) = —2lo; — 031 (o5 — v7) - 26V ) (ws — vy)
= —4¢/([VI*)|vi — 0,72
and
) - (U2 2 2 2\ _
a(vi —vj) : (Vo + Vi = Vip — Vi) =

d

= i —vi[" Y { [[vi = 0j[*0ap — (v = v;)a(vi = v;)5] 4¢'Sag
a,f=1

+ [Jvi = 051005 — (Vi — vj)a(vi — v;)g] 49" (v; — v})alvi — ’Uj)ﬁ}
=: |U2‘ — 'Ujr/{Tl + TQ}

Computing 77 we have

d
Ty = 4¢ Z [[vi — vj[*0as — (v — v;)a(vi — v})5] dap
a,B=1
= 8¢ |v; — vj|%,
and computing 15
d
Ty = 4¢" Z [[vi = v *(vi = v)a(vi = v;)gdas — (vi — vj)alvi UJ)%]
a,B=1
J 2
= 4¢" { v —vi|* — [Z(’U:’ Uﬁi]
a=1
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Gathering previous estimates we obtain

1
b(vs = v3) (Vi = V) + 5a(vs — ;) : (Ve + V30— Vip — Vi)
1
= —4y' Jv; — v + 5890/ v — v;[7+2
— O7

which implies, for all t > 0,

/ SV FY (@) = / SV EY ().

Lemma 4.6. Consider FYY such that
N
supp Fy' C {V e R™; M3Y(V) = N > luil* < &}
i=1

Then there holds
vVt >0, suppFN c{VeR¥N; MNV) <&}

Proof of Lemma, 4.6. 1t is a consequence of Lemma 4.4, with o(|V[?) = 1)y 25 ng,- Con-
sider a mollifier (p,) for n > 0, i.e. py(z) = n~p(n~tz), with p € CZ(R), p > 0 and
supp p C Bj, and define ¢, = p, * ¢. Using Lemma 4.4 we have, for all n and for all
t>0,

/ oy FN(AV) = / oy F (aV).
RdN RdN

Passing to the limit 7 — 0 we obtain

/ Liypsne BV (dV) = / Liypsne, Fo' (dV) = 0.
RAN RAN

O
Lemma 4.7. Consider FON such that <FéV,MéV> < Ck for k > 2. Then there holds

sup (FN, M) < Cy.
t>0

Proof of Lemma 4.7. Consider FtN’E the solution of the Boltzmann N-particle system
(2.8)-(2.9) with grazing collisions (2.18). Then from [22, Lemma 5.3], we obtain the
desired result for FtN’6 with a constant independent of €. We conclude passing to the
grazing collisions limit € — 0. O

Consider the constraint function mg, : R? — R, x R% mg, (v) = (Jv|?,v) with the
set of constraints Rg, : {(r,7) € Ry x R%; |F|> <7 < &}. We have then Exy = {V €
RN MY (V) < &} and Lemma 4.6 proves Assumption (A1i). Moreover, Lemma 4.7
proves (A1ii) with the weight function mg, (v) := (v)% = (1 + |[v]?)3.
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4.2. Proof of assumption (A2). Let us define the spaces of probabilities (and the
corresponding bounded, constrained and increments subsets, see Definition 3.1)

Pg, = {f € P(RY); (f,mg,) = Ms(f) < oo},

and, for r € Rg,, more precisely r = (r,7) = (r,71,...,74), the constrained space

Pg,r = 1{f €Pg,; (f,|v]*) =7, (f,va) =Tq for a=1,...,d}.
We define then for some a € (0,00) the bounded set
BPgl,a = {f € Pg,; MG(f) < CL},
and, for any r € Rg,, the bounded constrained set
BPg, ar = {f € BPg, a; (f,|v]*) =7, (f,va) = 7o for a =1,...,d}.
Moreover we define the vector space
Gr = {p € MERY: (p1) = (p.va) = (. [o") =0 for a=1,...,d}

endowed with the (general) Fourier-based norm || - ||g, = ||| - |[]2 defined in (3.26) (see
Definition 3.9).

Finally, we endow these probability measure spaces with the distance distg, associated
with the norm || - ||g, = || - [|2- Remark that for any f,g € Pg, r, for some r € Rg,, it
holds ||f — gllg, = |f — gl2, where | - |2 is the usual Fourier-based norm defined in (3.25)
(see Definition 3.8), because f and g have same momentum.

Let us state some know results. Concerning the Cauchy theory for the spatially
homogeneous Landau equation for Maxwellian molecules (2.10), we refer to Villani
[29] for a L'(R%)-theory and to Guérin [14, 13] for a P(R?)-theory. More precisely,
if fo € Pa(R?) then there exists a probability flow solution (f;);>0 to (2.10), where
fi € Po(R?), that conserves momentum and energy from [14], moreover this solution
is unique from [13] or from Lemma 4.8 below. Furthermore we also have uniform in
time propagation of moment bounds from [29]. Therefore, it follows that there exists
a € (0,00) such that for any a € [a,00) and any r € Rg,, the nonlinear semigroup S;°
verifies S7° : BPg, or — BPg, a.r-

We investigate now the Holder regularity of the semigroup in the following lemma.

Lemma 4.8. Let fy,g0 € P2(R?) with same momentum, i.e. (fo,v) = (go,v), and
consider the solutions (fi)i>0 and (g¢)t>0 of Landau equation for Mazwellian molecules
(2.10)-(2.11) associated to fo and go, respectively. Then

(4.2) sup | fi — gily < [fo — gols-
>0

Remark 4.9. Let us mention that this result can be found in [29] proving uniqueness for
the Landau equation for Maxwellian molecules. There the author indicates that we can
prove it using the known result for the Boltzmann equation for Maxwellian molecules
from [27] and then passing to the limit of grazing collisions.

Proof of Lemma 4.8. Let us split the prove into two steps. First we prove the lemma
for the Boltzmann equation then we recover the result for Landau equation passing to
the limit of grazing collisions.
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Step 1. We shall prove first the desired result for the Boltzmann equation with true
Maxwellian molecules. This result is proved in [27, 22|, but we write it for completeness
and because we want to pass to the limit of grazing collisions.

Consider the solutions f; and g; of Boltzmann equation for Maxwellian molecules
(2.1)-(2.2) with initial data fy and go, respectively, and with collision kernel b, satisfying
(2.18). Denote d° := g — f€ and s° := ¢° + f¢, then the equation satisfied by d* is

1
O = 5| Quo(s", ) + Quo(d,57)|.

Performing the Fourier transform (see [2]) and denoting DF = d¢, S¢ = &, we have

o) = [ i [ L) DD pee) ag

where ¢t = %, § = # and € = ¢/[¢].
We recall that b, is not integrable so we perform the following cut-off, which will be
relaxed in the end,

(4.3) /Sdl V(0 &)do =K, b =b1yg>5),

for some function ¢ such that §(K) — 0 as K — 400, so that b. = bX +b¢. In [27, 22],
we observe that the remainder term

N E(¢c+H\QeE(e— E(c—\QE(c+
RE(€) = /S b (o - €) [D (¢ )25 (€) , D(s >25 € pee)] ao

verifies, for any ¢ € R |RE(¢)| < rK|¢?, where 1K — 0 as K — oo, and rX

depends on the second order moments of d° and s°. Indeed, using that D®(0) =
0, D*(0) = 0 for all i € {1,...,d}, S(0) = 2, and the fact that sup,<|¢ |0¢0; D (n)| and
SUP|,|<|¢| |0¢,0;D%(n)| are bounded thanks to the bounds on the second order moments
of d° and s¢, there holds

|D(§7)85(&7) + D(§7)S°(¢T) — 2D°(¢)]
< [SFEDIDET) = D& + [DHONIS*(§7) = S=(0)] + [D(€7)[1S°(¢T)]
< CEP(L — cos0)'/2,

1/2

and we conclude since < (cos 0)(1 — cos 0)
Using that [S[| < 2, we have

d |D*(¢)| [D=(&)| [D=(&)| Koo o (18412 4 16— 12 K
ar €2 +K €2 S:;ﬂgl €2 (:;@/Sdlba (0-¢) (‘fﬂ + 1€ ‘)d‘7>+7’a

with

is integrable.

EP=5(1+0€), EP=5(1-0-).
One obtains

|D= (&) 4K,

41D, DN _
i gr ThEr SN e
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and by a Gronwall’s lemma one deduces

wup [EOL _ 1050

< +trk.
£eRd |£|2 £cRe |£| )

Relaxing the cut-off K — oo one proves
(4.4) |ff = gil2 < [fo— gol-

Step 2. Since (4.4) does not depend on ¢ and the solution of the Boltzmann equation
ff converges towards the solution of the Landau equation f; (see [28]) when ¢ — 0, we
obtain the desired result.

O

Therefore the Landau semigroup S§° is C%! from BPg, or to BPg, or and Assump-
tion (A2i) is proved.

To prove (AZ2ii) we use [22, Lemma 5.5], valid for the Boltzmann operator with
grazing collisions @) p ., which says that there exists C' > 0 and ¢ € (0, 1] such that for
any f,g € BPg, 4r we have

Qpe(f. f) — QBelg.9)2 < C|f — gl3,

with a constant C that does not depend on e. Finally, passing to the limit of graz-
ing collisions € — 0, we have that Q. — Qr (see e.g. [7, 28]). We prove then
Assumption (AZ2ii) also for the Landau equation.

4.3. Proof of assumption (A3). Let Ai(f) := (f,mg,) with the weight function
mg, (v) = (v)*, where we recall that mg, = (v)®, and then consider the generator G
of the Landau master equation (2.29).

Then we have the following lemma, which proves (A3).

Lemma 4.10. For all € ﬂreRg C’i’l"(Pgl,r;R) there exists C > 0 such that

< g sup [q)]czo

4.5 - GNTF —WNGOO , oy
- H ¢ ) L (Ex) N reRg, xy (PopriR)

Proof of Lemma 4.10. The application R¥™Y — Pg,, V = (v1,...,vx) pd is of class
C%1 with (see [23, Lemma 7.4])

1 1
(4'6) 8Ui,alu’g = Naaavw agla,vlgug = Naiﬁévi
and for i # j, 831a7vjﬁ,ug =0. Let & € C’A’ln(Pgl;R), so the application R*V — R,

V i ®(udY) is also C%7. Indeed, let ¢ = D®[ulY] € G| and we have
Ou (@) = (DB} 0 ) = { DO, 001, ) = 00)
1
2 2 2 N
9, @) = <D<I>[ U102 o )+ D0 (00, 000, )

1
= _82 5¢(U1) N2 D2(I)[/‘\J>7] (0abu;, Opu,) -
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We compute, for any V € Ey = {V € RN MN (V) < &},

(GNrE @) (V) = G e (uy)

= 0) [O0,,o (R(1V) = Do, o (R (7))

1
3% Gapvi = v3) |02 (@) + 02, (@)
1,j=1 a,B=1
—02 0y, (O0A)) =02, (@(d))]
1 N d 1 1
= N Z Zba(vi _’U]) Naagb(v,) — Naa¢(vj)
i,j=1la=1
1 N d 1 1
+ow 2 D Gaslvi —v) [ﬁaiﬁszb(viwﬁaim(vj)} (= 1)
1,j=1a,f=1
1 N d
+WZ > aap(vi - ]){ D2®[1})] (9v,.0. 0us+ Do 400,
7‘7.]:106,621
1
+mD2<I>[u{\/7] (8,000, O, 500;) — 2mD2 (18] (Dv,.0 00y D, 500, )] (=: I).

For the first term, using the empirical measure, we can write

d
n-/ / D balt =02 0a60) ~ o] 0 )

w5 /] 37 apv— v2) 025900 + 58,56 02)] i )l )

a,f=1
=(QL(v} s 1y ), 0) = (Qr(pd, 1)), D[y ]) = (GX®)(uy) = (mp G=®)(V),

thanks to Lemma 3.10. For the second one, using that |ans(v; — vj)| < |Jv; — v;|? and
i
also | D?®[ud)] (8 Oi» O, 500;) | < [<1>]Cf\'1°(Pg1 . )Al(,uv) I vm5vi||gjna we deduce that

Vi,

there exists C' > 0 such that

C 1 Y
2] < & [(I)]C[Q\’lo(Pgl’r;R) Al(u%m 'Zl v — v;
1,j=
Since A1 (udY) = MNg (V) < C’anfg1 (V) and MY (V) < &, we conclude that

1

[Io| < — [®]c20 Mg, (V)

N Cx, Pg, piR) “7mgy

and therefore we prove (4.5).



34 KLEBER CARRAPATOSO

4.4. Proof of assumption (A4). In the same way of the Section 4.2, we will use here
the Boltzmann equation and then perform the asymptotic of grazing collisions to prove
the results for the Landau equation.

We define the following equations, denoting by () the symmetrized version of the Lan-
dau operator @, for Maxwellian molecules (2.11), i.e. Q(f,g9) = [Qr(f,9)+QL(g, )]/2,

of=Qf. f), fli=o = fo,
(4 7) atg:Q(g7g)7 g‘t:O = 9o,
’ h = 2Q(f7 h)7 h‘t:O = g0 — f07

atu = 2Q(f7 'LL) + Q(h7 h)7 U‘t:() = 07
and the new variables
di=g—f s=g+f w=g-f-h V=g f-h-u,

which satisfy

atd Q(87 d)7 d‘t:O = g0 — f07
(4.8) dw = Q(s,w) + Q(h,d), wli=0 =0,

b = Q(s,%) + Q(h,w) + Q(u,d), P[i=0 = 0.
Lemma 4.11. Consider fo,g0 € Pg, r, v € Rg,, and the solutions fi, g, hi of (4.7)-

(4.8). There exists A\; € (0,00) that for any n € [2/3,1], there exists Cy; > 0 such that
we have

19¢ — felo < Cype” DML (Fo + 90) % g0 — fol3,

|hely < e B"DMEM(fo + g0)* g0 — fol3-
Proof of Lemma 4.11. We split the proof into two steps. Again, we shall first prove the
lemma for Boltzmann equation with a kernel satisfying the grazing collisions, which is

proved in [22], and then passing to the limit of grazing collisions we prove the same
result for the Landau equation.

(4.9)

Step 1. Let us denote by (). the symmetrized version of the Boltzmann operator
@B, with Maxwellian molecules (2.2) with kernel b, satisfying (2.18), i.e. Q:(f,9) =

[QB,E(fv g) + QB,6(97 f)]/2

Consider the solutions f;, g and hj of

8th:Q€(favfa)7 fa|t=0:f07
(410) 8tg£ = Qf—:(ga)ga)) g£|t=0 = 4go,
8th£ = 2Q€(f£7 ha)v h8|t=0 =4do — va

and define d° := ¢ — f¢ which satisfies (where s := ¢ + f¢)
8td€ = Qe(s€7 d€)7 d€|t=0 =4do — fO'

As in Lemma 4.8 we denote D° = d° and S° = 5. Define D° = D — My[df] (see
Definition 3.9). Then the equation satisfied by D is

0;D° = Q=(D*,5%) = 9:Ma[d°] = Qc(D*, 5°) + Qe(Mu[d’], $7) — Mu[Q<(d", %))
From [22, Lemma 5.6] we know that, for any £ € RY,
Q:(My[d), 5%) — Mu[Q:(d", 5°)]

> IMaff = g7l

o <3
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and also, from [26, Theorem 8.1], that there are constants C,J > 0 such that for all
t>0

Z |Ma[f; = 97 ’<C€_6t Z |Ma[fo = go]|-

la|<3 || <3

Then, following [22] and performing the same cut-off as in the proof of Lemma 4.8,
we have that

d | D] |1 D°| | D?| / K & (18414 o 1614

— + K < | sup sup b (o - + do
dt |£|4 |£|4 é‘eRd |£|4 SeRd Sdfl € ( 6) (’6 ’ ’6 ’ >
|RE]

Ce | X Il - aall | + -

|| <3

(4.11)

where the remainder term
o |1 = 1~ _
RE© = [ 1606 |00 (€) + 3 D(E)SEN) - D7(9)| o
Sd-1
satisfies, for any ¢ € R, |RE(¢)] < rK|¢|*, with rX — 0 as K — oo, and X depends
on the fourth order moments of d® and s®. Indeed, we have
|D*(£7)S°(67) + D°(¢ )55(5’) D(¢)
< [SE(EN)ID7(6F) — D°(¢ )! + [DE(OIS7(€7) — S°(0)| + | D=(67)15°(¢)]
< Cl¢1*(1 — cos0)'/2,

where we use that Vg‘Da (0) = 0 for all multi-index [a| < 3 and also that supy, <|¢ V?DE (n)

and supy, <|¢ V¢ S°(n) are bounded for |a| = 4 thanks to the bounds on the fourth mo-
ment of d° and s°. As in Lemma 4.8, the claim follows since b (cos 8)(1 — cos 8)'/? is
integrable.

We denote

M= [ e O (€T ) do = [ ¥

and we compute

(1 + (o - 5)2) do

N —

1

AK—K=—§/Sdlb§(a.é) (1—(0-5)2)da

_1 /Sd1 be(o - é) (1 —(o- 5)2) do =: —\; € (—0o0,0)

S
K—oo 2

—— —A € (—00,0).
e—0

One can now apply Gronwall’s lemma to obtain
|D | ()\K_ ) e—6t _ e()\K—K)t
sup <e —|— C | Mo f
cera €1 EERd |f|4 Z K-k —9

o] <3
ke (et ! .
s\ K-)g
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Then relaxing the cut-off K — 0o and choosing 0 < A < min(d, \.) one has (remark
that A depends on ¢)

|Dj - | D5l
(4.12) sup e <Ce sup L + E |Ma[fo — gol
¢eRd geR? la|<3

Using a standard interpolation argument [22], one obtains
(4.13)

9= Fla<lg—F—Malg— flly +C | D IMalg— £

| <3

<Ng—F—Malf — g2 lg— f— Malg— A1+ 0 [ X [Malg— 1)

|a<3
<(C M4(f() + go) 6_()‘/2)t.
Finally one concludes by writing
1—
95 — file < lgf — fil3 19i — il
< Cpem MMM (fo + 90) 3 g0 — fol

where we have used the last estimate (4.13), Lemma 4.8 and the fact that My(fo +
90)'" < My(fo + go)'/3 for n € [2/3,1] . For hy one proves the result by the same
computations.

(4.14)

Step 2. Let us now deduce the result for solutions f; and g; of the Landau equation.
Coming back to (4.12) and choosing 0 < A\; < min(d, \), where A\, — A € (0,00) as
e — 0, we recover (4.14) with the exponent A; which does not depend on e. Hence,
passing to the limit € — 0, we have ¢°* — f¢ — ¢ — f and then

90 = fil2 < Cye” CTPMEMY(fo + 90)' P g0 — fol-

Rigorously, we write
lge — fel2 < lge — gil2 + | fe — fil2 + 1gf — fil2s

then for the third term on the right-hand side we use (4.14) with exponent A\; that does
not depend on ¢, and for the other two terms we use that g; weakly converges towards
g in L' (see Villani [28]), hence |g; — g5|2 — 0 when ¢ — 0 and we deduce

gt — fil2 < Cye” TPNME ML (fo + g0) 2 g0 — fol3-

O

Lemma 4.12. Consider fo, g0 € Pg, r, r € Rg,, and the solutions f;, gi, hy, wy and w

of (4.7) and (4.8). There exists A1 € (0,00) that for any n € [2/3,1], there exists C,
such that we have

lge — fr — hely < Cy e~ (I=mAut My(fo + 90)1/3 |90 — f0|;+n

(4.15) o
lugl, < Cye”MMENL (fo + 60)3 g0 — foly ™
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Proof of Lemma 4.12. Let us split the proof into two steps.

Step 1. As in Lemma 4.11, we consider ). the symmetrized version of the Boltzmann
operator Qg . and the solutions f7, gf and hf of (4.10).
Consider also u; solution of

(4.16) Ou® = 2Q:(f%,u°) + Q:(h, h°), u|i=p = 0,
and define w® := ¢° — f¢ — h® which satisfies
O = Q=(s°,w°) + Qe (h*,d°),  Wli=0 = 0.
First of all, we remark that w; has moments equals to zero up to order 3. Indeed, let
us prove that, for a € N%,
(4.17) Ylal <3, Ma(ws) = /Rd V® W (0) do = 0.

Following [22, Lemma 5.8] we know that for Maxwellian molecules the a-moment of the
Boltzmann operator Qp.(g, h) is a sum of terms given by the product of moments of g
and h, then we obtain

(4.18)
d
la| <3, 2 Ma(w}) = > tas Ma(w§) Ma—p(s5) + Y _ aap Mp(h§)Me_s(d5)
BLa BLla
and we deduce that
d
(4.19) Vi <3, — Malwr) = > aas Mp(w;) Me—p(s5)
BLa

because for all || < 1 we have M, (hi) = M,(d;) = 0. We conclude to (4.17) by the
fact that wp = 0. Therefore |w®|4 is well defined and we do not need to ”take-off the
moments of w®”. X

Let us denote Q° = ©&° and H® = h®. We perform then the same cut-off as in Lemmas

4.8 and 4.11 and we have the following equation for wf

(4’2i0)<>| 05 ()|
d Q5 (¢ Q5 (¢
i gn
1 Ky o (IFEDNSTE | 199ENSTEDN .
= 56]15/Sd1b6( O( €1 i €1t >d &5
1 Ky g (HEEOUDXE] | IHEDEDY
+2§eﬂ§l/8d1b5( 5)< g T >d = 1)
LAl
€T

where the remainder term

1 > _ _ _ -
RE(€) = 3 /S | V(o) [2F(€)S7(ET) + Q(€T)SEN) + HE(EN) D7) + HE(ET)DA(¢)] dor
satisfies, for any ¢ € R?, |RE(¢)] < rK|¢|*, with rX — 0 as K — oo, and X depends

on moments of order 4 of df, s, h® and w®. To see this, we argue as in Lemma 4.11,

using that w® has vanishing moments up to order 3, see (4.17).
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We compute first T using the fact that ||S¢[|, <2

|Q€(£)| K 3 14 c—14
b . + d
Tl S (;;11[5 |£|4 >§S;H§1 /gdl £ (U f) (‘f ‘ ‘f ‘ ) g

Q2(&)]
< Ak sup .
ngRd €4

where Ak is the same that in the proof of Lemma 4.11. Next, we compute T5

H2(8)] D*(e) K, s <\§+\2\§—12>
b . = ]d
TQS(?&@ &P )(J’ &P )J’/S SO\ g )

< Wibldily sup [ ¥(o-€) (1-0-€) do
EERd Sd-1

< A e AN (Fo + 90) 7 |hol ol do 2

where we have used the estimates of Lemmas 4.8 and 4.11, and A. is defined in (2.18).
After these computations we obtain

410°(6)] (e 2°(0)]
— K A
di | e = e

and by Gronwall’s lemma

o 1250

cerd  §[*

+ A, e~ (1=mAt M4(f() + go)l_" ’do’%—i-n + TEK

K—Ag —(1—n)A

+7,K 1 — e(AK_K)t '
© K —\g
Finally, we conclude by relaxing the cut-off parameter K — oo and choosing (1—n)\ €

(0, \.) where ). is the same as in Lemma 4.11, therefore we have

(4.22) jwily < CyAe e MM (fo + 90) " (g0 — foly T

—(I=mAt _ J(Ax—K)t
e e
< A My(fo + o) |doly " ( >

(4.21)

We obtain the same estimation for ug.

Step 2. Consider the solutions f, g and h of (4.7) .

Let us choose A1 such that 0 < (1—n)A; < A, where \. — X € (0,00) as ¢ — 0. Then
we recover (4.22) with the exponent A; that does not depend on e. Hence, passing to
the limit € — 0, we have ¢° — f — h® — g — f — h (grazing collisions limit [28]), and in
the right-hand side of (4.22) we have A, — A € (0,00) (see (2.18)). Then it follows

l9¢ — fr — hula < Cy Ae™O"DME M (o + o) g0 — foly ™.
O

Lemma 4.13. Consider fy,g90 € Pg, r, v € Rg,, and the solution ¢, of (4.8). There
exists A1 € (0,00) such that for any n € [2/3,1], there exists Cy, such that we have

(4.23) gt — fo — he — welg < Cye” TTPMEM(fo + o) |go — fol3 "
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Proof of Lemma 4.13. We prove the lemma in two steps.

Step 1. Consider the solutions ¢, fi and hf of (4.10) and uj solution of (4.16). Define
Vi = g; — fi — hi — uj that satisfies

O = Qe (55, ¢°) + Qe (h°,w") + Qc(u, d°), ¥ li=0 = 0.

First of all, let us prove that ¢ has moments equals to zero up to order 5, more
precisely, for o € N¢,

(4.24) Vil <5, My(y;) = / v* 5 (v) dv = 0.
R4
In fact, as in the proof of Lemma 4.12, we can compute the c-moment of

(4.25)

d
Vel <5, EMOC(T/}?) = Z aa,8 Mp (7)) Ma—p(s7) + Z a8 Mp(hy)Ma—p(wp)
BLa B<La

+ )" aa,s Ma(r§) Ma—p(d5).

B
Since
w26) Vlal < 2, Mo(h) = Ma(dF) =0,
Vlal <3, Ma(wp) = Ma(r7) =0,
we deduce that
(1.27) Vial 5, S Ma(tf) = 3 o My (v5) Ma(5)

BLa

and we conclude thanks to 19 = 0. Then |¢°|¢ is well defined.
Denoting W& = 12)5 and U® = 4°, we perform the same cut-off as in Lemmas 4.8, 4.11
and 4.12, and it gives the following equation for 1y
(4.28)
€ €
P SGILEG]
dt1¢[° €1

<up [ g (NS, WENSEN) gy

¢eRd £|6 €6
1 A HeE(ED)||08 (6~ HeE(E|Qe (6T
1 K 2 (1UEEDID(E)] |UE(£_)||DE(£+)|> .
o L. @< g T e o =Ty
|RE]
_l’_

15
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where the remainder term

@%Dfészéédpﬂaéﬁwgﬂﬁgw+W%€wﬂéwuf@ﬂmgw

+HH(E)Q(ET) + US(ET)D(§7) + US(€7)D*(¢T) |do

satisfies, for any ¢ € R, |RE(¢)] < rK|¢|%, with rX — 0 as K — oo, and X depends
on moments of order 6 of d°, s, h®, w®, u® and ¥°. It easily follows arguing as in
Lemmas 4.11 and 4.13, using (4.27) and the bounds on moments of order 6.

We compute first T using the fact that ||S¢[|, <2

1< sup S sy [ 0G0 (164 416 o

£eR ’f‘G £eR

\I/{-:
< age up 1L
£eRd ‘5’

Let us analyse ag,

o= [ W@ (EP ) dr= [ 467 (1430-82) do
and we compute

aK—K:—/Sdlbf(a-é)(4}3) <1—(0'f)2>d0’

1 . )
o~ - be(o - £)m <1 — (o~ {)2> do =: —a, € (—0,0)
zj —Q € (—O0,0)

Next, we compute Th

HE(0)) 02 (¢) X A1<|5+|2|5—|4 |£+|4|£—|2>
b (o - €)= d
TQS(?&@ G )(?&5 HE )fﬁﬂ@/gu =05 e T e ) v

1/ .

< Wbldily sup [ 085 (1€ + 1€ P) do
§€Rd Sd-1

< Bree UM (fo + g0)" 7 [hol,ldoly ™

where we have used the estimates of Lemmas 4.8 and 4.12. We compute SBg

o= [ 0G5 (61 1P do

S S
X _Ae j\a
o =g g €00
A A
ATy 70

and we have the same estimate for 7T5.
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After these computations we obtain

d | pe pe 1 _
i \s% Lo \5% o e | rs%)‘ + 28T Ma(fo + 90)' 7 Mol 41
€
and by Gronwall’s lemma
|1Z)t(£)| . o e—(1=mXt _ (ax—K)t wf1- elax—K)t
su < 2B M + M dols™" +rt | —/—

We conclude by relaxing the cut-off parameter K — oo and choosing (1 —n)X € (0, a.),
therefore we have

(4.30) [Wils < Cy e ™M My(fo + g0)' " 1doly ™.
Step 2. Consider the solutions f, g, h and r of (4.7) .

Let us choose A1 such that 0 < (1—n)\; < @, where & — @ € (0,00) as € — 0. Then
we recover (4.30) with the exponent A\; with does not depend on e. Hence, passing to

the limit € — 0, we have g° — f* — h® —u® — g — f — h —u (grazing collisions limit [28]),
and in the right-hand side of (4.30) we have A, — A. Then

lg¢ — fo — he — 1el6 < Cy Ae™ DM MY (fo + g0) 3 g0 — fol ™.

Therefore the semigroup of the Landau equation
2, 1,(142n)/3 0,(2+1)/3 )
S € CA: N CAQ( m/ N CAQ( L (Pg,.r; Pg, ),

where Pg, is defined as Pg, but endowed with the distance associated to the norm

|- llg, = Il - lle (see Definitions 3.8 and 3.9), with Ao(f) = My(f)V/3 = Ai(f)Y/3.
Moreover there exists a constant Cy > 0 such that one has

4.31 su / <S°° ,+S°°2,>dt§C,

( ) reRI;l ) S ]012\20 S ]CXZO 4

which proves Assumption (A4).

Remark 4.14. In fact, we can deduce that

o
2 2
rzlﬁgl /0 ([Sfo]ckz(lﬂn)/s + [Sfo]cg,zmn)/a + [Sfo]cif + [S;X’]Ck;> dt < Cy.
However, coming back to the proof of Theorem 3.11 and from the proof of (A3) in
Lemma 4.10, we observe that we only need [®]c2,0 instead of [®]o1,n + [@]c20, so that
(4.31) is sufficient.

4.5. Proof of assumption (A5). We define the space of probability measures Pg, :=
Py(RY) = {f € P(RY); My(f) < oo} endowed with the distance distg, = W5, and the
constraints associated to the momentum and energy: mg,(v) = (Jv|?,v) and Rg, =
{(T7f) € Ry x Rd; r = ’f’2}7 so that Pg,, = {f S P2(Rd); <f7‘v‘2> =T, <f7va> =
7o for a = 1,...,d} for any r € Rg,. The following lemma proves (A5) with F3 =
Lip(R9).

) |
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Lemma 4.15. Let fy, g0 have the same momentum and energy, and consider f; =
S2°(fo), gt = S5°(go) the respective solutions to the Landau equation with Mazwellian
molecules. Then
(4.32) sup Wa(fi, gt) < Wa(fo, g0)-

t>
Proof of Lemma 4.15. Consider f;, g; the solutions of the Boltzmann equation with ker-

nel b, satisfying the grazing collisions (2.18) and with initial data fy and g, respectively.
We know from [26] that

iﬁg Walfi,g:) < Walfo, g0)

We know also from [28] that ff converges weakly in L' to a weak solution f; of the
Landau equation (grazing collisions limit). Moreover, both equations conserve energy
so we have, for all € > 0,

[ ks s = [P siw o = [P fafo) o
Using the fact that the Wasserstein distance W5 is equivalent to the weak convergence

in P(R?) plus the convergence of the second order moment (see [32]), and writing

Walft, 9¢e) < Walfe, fr) + Walfi, g7) + Walge, g5),
we obtain passing to the limit € — 0 that Wa(f;, ff) — 0, Wa(gs, ¢7) — 0 and hence

sup Wa(ft, g1) < Wa(fo, 90)-
t>0
O

4.6. Proof of Theorem 4.2. The proof is a consequence of Theorem 4.1, some re-
sults on different forms of measuring chaos from [15] and quantitative estimates on the
chaoticity of initial data from [5].

Proof of Theorem 4.2 (1). Thanks to Theorem 4.1, taking ¢ = 2, we have for all ¢ =
H1 ® ¢y € FO? that
| (I(FY) = 72

su <C |\ Ww, (rpFy',0s) + =],
S we (TP Fo”0n) + 7

where we recall that ||¢]| = [(14]€|%)|6(€)|. Then we observe that, for > 0, applying
Cauchy-Schwarz inequality,

lp1llF = /(1 +1E0) (L + 1P 1111 + [¢17) /7 dg

<o faripr M)P)m (fa+ \5!2>—’“>1/2.

The first integral in the right-rand side is the norm ||¢1]|ge+- and the second one is
finite if 2rr > d. We have then H® C F for s > 6 + d/2 which implies

1
43 s () - £ < C (Wi (R0 + )
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Let us denote My = M(IIo(EN)) + My (f%?). Thanks to [15], for any 0 < a <
k(dk + d + k)~! there exists C' := C(a, d, s, M},) such that

Wl (Fth ff@N)
N
which implies with (4.33)
Wl(Fth PN)
N

Now, we have just to estimate the first term of the right-hand side of (4.33).
We have from [5, Proof of Theorem 8] that for any 0 < 8 < (7d + 6)~! there exists
C = C(p) such that

<C (HHz(FtN) N N‘%> :

(4.34) < ¢ (Waw, () FY, 1§83 4 N5,

Wi, (mB Fy,67,) < C NP,

We assumed that Mg(fo) is finite, which implies by construction that Mg(Ila(FLY)) is
also finite. Then, for all ¢ > 0 we have Mg(f;) finite (see [29]) and Mg(IIo(F)) also
finite (see Lemma 4.7). We can conclude gathering the last equation with (4.34), k =6
and s > 6+ d/2. O

Using this result, we can prove the second part of the theorem following [22].
Proof of Theorem 4.2 (2). We split the expression into

W(FYAY) - WaEN ) WA |
N = N + N + 1 (ft7 7)7
where « is the equilibrium Gaussian probability with zero momentum and energy & =
[ |v|*dy. For the first term we have from point (1) that for all € < 9[(7d + 6)2(d +9)]
there exists C, such that

Wl(FtN7 t®N) < (O N~€
N — €

The second term can be estimated by [5, Theorem 18]

RN N
Wl(’YNa’Y )SON_G,

for some 6 > e. For the third term, thanks to [29, Theorem 6] we have

Wi(fe, ) < 1(fe = M)l < Ce™™.
for contants C' > 0 and A > 0. Finally, putting together these estimates it follows
W (F’th IVN)
N

Moreover, consider hiv the Radon-Nikodym derivative of FtN with respect to %, i.e.
hY = dF} /dv"N. Thanks to [18], for all N € N* and ¢ > 0, it holds

(4.35) < CLUNT +e M),

1Rt = U pagsney.anmy < € MIRG = Ll agsm e anys

where A\; > 0. Since F}¥ = [f(‘]g’N]SN(g) and fy € Pg(R?), it is possible to bound the
right-hand side by

”hév - 1HL2($N(E),d«,N) < AN,
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with A > 1 that depends on fy. Hence we deduce, with ¢ : R*V — R,

Wi(FY,AY) = sup G(dFN — dy™)
ll¢llco,1 <1 JRIN

N
, N 4 N
g/RdN;deF ol

< NEV2IRY = 1 pasn(e).an)
< NEV2IRY = 1 p2sn(8).ar)»
which implies
N

Define N(t) by N(t) := A\t (2log A)~! for some § > 0. Then, choosing (4.35) for
N > N(t) and (4.36) for N < N(t) it yields, for all N € N* and t > 0,

Wl(FtTN”YN) < p(t) = min {Cé (N(t)—a +6—At) ,e_%lt}y

with a polynomial function p(t) — 0 as t — co.

(4.36) < ANe=Mt,

5. ENTROPIC CHAOS

We can define the master equation (2.29) on R4 or SV (&) thanks to the conservation
of momentum and energy, hence for g% € Py (RYY) and fV € Py (SN (£)) we have

(5.1) o(g ) = (¢V.GVy), Ve CGRM)
(5:2) o (fN.0) = (fN.GNg),  VeoeCHSN(E)),
where G is given by (2.29).
Suppose that g is absolutely continuous with respect to the Lebesgue measure (and
we still denote by ¢" its Radon-Nikodym derivative). Taking ¢ = log ¢" in (5.1), we

obtain an equation for the entropy of gV, i.e. H(g") := fRdN gN log gV dV,
(5.3)

d N N
— 1 dv
dt /RdN g 089

1 / <VigN Vig" ) <Vi9N Vig" ) N
= —— a(v; — v; — : - g dv <0,
IN ZZJ: RAN ( J) N N N gN

g g g

since a is nonnegative.

Considering now fV absolutely continuous with respect to vV, the uniform proba-
bility measure on SV (&), and denoting by hY := df" /dy" its derivative, we want to
obtain the equation satisfied by the relative entropy of f with respect to 7V, given by

(5.4) H(fNAN) = /SN AN log BN dyV.

For this purpose we could take ¢ = log h" in (5.2), but we have to give a meaning to
V;hYV for a function A"V defined on SV.
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Let us consider h a function on SV () and we define h on RN by

vV — M(V)
EWV)

where E(V) = NP8 o = M(V)]2, M(V) = N"1 SN v and the functions p and
7 are smooth.

Denoting by Vgv the gradient with respect to S™V(£) and by V, the gradient with
respect to its orthogonal space (SN )L, we can decompose the gradient on RV

(5.5) (V) = p(EV)) n(M(V)) <5 > ., YV eRW,

(5.6) Vgaxh =V h+Vsnh=(Vipn)h+pmVsvh=(Vlog(pn)h+ pnVsnh.

For h we can compute Vﬁl e Rd, for1<i< N, as

= (VRleNL . em) ,

(o
b 1<a<d

Vih = (8 h>1gagd
where (€;4);5 = 0ij0as € R¥V. Hence by (5.6), forall 1 <i < N and all 1 < a < d,

B, b= (V1 10g(pn) - eia) h+ p1 (Vnh - €i0).

Now, observing that (V| log(pn) - (€ia — €j,a))i<a<d is proportional to (v; — v;) and
using that a(z)z = 0 for all z € R%, we can evaluate the expression

a(vi—v;) (Viﬁ - Vj%)'(vi% - Vﬂ'%) = (pn)? (vi=0;)(Vsyh=Vsxh)-(Vsyh=Vsyh),
where we define
(5.7) VsiNh = (Vsnh-€ia)i<acq-

Since we have the following Fubini-like theorem for Boltzmann’s spheres (see [8, 5])

[ s nmnana (n (s M0 ) ay

~ ([ Bwerm) dam) ( / ey A va> ,

for some functions A and B, thanks to (5.3) with h = A" and h = g", we obtain the
equation for the relative entropy H(fV|y"V),

(5.8)

(5.9)
d
— N log BN dy™
dt SN (&)
N N N N
B AR Y LA Rl By UL PR
N o Jsve) J hV h h hN
= -DN(FY) <o,

and DV is called the entropy-production functional. This implies

1 1
(5.10) FHE P+ [ DY EN ds = 4 HE )



46 KLEBER CARRAPATOSO

Moreover for the limit equation we have [29]

iH(f) ;:%/flogfdv =: D(f)

dt
\% Vi [+ \% Vi [+

and then for the relative entropy H(f|y) = [(f/7)log(f/7)~y(dv) we obtain

(5.11) H(fuly) + /0 D(f.)ds = H(fol).

We are able now to prove the following result, which will be useful in the sequel.

Lemma 5.1. If FN is f-chaotic, then
. N| N NN
< - <
H(fly) < l}\%gof N H(F*|yY) and D(f) l}\%gof DY (F™).

Proof of Lemma 5.1. The lower semicontinuity property of the relative entropy is proved
in [5, Theorem 21], thus we prove only the second inequality.
Let us denote Vi3 = V1 — Vo, VS{E = VS{\’ — Vsé\’a and for all z,y, z € R? we denote

a(2)zy = (a(z)x) - y. Since a is nonnegative, considering a function ¢ : R? — RY, we
have

a(vy — v2) (Vm log f1f2 — g) <V12 log f1f2 — g) >0,

which gives the following representation for D(f),

D(f)=5 sup // a(vy — v2) V1210gf1f2) 90} fifadvy dvo

go :R2d—Rd

= sup / —Viz - (a(vi —v2)p) — a(v) — ’02) } f1fadvy dvg
2 24, Rd

where f; = f(v1) and fa = f(v2). Let ¢ > 0 and choose ¢ = ¢(vq,v2) : R? — R such
that

)—e< 3 / —Via(a(vr —v2)e )—0(1)1—112) }flfzdvldv2

For the N-particle entropy-production D” defined in (5.9), we have by symmetry

1 N N
DN (EN)
SRR - Vsp b Vph\ (VephT VeyhT\ Ly
TN 2 T T W W W 7
N(N —1)
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and then liminfy oo N"'DN(FN) > liminfx_ o0 D%(FN). For ® : RN — R? & ¢
Cl}, we have, with F¥ = pVNAN,

1
DY (FN) = 3 /SN a(vr — v2)Vgy log B - Vg log h™ h™Y dy™

1

=—  sup / a(vy — v9) <V3N log hN® — <I><I>/4> RN dyN
2 g:RdN sRd JSN '

1 _ N N _ 22 N N

= —sup a(vy —v2)Vgnh"™ ® dy a(vy — v2) R dy™ b
2 & SN 12 SN 4

Choosing ®(V') = ¢(v1,v2) we obtain, using (5.7),

1 1
DN(FN) > —/ a(vy — v2)Ven b pdy™ — —/ a(vy — vg) LN dy™
2 SN 12 2 SN 4
1 d
(5-12) > 5 VSNhN ’ [(el,a - 62,01) aaﬁ(vl - U2) (Pﬁ] d’YN
SN
CV,B::L
1 PPN N
- = —vg) —h" d
5 /SN a(vy — vg) 1

We need an integration by parts formula for the first term on the right-hand side, thanks
to [5, Lemma 22|, for a function A and a vector field ¥, we have

AN —1)—1

AW RY) V(W) o

/ {VSNA(V) ~U(V)+ A(V)divgy O (V) —
SN
with

1 L& N v,
(5:13)  divex U(V) = div¥(V) - - Z > 0, 5(V) - Z SV v, ﬁ
Taking U(V') = (e1,0 — €2,a) @as(v1 — v2) pg We obtain

/SN VSNhN : (el,a - 62,@) aaﬁ('Ul — ’[)2) G d’yN
; dN-1)—1
= — /SN vy divgn [(el,a - €2,o¢) (020} (Pﬁ] dny + % /SN vy GaB P8 (el,a _ 6270) . Vd"}/N

Since (e1,4 — €2,4) - V = (V1,4 — V2,4), when performing the summation a, 8 =1 to d in
the second term of the right-hand side of last equation, we obtain

RN a(vy — v)(v1 — va) @dyN = 0.
SN
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For the first term, thanks to (5.13),

d
Z / WY divgn [(e1.0 — €2.0) Gap pa] dYY
a,f=1 SN

= Vig - (a(vy —v2) @) BN dyN
SN
d
! N N
— Z V2 Jsn {v1 - Vi(aag pp) +v2 - Va(aas vs)} (V1,0 — v2,0) B dy
a7B:1

Getting back to (5.12) with last expression, we split the integral over (vy,vy) and

SN (v1,v2) == {(v3,...,vy) € RINV=2: vV € SN} use that [V|? = EN and fSN(vl v2) AN dyN =
FN, which yields
(5.14)
1 1
D{g(FN) > —5/ Viz - (a(vy —v2) @) FQN(?}l,Ug)d’Ul duy — 3 // a(vy — vg) %’D FQN(’Ul,Ug)d’Ul dvsy

d
1
+0 <N> Z // {v1 - Vi(aas 9s) +v2 - Va(aap ©5)} (V1.0 — v2.0) Fs' (v1,02) dvy dovs.

avﬁzl
Passing to the limit N — oo, since F2N — f92 we obtain

. 1
lim inf D%(FN) > — / {—Vlg “(a(v1 — v2)p) — a(vy — Ug)%} fifadvy dvy > D(f)—e
N—o0 2 4
and we conclude letting € go to 0.
O

We define the Fisher information of G € P(R) that is absolutely continuous with
respect to the Lebesgue measure by

2
I(G) = / [VRan GI* dv.
RaN G

Moreover, for a probability measure F' € P(SY(&)) absolutely continuous with respect
to vV, we define the relative Fisher’s information by

Vsnhl|? dF
5.15 I(F|AN) = [Vsnh|® dN. p= 2
(5.15) (F|v™) /SN(E) . 7, N

where Vgn stands for the gradient on SV (&).
We can now give the following result.

Lemma 5.2. Let FY¥ € Py (SN (E)) with finite relative Fisher information I(F{|[yN).
For all t > 0 consider the solution F of the Landau master equation (2.29). Then we
have

I(FN YY) < I(E W)

Proof of Lemma 5.2. Denote hYY := dFY /dy"N and, for all t > 0, b)Y := dEN /dyN.
Consider hY defined on R given by (5.5) and define then F¥ = hl¥N.# a solution of
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(5.1), where . is the Lebesgue measure on R4, Following [22, Lemma 7.4], we claim
that is enough to prove that

" hV|2 hV|2 "
I(F)) = / Vearh' " oy, / Neoho "y . p(75).
RAN hl{V RAN héV
Indeed, this equation, (5.6), (5.8) and the conservation of momentum and energy yield

~ N N |2
1Y) = .4 log(om) 2 + ( [ B d dM) ( / [Vsxhi | M)

+xRd N (&) hl{V

< |V log(pm)* + (/R

which implies, dropping the time independent terms,
I(EY YY) < I(FY ).

Now, let F}]\é € Py (SY(€)) be the solution of the Boltzmann master equation (2.8)-
(2.9) with collision kernel b. satisfying the grazing collisions assumptions (2.18) and
initial datum FJ € Pyym (SN (£)). Then we have from [22, Lemma 7.4], for all ¢ > 0,

+ xRd Ney o hy

N2 _
B(p(€).n(M)) de dM) ( /S MM) — (R,

where ﬁON , Ej\; € Psym(RdN ) are constructed as before.

Since ﬁtj\é weakly converges towards EN when ¢ — 0 and the Fisher information
functional is weakly lower semicontinuous, we obtain

I(FMN) < nmi(]]aff(ﬁgg) < I(FY)
e—> ’
and that concludes the proof.
O

Now, with the definitions of relative entropy (5.4), relative Fisher information (5.15)
and the notion of entropic chaos, described below, we are able to state our main theorem
of this section, concerning the propagation of entropic chaos.

Let FN be a sequence of probability measures SV (€) such that F}¥ weakly converges
to f in measure sense, for some f € P(R?). We say that FV is entropically f-chaotic if

H(FN|y™)

(5.16) I —

— H(fl)-

For more information on entropic chaos we refer to [4, 15, 5.

Theorem 5.3. Let fo € P(RY) and F¥ € Py (SN (E)) that is fo-chaotic. Consider
then, for all t > 0, the solution F}N of the Landau master equation for Mazwellian
molecules (2.29) with initial condition F({V, and the solution fi of the limit Landau
equation for Maxwellian molecules (2.10)-(2.11) with initial data fo.
Then we have:
(1) If F(fv is entropically fo-chaotic, then for allt > 0 FY is entropically f:-chaotic,
more precisely

1
CHE DY) — H(fil) e N
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(2) Consider fo € Pg(R?) with I(fo|y) < oo and F = [fég)N]SN(g) € Pym (SN (E)).
Then, for all t > 0, F}N is entropically fi-chaotic, more precisely, for any 0 <
e < 18[5(7d + 6)%(d + 9)]~! there exists a constant C := C(e) > 0 such that

1 _
sup | H(F"[v™) — H(fi]7)| < CN~=.
>0
(8) Consider fo € Pg(R?) with I(foly) < oo and FY¥ = [f(?N]SN(g) € Py (SN (8)).
Then for all N it holds

1
< HEM ) < (o),

for some polynomial function p(t) — 0 as t — co.

Proof of Theorem 5.3 (1). The idea is from [22]. Using (5.10), (5.11) and the entropic
chaoticity at initial time, one has

t
F AU+ [ 5 DYEN s = LG Y

S B = HU) + [ DG ds.

By Lemma 5.1 one also has
t 1 t
i (1G4 + [ 5 0VENas) = g+ [ DGg)as
N—00 0 N 0

and we can conclude with these two last equations together with Lemma 5.1.
0

Proof of Theorem 5.8 (2). From Lemma 5.2 we know that, for all t > 0, N~ I[(FN|yV) <
N(EN|¥N) and the later one is bounded by construction [5], we deduce then that
the normalised relative Fisher’s information N~'I(FN |y") is bounded. Since the limit
Landau equation for Maxwellian molecules propagates moments and the Fisher’s infor-
mation’s bound [29, 30], we have, for all ¢ > 0, Mg(f;) and I(f|7y) bounded.

We can then apply [5, Theorem 31] to F}¥ and we obtain that for any 8 < (7d+6)~"
there exists C’ = C’(8) > 0 such that

& HEY )~ H )| < € (M + N—B) .

VN

We have then to estimate the first term of the right-hand side. From [15], the following
estimation holds,

1/10 2/5
WalFY, f2) o Ma(EY 1Y) WA (FY, f7)
VN = N N

where Mg(FN, f&N) = Mg(EN) + Mg(f2N). We observe that N~'Mg(FN, f&V) is
bounded since N~ Mg(f&N) = Mg(fi), N~'Mg(FN) < C N~ Mg(FY) by Lemma 4.7
and N~'Mg(FJV) is bounded by construction, thanks to the assumption Mg(fp) finite.

(5.17)
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Finally, Theorem 4.2 and last equation (5.17) imply that for any e < 9[(7d + 6)%(d +
9)]7! and any 3 < (7d 4 6)~! there exists a positive constant C' = C(e, 3) such that

(519) S HEN DY)~ H(fib)

which concludes the proof.

<C (N—2E/5 + N—ﬁ> ,

O

Proof of Theorem 5.3 (3). By the HWI inequality [32, Theorem 30.21], for all ¢ > 0, we
have
H(FNyY) I(FN YY) Wa(FY,AN)
N N VN ’
From Lemma 5.2 we have N~I(FN|/Y) < N7 (F)N|yY) < C for some constant
C > 0 independent of N, by construction. Moreover, thanks to Lemma 4.7 and (5.17)
we deduce

s
<
-2

WQ(FtN/yN) <C (WI(F’tN77N)>2/5
NS N |

Gathering these two estimates with point (2) in Theorem 4.2 it follows

NN N Ny\ 2/5

for a polynomial function p(t) — 0 as t — oc.
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