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Abstract

This paper is concerned with the inverse scattering problem of electromagnetic waves from penetrable
biperiodic structures in three dimensions. We study the Factorization method as a tool for reconstructing
the periodic media from measured data consisting of scattered electromagnetic waves for incident plane
electromagnetic waves. We propose a rigorous analysis for the method. A simple criterion is provided
to reconstruct the biperiodic structures. We also provide three-dimensional numerical experiments to
indicate the performance of the method.

1 Introduction

We consider inverse scattering of electromagnetic waves from penetrable biperiodic structures in three di-
mensions. By biperiodic, we mean that the structure is periodic in the, say, x1- and x2-direction, while it
is bounded in the z3 direction. The inverse problem that we treat in this paper is the shape reconstruction
of a biperiodic medium from measured data consisting of scattered electromagnetic waves. We consider
plane electromagnetic waves as incident fields. The problem that we study here is motivated by the impor-
tant applications of periodic structures in optics. Applications include diffractive optical filters and organic
light-emitting diodes, and non-destructive testing is an important issue to guarantee the functioning of such
devices.

Inverse scattering from periodic structures has been an active field of research in the last years. Uniqueness
theorems for determining periodic scattering objects from the knowledge of scattered fields can be found
in e.g. [1,8,9,17,32]. In the general context of acoustic and electromagnetic inverse scattering, qualitative
methods has been received much considerable attentions, see Chapter 5 of [20]. Among those methods, the
most developed is the linear sampling method which was first introduced in [13] for the scalar case of obstacle
inverse scattering. It aims to compute a picture of the shape of the scattering object from measured data.
Since the method is relatively rapid and does not need a-priori knowledge, it has attracted much research
in recent years. Omne can find recent developments of the linear sampling method in [10,11]. The linear
sampling method has been extended to inverse scattering involving periodic media, in [15,16,33]. However,
in spite of the advantages of the method, a full mathematical justification still remains open, see [10]. Some
results on the justification of the linear sampling method have been recently obtained in [3,6].

As an attempt to improve the linear sampling method, the so-called Factorization method has been
developed in [18,21]. The latter method has rigorous justification, keeps the previous advantages and of course
is an interesting tool for reconstruction problems in inverse scattering. However, there is only a restricted
class of scattering problems to which the Factorization method can be applied, see [20]. Recently this method
has been extended to periodic inverse scattering problems. In [4,5] the authors studied the Factorization
method for the imaging problem of impenetrable periodic structures with Dirichlet and impedance boundary
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conditions. The paper [23] considered imaging of penetrable periodic interfaces between two dielectrics in
two dimensions.

In the present work we aim to study the Factorization method as a tool for reconstructing three di-
mensional biperiodic structures for data consisting of scattered electromagnetic waves. More specific, the
measured data that we consider here are the coefficients of evanescent and propagating modes of the scattered
fields in the radiation condition. Given those coefficients of tangential components of the electromagnetic
scattered fields, the inverse problem is then to determine the three-dimensional penetrable biperiodic scat-
terer. As presented in the rest of the paper, the Factorization method is shown to be an efficient tool to
our imaging problem. From a full mathematical justification of the method, a simple criterion for imag-
ing is shown to work accurately in the three-dimensional numerical experiments which, to the best of our
knowledge, are the first numerical examples for this method in a biperiodic setting.

Our analysis extends approaches in [4,20,22] to Maxwell’s equations in a biperiodic setting. We adapt
the special plane incident fields introduced in [4] for the periodic scalar case to the vectorial problem, which
allows us to suitably factorize the near field operator. Further, a modified version of the method studied
in [22] treats the case that the imaginary part of the middle operator in the factorization is just semidefinite.
Since this generalization is of some importance for the problem under consideration, we give a complete
proof. Finally the necessary properties of the middle operator are obtained by the approach in [20] for
obstacle inverse scattering of electromagnetic waves.

The paper is organized as follows: In Section 2 we introduce the direct problem and set up the cor-
responding inverse problem. Section 3 is dedicated to study the factorization of the near field operator.
Section 4 contains an abstract result on range identity theorem with complete proof. We derive the nec-
essary properties of the middle operator in the factorization in Section 5 while a characterization of the
biperiodic structure is given in Section 6. Finally, section 7 is devoted to numerical experiments to examine
the performance of the method

2 Problem Setting

We consider scattering of time-harmonic electromagnetic waves from a biperiodic structure. The electric
field £ and the magnetic field H are governed by the time-harmonic Maxwell equations at frequency w > 0
in R3,

curl H +iweE = oF  in R3, (1)
curl E — iwpoH =0 in R3, (2)

Here the electric permittivity € and the conductivity o are real bounded measurable function which are
2m-periodic in z; and x2, and pg is the positive constant magnetic permeability. Further, we assume that ¢
equals g9 > 0 and that o vanishes outside the biperiodic structure. As usual, the problem (1)-(2) has to be
completed by a radiation condition that we set up using Fourier series.
Let us denote the relative material parameter by
_e+tio

& 1= .
€0

Note that €, equals 1 outside the biperiodic structure. Recall that the magnetic permeability ug is constant
which motivates us to work with the divergence-free magnetic field, that is, div H = 0. Hence, introducing
the wave number k = w(eouo)'/?, and eliminating the electric field E from (1)-(2), we find that

curl (e ' curl H) —k*H =0 in R® (3)

Now we define that a function u : R3 — C3 is called a-quasiperiodic if, for a := (a1, a9, 0) and (1, 29, 23) T €



R3,

27Ti011

u(wy + 27,22, 23) =€ u(wy, 2, 3),

u(xy, xe + 2w, 23) = 62’Tia2u(x1, Ta, X3).

Assume that the biperiodic structure is illuminated by a-quasiperiodic incident electric and magnetic fields
E* and H", respectively, satisfying

curl H + iweg B = 0, curl B — iwuoHi =0 inR3

Simple examples for such a-quasiperiodic fields are certain plane waves that we introduce below. We wish to
reformulate (3) in terms of the scattered field H?®, defined by H® := H — H*. Straightforward computations
show that curlcurl H* — k2H* = 0, and

curl (g7 ' curl H®) — k*H® = — curl (geurl H')  in R?, (4)

where q is the contrast defined by

gi=e; ' —1.
Since €, is 2m-periodic in x; and x5, and the right-hand side is a-quasiperiodic, we seek for an a-quasiperiodic
solution H*. Hence the problem is reduced to the domain (0,27)? x R. We complement this problem by a
radiation condition that is set up using Fourier techniques. Since the scattered field H® is a-quasiperiodic,
the function e '*®H* is 27r-periodic in =1 and 2, and can hence be expanded as

e—iomcHs(x) — Z f{n(xg)ei(nlm1+ngm2), T = ($1,$2,$3)T c R3. (5)
nez?

Here the Fourier coefficients ﬁn(xg) € C3 are defined by

1 27 27 .
H,(x3) = m/ H®(x1, 30, 73)e " * dxy dxg (6)
o Jo

where
Qp = (041,n,042,n,0) = (a1 +ny, oo + ng,O).

We define, for n € Z2,
ﬂ — V kQ - |an|2; kQ Z |04n|25
LR T/ = AR E DY

and for some technical reason we assume in the following that
Bn#0 for all n € Z2.

Recall that £ equals one outside the structure. This means ;1 = 1 and ¢ = 0 for |z3| > h where
h > sup{|z3| : (w1,72,23)" € supp(q)}. Thus it holds that div H® vanishes for |z3| > h, and equation (4)
becomes (A +k?)H* =0 in {|z3| > h}. Using separation of variables, and choosing the upward propagating
solution, we set up a radiation condition in form of a Rayleigh expansion condition, prescribing that H® can
be written as
He(z) = Z HEellonatbnlea=hD)  for po > 4p, (7)
nez?

where (H¥),,cz2 are the Rayleigh sequences given by

n

n

. . 1 27 27 .
HE = H,(th) = 4—772/ H?(z1, 22, £h)e ' dxy daxe, n€ Z2.
o Jo



Note that we require that the series in (7) converges uniformly on compact subsets of {|z3| > h}. Further,
note that only a finite number of terms in (7) are propagating plane waves which are called propagating
modes, the rest are evanescent modes which correspond to exponentially decaying terms.

Denote by D the support of the contrast ¢ in one period  := (0,27)? x R. We make an assumption
which is necessary for the subsequent factorization frame work.

Assumption 2.1. We assume that the support D C § is open and bounded with Lipschitz boundary and
that there exists a positive constant ¢ such that Re (q¢) > ¢ > 0 and Im (q) <0 almost everywhere in Q.

Considering a more general source term on the right hand side of (4), we have the following direct
problem: Given f € L?(D)3, find u : Q — C? in a suitable function space such that

curl (7 ' curlu) — k*u = — curl (q/\/Hf) in Q, (8)

and u satisfies the Rayleigh expansion condition (7). In the following, a function which satisfies (7) is said
to be radiating. It is also seen that if u is a solution of (4) then w solves (8) for the right hand side of

fzcurlHi/\/m.

For a variational formulation of the problem, we define, for any Lipschitz domain O,
H(curl, 0) = {v € L*(0)? : curlv € L?(0)3},
Hyoe(curl,R?) = {v: R® — C? : v|p € H(curl, B) for all balls B C R},
Hy joc(curl, Q) = {u € Hyoe(curl,Q) : u = Ulq for some a-quasiperiodic U € Hioe(curl, R?)},
and
Qn = (0,2m)* x (=h,h)  for h > sup{|as| : (z1,20,23)" € supp(q)},

with boundaries 'y, := (0, 27)? x {£h}. The variational formulation to the problem (8) is to find a radiating
solution u € Hyg 10c(curl, ) such that

/(5;1cur1u-curla—kzu-i)dx = —/ a/V]alf - curly da (9)
Q Q

for all ¢ € Hy 1oc(curl, ) with compact support. Existence and uniqueness of this problem can be obtained
for all but possibly a discrete set of wave numbers k, see e.g. [7,14,29]. In the sequel we assume that (9) is
uniquely solvable for any f € L?(D)? and fixed & > 0. Then we define a solution operator G : L?(D)3 —
¢2(2?)* which maps f to the Rayleigh sequences (i ;, iy ;, 0y ;, U5 ;)jez of the first two components of
u € Hy 1oc(curl, 2), solution to (9). Note that the Rayleigh sequences 12?[1 5),; are given by

. 1 27 27 . )
u?[lﬂ),j = m/ / u(1,2)(x1, v2, £h)e ™ dry day, j € 7. (10)
o Jo

Now we introduce the notation b = (by,ba, —b3) T for b = (by,ba,b3)" € C3. To obtain the data for the
factorization method we consider the following a-quasiperiodic plane waves

sp;l)i = p;l)ei(aj'm-i-ﬁjms) iﬁ‘gl)ei(a_j'm—ﬁjmii)’ 1=1,2, jeZ? (11)

where pgl) = (pgl)J, pé{)J-, pgl)]) € C3\ {0} are polarizations chosen such that, for all j € Z2,

i) p§1) X p§2) =cj(arj,a04,0;)", for¢; € C\{0}. (12)

ii) [p] = [p] = 1. (13)



Together with the assumption that 8; # 0 for all j € Z?, such polarizations are linear independent. One
possible choice is

1 2
2 = (0,8, =02,) /(18" + 03,)Y%, p = (=5;,0,00,5)/ (18 + o )%
Note that ga( )% are hence divergence-free functions for all j € Z% [ = 1,2. Due to the linearity of
the problem, a linear combination of several incident fields will lead to a corresponding linear combi-
nation of the resulting scattered fields. We obtain such linear combination using sequences (a;);czz =

(aélH_, gl)_, a§2)+, §2) )j€Z2 € (?(Z?)* and define the corresponding operator by
\/E Z B,w; [ *eurl <p§ oy a§2)+ curl 90(2) + agl)f curl 50;1)7 + a§-2)7 curl 30;2)7 , (14)
JEZ2
where
) k> > az,
Wi = exp(—iBjh), k? < a?

Note that we divide by B;w; to make later computations easier.

In our inverse problem the data that we measure are the Rayleigh sequences defined in (10). We know
that only the propagating modes are measurable far away from the structure. However, it follows from [17]
that we need all the modes to be able to uniquely determine the periodic structure. Hence the operator that
models measurements from the periodic inhomogeneous medium of scattered fields caused by the incident
fields (14) is referred to be the near field operator, denoted by N. We define N : £2(Z?)* — (%(Z?)* to map
a sequence (a;);ez2 to the Rayleigh sequences of the first two components of the scattered field generated
by the incident field H(a;) defined in (14), i.e

[N(G’J)]n = (afnvﬁinvﬁ;nvﬁin)neZ%

where u € Hq 1oc(curl, ) is the radiating solution to (9) for the source f = H(a;). Then from the definition

of the solution operator we have
N =GH. (15)

The inverse scattering problem is now to reconstruct the support D of the contrast ¢ = e;* — 1 when the
near field operator N is given. Note that it is not clear yet that N is a bounded linear operator, but we will
prove this in the next section.

3 Factorization of the Near Field Operator

We study the inverse problem of the previous section using the factorization method. One of the important
steps of the latter method that this section is devoted to is factorizing the near field operator. Before doing
that, in the next lemma, we show some properties of the operator H : ¢?(Z*)* — L?(D)? and its adjoint H*.
We need the sequence

*

w

N

| exp(—iB;h), k2 > a?,

Rt k2 < a?

Lemma 3.1. For p( (pgl)jap;l)ypgl)j) j €72 1 =1,2, defined as in (12) and (13), the operator H :
02(Z2)* — L?(D)3 is compact and injective, and its adjoint H* : L?(D)3 — (?(Z?)* satisfies

Dot iy Dt o)
M(ul,j +y ;) "‘%(Uz,j + g ;)
(2)~+ "= (2)r~+ o
(H* )y = sm2y | e+ i) P RaglBa $82) | g (16)
Zﬁ(ul,j — a7 ;) "‘%(%,j —y ;)
2) - L 2, o
Pt — ) + P (i — )



where (ﬁfj,ﬁij,ﬁ;j, Uy ;)jez2 are the Rayleigh sequences of the first two components of u € He,oc(curl, 2),
the radiating variational solution to curl® u — ku = curl(y/]q[f) in Q.
Proof. For [ = 1,2 and j € Z2, we have

l)+
/ H(a;)fdr = Z [ / V0dlf - curlgo( T dz + Z
D 1=1,2

jez? ﬁjw] 1= 125J J

curl o+ cui(l)
(o ([ v (555 Yo | v (M55 Yar))
J j J ‘7 42(22)4

Note that the equation curl®u — k2u = curl(y/]¢|f) in Q with Rayleigh expansion condition is uniquely
solvable for all wave number k > 0. The Fredholm property can be obtained as in [7,14,29], and using

integral representation formulas from Theorem 3.1 in [28] one shows the uniqueness. Now we define vj(l)i
gay)i/(ﬂjwj) and consider a smooth function ¢ € C°°(R) such that ¢ = 1 in (—=h,h), ¢ = 0 in R\ (—2h, 2h).
Then ¢v§l)i belongs to H,(curl, Q) with compact support in {|x3| < 2h}. Assume that u € Hy 1oc(curl, Q)
is the variational radiating solution to curl® u — k*u = — curl(\/Hf) in 2. We have

/ Vialf - Curlv§l)i dx = / (curlw - curlv;l)i — ku- yj(.l)i) dz
D

Qp,

/\/Ef curlgp dx]

+/ (curlu - curl(¢v; PO ) — kQu-¢v§l)i)dx.
Q2p\Qp

(OF=

Now using Green’s theorems and exploiting the fact that v;”~ and u are divergence-free solutions to the

Hemholtz equation in R? and Q \ €, respectively, we obtain that
alf- curl\"* do = e3 x curlu - ol e3 X curlv(l)jE u)ds
D J j

T'n

J

= </ —/ ){8311;{ Uz — O3z v2l)i —l—a 7» agulvilzi ds. (17)
n F_n

Note that we have

—|—/ (e3 X curlv(l) -u—e3 X curlu - v(»l)i) ds
|

)

O+ _ [ P1 iB;x3 —iBx3\ —ia;-x

v, = e’ _|_ e J e J ,
L (ﬁjw] >( )

O]

. p i3, i3 o

N
]

Then by straightforward computation we obtain

/ (83v(l)+ 83u1v(l)+ ds = u1 n/ 'm0y v(l)+ — 0 (l)+] ds =8 w*pgl)Julj.
IVY

nez?

Similarly we also have
/F (83v(l)+uQ - 83U2v( )+) ds = 87 w”‘pg)Ju2 I
h

/ (83vég»+uQ - aquvég»Jr + agvngul - 83u1v§g»+) ds = —872w’ (pgl)ju1 ; —l—pgl)quJ)
I'_pn



Now substituting the last two equations into (17) we derive

/ Vidlf - curlv % 4z = 8x2 w} (py () —l—pg)]qu—!—pgl)Jul]—!—pg)Ju;j)
Similarly we have

/ Vidlf - curlv() do = 87wj(~ pgl)jﬁf,j —pé)jﬁz_j +p§)ﬂ1j +p§l)ﬂ§,])

which shows that H* satisfies (16). Next we show the compactness of H*. This relies on the operator
W 02(Z2)* — (2(Z*)* defined by

S — T
1 1)— 2 2)—
pin @ + a7 4 pl) (0t + )
@), (F 4 W=y L @) @+ | ()=
g2 | Pl e ) (e +a ) . o2
Wllaeze) = =87"wj | G loe _ -y oD@+ _ oy | 0 T2 (18)
pij(a; a; ) +py(a; a;”"")
2 1 1)— 2 2 2)—
P2 (@i = a7y +p2) (0 = af?)

Since (w});ezz is a bounded sequence, and since the sequences (p(-l))jezz are bounded for [ = 1,2 due to (13),
the operator W is bounded. Now we define the operator

Q: L*(D)* — £*(2?)* (19)

which maps f to (afj,a;j,a;j,a;j) where u is the radiating variational solution to curlPu — K2u =
curl(h/|q|f) in 2. Then we have
H =-WQ. (20)

The following trace spaces are necessary for our proof: We define
Y (Din) = {f € H Y2(I'1y,)?| there exists u € Hy(curl, Q) with +ej x ulr,, = f}

with norm

”f”Y(Fih) n uEH(,L(curl,Qhl)r,ljfi;egT ><u|rih:f HUHH(Y(CIHLQh).
The trace spaces Y (I'yp,) are Banach spaces with this norm, see [26]. In the latter reference one also shows
that the operation u — ((0,0,£1) x u|r,,) % (0,0, +£1) is bounded from H, (curl, Q) into Y”/(I'+;) which is
the dual space of Y (I'1y).

Now we know that the operation which maps f € L*(D)? into u € H, 1oc(curl, Q), radiating variational
solution to curl® u — k?u = curl(y/]g|f), is bounded. Note that ((0,0,+1) x u|r,,) x (0,0, 1) = (u1, us,0).
We obtain that the operations f — (u1,us2,0)|r, and (uy,us,0)|r, — (a{j,a;j) are bounded from L?(D)3
into Y'(T',) and from Y'(T',) into £?(Z?)?, respectively. Similarly for T'_, we obtain that f — (i, ;, 1, ;) are
bounded from L?(D)? into ¢*(Z?)?. Together with the boundedness of the sequence (w});cz2, @ is a bounded
operator. We know that in a neighborhood of I'.;, u solves the Helmholtz equation. Hence elliptic regularity
results [25] imply that u is H?regular in a neighborhood of I'yp, thus, f — (u1,u2,0)|r,, is compact
operations from L?(D)3 into Y'(I'+y). Then @ is a compact operator and H* is compact. Therefore H is
compact as well.

To obtain the injectivity of H, we prove that H* has dense range. It is sufficient to prove that W
has dense range and all sequences ((J;1);ez2,0,0,0), (0, (§51)1ez2,0,0), (0,0, (6;1)1ez2,0) and (0,0,0, (6;1)1ez2)
belong to the range of @ (by definition, the Kronecker symbol d;; equals one for j = I and zero otherwise).



The operator W has dense range due to the fact that
S WM (1)

Prj Pij; P2y P2y

ol ) P GROIINCNON —2
dor| i P P P | - (0 - ) 1@ Ao

Pij “Pi; P25 “Pa;

) @ @ ©)

b1 —P1j; P2; P2
due to the property (12) of the polarizations. Now we show that ((0;;);ez2,0,0,0) belongs to the range of
@, and the other cases can be done in a similar way. We choose a cut-off function x; ; € C*(R) such that
x1,;(t) =0 for t <0 and x(t) = 1 for t > h/2. Then (z1,z2,x3) — Xx1,;(x3) exp(i(e; - = + B;(xs — h)) has
Rayleigh sequence ((0;1);ez2,0). For all j € Z2, we define
i) = (x1,5(23),0,x3,5(3)) " exp(i(a; - & + B;(w3 — h)),
where o
X3’j($3) = —ia17j€7iﬁjw3 / ei,BthLj (t) dt.
0

Then divp; = 0 in  and the Rayleigh sequences of the first two components of ¢; are ((;1);ez2,0,0,0).
Next we show that there exists f; € L?(D)? such that curl® p; — k%¢; = curl(y/]q|f;) in Q holds in the
variational sense. Set

g;(z) = curl® ;(x) — k*p;(x), z€Q,
then we have div (g;) = 0 in Q which also implies that

/ g;-vds =0.
th

Therefore, due to Theorem 3.38 in [26], there exists 1; € H'(£2),)? such that

g; =curly; in Q.
Define f; = \/|q|_1wj, then f; € L?(D)? and we have, in the weak sense,

curl® p; — k2p; = curl(\/]q|f;)  in Q.
Together with curl? 0;j —k*p; = 0in Q\ Qp, we complete the proof. O

Now we show a factorization of the near field operator IV in the following theorem. To this end, we define
the sign of ¢ by

sign(q) := Tk

Theorem 3.2. Assume that q satisfies the Assumption 2.1. The operator W is defined as in (18). Let
T : L*(D)® — L*(D)? be defined by T'f = sign(q)(f + +/|q| curlv), where v € Hy joc(curl, Q) is the radiating
solution to (9). Then the near field operator satisfies

WN = H*TH.

Proof. We recall the operator Q in (19) that maps f € L?(D)3 to the Rayleigh sequences (afj, iy, ﬁ;j, 112_])
where u is the radiating variational solution to curl®u — k?u = curl(y/]q]f) in Q. By definition of the
solution operator G we have Gf = (afj, (CRE ﬁ;j, ﬁQ_J) where u € Hy 1oc(curl, ) is a radiating weak solution
to curl(e; P curlu) — k?u = —curl(q/\/]g[f). This means that curl®u — k*u = — curl(y/|q[sign(q)(f +
Vgl curlv)), thus, Gf = —(QT)f. Now due to the fact that N = GH we have

WN=WGH =-WQTH.
Additionally we know from (20) that H* = —WQ which completes the proof. O



4 The Range Identity Theorem

This section presents an abstract result on range identities which is necessary to characterize the support
D of the contrast q. For the convenience of the reader, we give a rather complete proof, see also in [20, 22].
First, we introduce real and imaginary part of a bounded linear operator. Let X C U C X* be a Gelfand
triple, that is, U is a Hilbert space, X is a reflexive Banach space with dual X* for the inner product of
U, and the embeddings are injective and dense. Then the real and imaginary part of a bounded operator
T : X* — X are defined in accordance with the corresponding definition for complex numbers,

1 1
Re(T) := §(T+T*)’ Im (T) := Z(T_T*)'
Theorem 4.1. Let X C U C X* be a Gelfand triple with Hilbert space U and reflerive Banach space X .
Furthermore, let V' be a second Hilbert space and F :V —V, H:V — X and T : X — X* be linear and
bounded operators with
F=H'TH

We make the following assumptions:
a) H is compact and injective.
b) There exists t € [0,27] such that Re (e*T) has the form Re (e''T) = Ty + T with some positive definite
selfadjoint operator Ty and some compact operator Ty : X — X*.
¢) ImT is non positive on X, i.e., ImT¢,$) <0 for all p € X.
Moreover, we assume that one of the two following conditions is fullfilled
d) T is injective and t from b) does not equal /2 or 3w /2.
e) Im T is negative on the (finite dimensional) null space of Re (e''T), i.e., for all ¢ # 0 such that Re (e'T)¢p =
0 it holds (ImT'¢, ¢) < 0.
Then the operator Fy := |Re (e'F)| — Im F is positive definite and the ranges of H* : X* — V and

:V — V coincide.

=

Iy

Proof. We know that from Theorem 2.15 in [19] it is sufficient to assume that X = U is a Hilbert space and
that H has dense range in U. The factorization of F' implies that Re (e!F') = H*Re (e'*T)H is compact and
selfadjoint. By the spectral theorem for such operators, there exists a complete orthonormal eigensystem
(Aj,%;)jen of Re (e F). In consequence, the spaces

V*t =span{y; : \; > 0} and V™ =span{y; : \; <0}

are invariant under Re (e F) and satisfy V =Vt @ V~. Weset U~ = HV .

In the next step we show that U~ is finite dimensional. The operator Ty = Re (¢!'T') — Ty is a selfadjoint
and compact operator, we denote by (5, ;) en an eigensystem of T7. By assumption of Ty, there exists o > 0
such that (Toep, p) > ||| for all ¢ € U. We set WT = span{¢; : u; > —a}, W~ = span{¢; : p; < —a}
and note that W~ is finite dimensional since p; — 0. Let now ¢ = Hy € U~ with (unique) decomposition

d=0¢T +0¢, ¢ € W*. Since v € V—,

0> (Re(e"F)y, ) = (Re (" T)Hy, Hy) = Re ("T)(¢7 +¢7), 6" +¢7)
= (Re (e"T)¢", ¢") + (Re (e'T)d™,¢7) = cll¢™|* — [Re (" T)|l¢ ||,

thus, ||¢]|> = [|¢T||>+ |¢~||* < C||¢~||>. This shows that the mapping ¢ — ¢~ is boundedly invertible from
U~ into W~. Consequently, U~ is finite dimensional.

Denseness of the range of H implies that the sum HV+ + U~ is dense in U. Since U~ is a finite
dimensional and therefore complemented subspace, we can choose a closed subspace UT of HV+ such that
the (non-orthogonal) sum U = Ut @ U~ is direct. Let moreover U? := HV+ N U~ be the intersection of
HV* and U™, we will show that U° is contained in the kernel of Re (¢!*T"). We denote Py+ : U — U™ the




canonical projections, that is, every ¢ € U has the unique decomposition ¢ = Py+ ¢+ Py-¢. Both operators
P+ are bounded and P+ — Py- is an isomorphism, since

(Py+ —Py-)? =P+ P2- — Py+Py- — Py-Py+ = Pyy + Py- =1d.

From the factorization Re (e'* F') = H*Re (e?*T)H and the definition of U* we obtain that H*Re (e*T)(U ™) =
Re (e F)(V~) C V~. Note also that, by definition we have UT C HV+. In consequence, for ¢~ € U~ and
T € VT we have

0= (H*(Re (e"T))¢™, ") = (Re (e"T)¢™, HY™) = (67, (Re ("'T)) HY™). (21)

We conclude that Re (e*T) U~ ¢ (HVH)L = (Ut @ UL c (UT)' and, Re (e*T)UT C Re (e*T)HV+ C
(U7)*. Indeed, for ¢* € HV+ there is a sequence 1,7 € VT such that Hy;" — ¢ and Re (e'T)Hy;F C
(U7)* by (21), thus, Re (e*T)¢pT C (U™)*+. For ¢° € HVF N U™, these mapping properties of Re (e™*7)
imply that Re (e*T)¢ is orthogonal both to U~ and U*. Therefore Re (e*T)¢" = 0 and we conclude that
U° = HV+NU~ is contained in the kernel of Re (¢*T"). This inclusion allows to show a factorization of Fy
in the next step.

Let v € V and T be its orthogonal projection on V*. Then

[Re (e'F)l¢ = H'Re("T)H(y" —y7)
= H*Re("T)(Py+ HY™ + Py-Hy™ — Py HYp~ — Py-Hy™)
= H'Re(e"T)(Py+Hy+2 Py HyT  —PyiHyp)
N———
€UO%Cker(Re (ei*T))

= H*Re(e'T)(Py+ — Py-)Hy

This factorization of |Re (¢! F)| yields a factorization of Fy,
Fy = [Re(¢"F)| —Im F = H*(Re ("'T)(Py+ — Py-) —ImT)H = H*T;H,
where Ty = Re (e!'T)(Py+ — Py-) — ImT'. Due to the fact that
(Re (e'T)(Py+ — Py-)H¢, Hp) = (|Re (" F)|¢, ¢) > 0

for all ¢ € V and denseness of the range of H in U we conclude that Re (¢*T)(Py+ — Py - ) is nonnegative on
U. Since Tj is therefore a nonnegative operator, we can apply the inequality [19, Estimate (4.5)] for bounded
nonnegative operators,

(T ) > | Tl?, $eU (22)
1Tl

Now, we showhthat assumption d) implies assumption e). Under the assumption d), let ¢ belong to the null
space of Re (e''T) and suppose that (ImT®,#) = 0. We need to show that this implies that ¢ = 0. By
definition of the real part of an operator,

T+ e T =0 (23)
Furthermore, —Im T is a bounded nonnegative operator so the application of (22) to —ImT yields

1
0= (—ImT¢,¢) > ———|[ImT||>, ¢eU,
( ) ] | [

hence |[ImT¢| = 0 and Im¢ = 0. By definition of the imaginary part, this is to say that T¢ — T*¢ = 0.
Combine this equation with (23) yields that (1+ ¢'2)T¢ = 0. Since ¢ € [0, 2]\ {Z, 2}, this implies T'¢ = 0
and ¢ = 0 by assumption d). We have hence proven that (Im T'¢, ¢) < 0 for all 0 # ¢ € ker(Re (¢!*T")). This
is precisely assumption e) which is considered next.
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Assuming e), we will show that T} is injective. Suppose that Ty¢ = 0, then we have (Re (e'T)(Py+ —
Py-)¢,¢) — (ImT¢, p) = 0. Boths terms on the left are nonnegative so we have

(Re (e"T)(Py+ — Py-),¢) =0
{ (ImT'¢, ) =U0 y (24)

From this and application of (22) to Re (e!'T)(Py+ — Py-) yield Re (e*T)(Py+ — Py- )¢ = 0. Moreover, due
to the selfadjointness we obtain

Re (e'T)(Py+ — Py-) = (Py+ — Py-)*Re ("'T)

and since P+ — Py— is an isomorphism so is (Py+ — Py-)*. Consequently, Re (e*T)¢ = 0. Assumption e)
now implies that (ImT'¢, @) < 0 if ¢ # 0. However, we showed, in (24), that (—ImT'¢, ¢) = 0, that is, ¢ =0
and therefore T} is injective.

Hence, by assumption d) or e), T} is an injective Fredholm operator on index 0 (Fredholmness is due to
assumption b)) and hence boundedly invertible. By (22) we obtain

1
Ty, oY) > ||TﬁHHTWII2 >Cly|* forally €U
Now, as T} has been show to be positive definite, the square root Tﬁl/ % of Ty is also positive definite on U,

see, e.g., [27], hence the inverse thl/2 is bounded and we can write
1/2 1/2\ * X wrpl/2 ol /2y *
F=F*(E?) = 1,0 = (1°1,%) (1T} %)

However, if two positive operators agree, then the ranges of their square root agree, as the following well
known lemma shows.

Lemma 4.2. (Lemma 2.4 in [19]). Let V, Uy and Uy be Hilbert spaces and A; : U; — V., j =1,2, bounded
and injective such that A1 A7 = AsA5. Then the ranges of A1 and Ay coincide and AflAg is an isomorphism
from Uy onto Us.

Setting A; = Fﬁl/2 and Ay = H*Tﬁl/Q, the last lemma states that the ranges of Fﬁl/2 and H*Tﬁl/2 agree
and that Fﬁfl/ ’H *Tﬁl/ % is an isomorphism from U to V. Since Tnl/ 2 is an isomorphism on U, we conclude

that the range of H”‘Tﬁl/2 equals the range of H* and that Fﬁ_l/QH* : U — V is bounded with bounded
inverse. |

5 Study of the Middle Operator

In this section we analyze the middle operator T in the factorization of Theorem 3.2 and derive its necessary
properties for the application of the Theorem 4.1. This is seen in the following lemma.

Lemma 5.1. Suppose that the contrast q satisfies the Assumption 2.1 and that the direct scattering prob-
lem (9) is uniquely solvable for any f € L?(D)3. Let T : L*(D)3® — L?(D)? be the operator defined as in
Theorem 3.2, i.e.

Tf = sign(q)(f + v/]q] curlv),

where v € Hy 1oc(curl, Q) is the radiating variational solution to

curl(e7 ! curlw) — k2u = — curl(q/+/]q|f). (25)

Then we have
(a) T is injective and (ImT'f, f) <0 for all f € L*(D)3.
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(b) Define the operator Ty : L*(D)? — L*(D)? by Tof = sign(q)(f ++/]q] curl ) where © € Hy 10c(curl, Q)
solves (25) for k =1, f € L2(D)3, in the variational sense. Then we have that T — Ty is compact in L?(D)3.
(c) For Ty defined as in (b), if Re(q) > 0 on L?(D)? then Re (Ty) is coercive in L*(D)3, i.e, there exists
a constant v > 0 such that
(Re (To)f, frrzpys = Y fllz2(pys -

Note that the proofs of (b) and (c) can be found in Theorem 4.9 [28] or Theorem 5.12 [20]. Here, for
convenience, we repeat the proof of (b) in [20] with slight adaptations.

Proof. (a) We show the injectivity of 7' by assuming that Tf = sign(q)(f + /]| curlv) = 0, then v is a
radiating variational solution to the homogeneous problem curl®? v — k2v = 0. However, we showed in the
proof of Lemma 3.1 that the latter problem has only the trivial solution which implies that v = 0 in Q.
Thus, f =0 or T is injective.

Now we set w = f + \/HCurlv, then T'f = sign(q)w and

(Tf, flr2(pys = /D sign(q)w - (W — /|g| curl ) dz
- /D (sign(g)lwf? — g/v/Tglw - curl7) da

For r > sup{|x3| : (z1,72,23)" € D}, we consider a smooth function y € C*(R) such that y = 1 in £,,
X = 01in 2\ Qg,. Then yv belongs to Hy 1oc(curl, 2) with compact support in Qs,. Since v € Hy 1oc(curl, §2)
is the radiating solution to (25), we have

—/ q//|qlw - curlvdx :/ (| curlv|? — k?|v|?) da
D ”

+ / (curlv - curl(xo) — kv - o) da
Q2 \Qpr

Now using Green’s theorems and exploiting the fact that v solve the Helmholtz equation in Q\ €, we obtain

that
—/ q/V/ |glw - curlv dzx z/ (| curlv]® — E*|v|?) dz + (/ —/ )(63 x curlv - v) ds
D Q. r. -

= /(| curlv]? — E2|v|?) dz + </ —/ )(—W@gvl — T303v9 + v30373) ds . (26)
rr —r

Q T

Taking the imaginary part of the latter equation we have

—Im / q/V/|qlw - curlvdz =Im (/ —/ )(—v_lagvl — U305v9 + v30373) ds .
D r —r

Recall that v satisfies the radiating Rayleigh condition for |z3| > 7. Thus all the terms corresponding to
evanescent modes tend to zero as r tends to infinity. Then due to a straightforward computation we derive

_Im/ g/ |glw - curlvdz = lim Im </ —/ )(—W&gvl — Ug05v2 + v30373) ds
D r—00 . .
=—4n® Y (07 P+ 19717,

2 o2
Jj:k >aoj
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which implies that
(ImTf, f)r2(pys :/ Im q/|q||w|? dz —Im/ q//|qlw - curlvdx
D D

_ / tmg/lgllwl?de —anx® S B;(6F 2+ |7 ) <0,
D

L2 o2
Jj:k >aj

since Im (¢) <0 in D.
(b) From the definitions of T' and Ty we note that T'f — Tof = q/+/|¢|curl(v — ) where v,0 €
H, 1oc(curl, Q) are the radiating solutions, for k and k =i, of

/(5;1 curlv - curl ) — k?v - ) dz = —/ q/V/\q|f - curly da, (27)
Q Q
/(6;1 curl ¥ - curlep 4+ o - 1p) de = —/ q/\/\q|f - curlyda, (28)
Q Q

respectively, for all ¢ € H,(curl, ) with compact support. By substituting ¥ = V¢ for scalar functions
p € C*(Q) with compact support we obtain that fQ v-Vepdr =0 for all p € C°(Q) with compact support
which means that divev = 0, and analogously, divo = 0 in 2. The difference w = v — ¥ solves

/(5r_1curlw ceurly — Kw -ap)de = (k% + 1)/ ¥-vYde,
Q Q
for all ¢ € H,(curl, Q) with compact support.

Let now the sequence f; converge weakly to zero in L?(D)3 and denote by vj,9; € Hqy 1oc(curl, ) the
corresponding radiating solutions of (27) and (28), respectively. Define w; € Ha loc(curl, Q) again by the
difference w; = v; — ¥;. Set R > supp{|zs| : (w1,72,23)" € D}, then D C Qr. By the boundedness of
the solution operator we conclude that v; and 9, converge weakly to zero in H,(curl, Qg). Furthermore,
v; and ¥; are smooth outside of D and converges uniformly (with all of its derivatives) to zero on I'yp. In
consequence, w; converges to zero in C(9Qr). We determine p; € H,, (2r) as the solution of

Vp; - Vedz = / (v-w;)pds (29)

QR 6QR

for all ¢ € H) ,(Qr). Here the subspace H} ,(Qr) of H)\(Qg) is defined as H,) ,(Qr) = {¢ € HL(Qr) :
fQR ¢ds = 0}. The solution of (29) exists and is unique since the form (p, ¢) — fQR Vp-Vepdz is bounded
and coercive on H!  (Qgr) by the inequality of Poincaré (cf. [30]). The latter states that there exists a
constant ¢ > 0 with

[ 196 da > cllpliy oy for all ¢ € L o(0). (30)
R

Problem (29) is the variational form of the Neumann boundary value problem
Ap; =divw; =01in Qg, Jvp; =v-w; on I)g.

We observe that (29) holds even for all ¢ € H}(Qg) since faQR (v-w;)ds vanishes by the divergence theorem
and the fact that divw; = 0. Substituting ¢ = p; into (29) yields, using (30) and the trace theorem,

ellps 2 ) < / IV, ? de = /8 0wy ds < s lconm sz e,
R R

Le. [|pjllaian) < (€/0)|lwjllcoay) which converges to zero. Therefore, the functions w; = w; — Vp; €
H, (curl, QR) satisfy
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o W; € Hy aiv (curl, Qr) := {u € Hy(curl,Qg) : fQR Vi -udr =0 for all p € HL(Qr)}
e w; — 0 weakly in L*(Qr)3,
e curlw; = curlw; — 0 weakly in L*(Qp)3.

These three conditions assure that w; converges to zero in the norm of L?(Qg)? since the closed subspace
Hy aiv (curl, Qr) of Hy(curl, Qg) is compactly embedded in L?(2)3. We refer to [31], see also [26], Theorem
4.7. Since also [|[Vpj|r2(z)s — 0 this yields [|wjz2z) — 0 as j tends to infinity. Now we return to
the variational equation for w; and substitute ¢ = ¢w; where ¢ € C°(2) is some function with compact
support such that ¢ =1 on Qg. This yields

/ (et curlw;|? — k?|w;|*) dz = / (e curlw; - curl(¢w;) — k2plw;|*) d
Qr Q\Qr

+(k2+1)l;@§-ﬂgdx.

We note that w; is smooth in Q\ Q. Green’s theorem in Q,,r \ Qg (for a sufficiently large value of m) and
application of curl® wj — k?w; = (k? + 1)9; in this region yields

/ (e; Y curlw;|? — k2 |w;|?) do = / (v x curlw;) -w; ds + (k* + 1)/ Uj - w; dz

Qr 8QR Qr

which tends to zero as j tends to infinity since ¥; and curlw; are bounded sequences and ||w;l|z2(qz)
lwjllcaay) tend to zero. Therefore, also curlw; tends to zeros in L?(Qg)? which complete the proof. O

6 Characterization of the Biperiodic Support

In this section, we give a characterization for a point z belonging to the support of the contrast ¢ by exploiting
special test sequences. A simple criterion for imaging the periodic support is also proposed.

First we introduce some basic facts about a-quasiperiodic Green functions. It is well known that the
function Gi(z,y) given by

G x y 87T2Z 1aJ x—y)+ifj|lzs— y3| x,yEQ, Z‘g?éyg, (31)

is the a-quasiperiodic Green’s function of the Helmholtz operator in three dimensions. That means, for fixed
yeq,
A Gr(z,y) + K2 Gr(z,y) = —5,(2), x € .

Also, another form of G (x,y) can be given, see e.g. [2],

eik‘wfy‘

Gk('xv y) = + \I’k(x - y)a (32)

|z —y|

where W}, is the analytic solution to the Helmholtz equation in (—2m,27)? x R.
The a-quasiperiodic Green’s tensor Gy (z,y) € C3*3 defined by

Gr(z,y) = Gr(z,Y)3x3 + b 2Vdiv . (Gr(z,y)ax3), z,y € Q, x3 # y3,

solves
curl2 Gy (z,y) — k*Gy(z,y) = dy(2)I3x3, €,

where [543 is the identity matrix. Here, the curl of a matrix is taken columnwise, the div of a matrix and the
V are meant to be taken columnwise and componentwise, respectively. Note that Gy, satisfies the Rayleigh
expansion condition and has a strong singularity due to the representation of Gy, in (32).
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Lemma 6.1. Let the operator W be defined as in (18). For any z € Q and fized nonzero p = (p1,p2,p3) € C3
we denote by (\I! j)jezz € (2(Z2)* the Rayleigh coefficients of the first two components of

T, (z) := kE*Gy(z, 2)p
[kQGk(x )+ M}p L PG, | PG,

Ox10xo Ox10T3
2
= | B2y + [2Gu(w,2) + TG |y + B2y, |

2
pstelp, + S0y, 1 [K2Gi(e, ) + 92 g

forx € Q, x # z. Then z belongs to D if and only if W(\i'jtz) € Rg(H™).

Remark 6.2. Note that the Rayleigh sequences Gkij (2) of the a-quasiperiodic Green’s function Gy(-,z) can
be obtained from the representation of Gy (-, z) in (31)
i

éki,g(z) _ 87r25j —ifon,j 2142, 520185 (23 Fh)]

e

Then the Rayleigh sequences (\ilzi,j)jezz € (2(Z2)* of the first two components of ¥, can be given as

2

i = (0= 05, Gl — o1, G e F 555G o
- —agjon ;G ( )1+ (k2 az,j)G (2)p2 F az,;3 k,J(Z)p3

Proof. First, let z € D. Recall the operator () defined in (19). Due to the fact that H* = —WQ, it is
sufficient to show that (¥ =j)jezz € Rg(Q). Choose r > 0 such that B(z,r) € D and consider a cut-off
function ¢ € C*°(R?) with p(x) = 0 for |z — 2| < r/2 and p(z) = 1 for |z — 2| > r. We define

w(z) = curl®((z)Gy(z, 2)p), = € Q.
Note that, for |z — z| > r, we have
w(z) = curl®((z)Gy(x, 2)p) = k*Gr(z, 2)p,
and further (w;);ez2 = (‘i/z,j)jeZQ- Using Green’s theorem we obtain

/ (curlw - curl Y — k*w - ¢) dz = / (curlw — k2 curl(p(z)Gy(z, 2)p)) - curl ¥ da
Q Q

= / g -curly de,
Q

for all ¢ € H,(curl, Q) with compact support, and g := curlw — k% curl(o(2)Gy (2, 2)p). Since g is smooth
and vanishes for |z — x| > r, thus supp(g) C D. Set f = |q|71g € L?(D)3. Then we have

/(curlw-curl@—ka-E)dx :/ \/Hf-curlﬂdx,
Q D

which implies that (¥, J)jez2 € Rg(Q).

Now let z ¢ D, and on the contrary, assume that \ilz,j € Rg(Q). That means there exists u €
H, 10C(cur1 Q) and f € L?(D)? such that u is the variational radiating solution to curl® u— k?u = curl \/Hf
and i; = 0, jforallje Z2. Since the Rayleigh sequences of w and ¥, are equal, both functions coincide in
(0,2m)2 x {|z3| > h} where h > supp{|z3]| : (z1,72,23)" € D}. Due to the analyticity of v and ¥, in Q\ D
and Q \ {z}, respectively, and the analytic continuation we conclude that u = ¥, in Q\ (D U {z}). This is
a contradiction since u € H(curl, B) for any ball B containing z but curl(k?Gy (-, z)p) ¢ H(curl, B) due to a
strongly singularity at z. [l
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Theorem 6.3. Suppose that the contrast q satisfies the Assumption 2.1 and that the direct scattering
problem (9) is uniquely solvable. For j € Z?, denote by (An,%n j)nen the orthonormal eigensystem of
(WN); = [Re(WN)| +Im (WN) and by (\i/i:’j)jez2 the test sequence in Lemma 6.1. A point z belongs to
the support of q if and only if R

i (02, im)e 22y |2 >

. (33)

n=1
Proof. As we assumed in the theorem, (A, ¥n j)nen is an orthonormal eigensystem of (W N)y. The assump-
tions of Theorem 4.1 on H, H* and T in the factorization W N = H*T H have been checked in Lemmas 3.1
and 5.1. Therefore, an application of Theorem 4.1 yields that Rg((WN)é/Q) = Rg(H*). Combining this

range identity with the characterization given in Lemma 6.1 we obtain that (ilij)jEZ2 € Rg((WN);ﬂ) if
and only if z € D. Then the criterion (33) follows from the Picard’s range criterion. O

7 Numerical Experiments

As mentioned in the introduction, these are to the best of our knowledge the first three-dimensional examples
of the method in a biperiodic setting. These numerical examples focus on the dependence of the reconstruc-
tions on the number of the incident fields (or, equivalently, the evanescent modes), and the performance
of the method when the data is perturbed by artificial noise. Further, we also indicate the number of the
evanescent and propagating modes which are used for each reconstruction. These experiments use three
biperiodic structures presented in one period = (—7,7)? x R in terms of the support D of the contrast ¢
as follows:
(i) Biperiodic structures of ellipsoids,
2 2 2

5 _ T ! L2 T3

D—{(xl,xg,xg) c0: ﬁ+2—52+m < 1},

q=05 in D.
(i) Biperiodic structures of cubes,

D = {(x1,22,23)" € Q: |x1] < 2.5, |22 < 2.5, |x3] < 0.45},
q = (w34 1)(sin(z1)?sin(x2)? +0.3)/4 — 0.4i in D.
(iii) Biperiodic structures of plus signs,
D =Qn[({|lz1] < 1.75} U {|2o| < 1.75}) N {|23] < 0.45}],

~J05-06i in Dy ={(z1,22)" € D:-1<z <1},
~ 103 in D\ Dy.

The data of the direct scattering problem has been obtained by the extension of the volume integral equation
method studied in [24] for the scalar case to the Maxwell’s equations. Of course it is not possible to
=+

numerically compute data for all incident fields (¢;”™)jez2 in (11). Denote

Zag vy, = {5 = (1, j2) € Z% : =My < j1,ja < Mo}, My, My €N.
For the numerical experiments here we solve the direct problem for a number j = (j1, j2) of incident fields

gagl)i where j € Z%m, 2. Denote by Ny, a, the block matrix corresponding to the discretization of the
near field operator N. Then Ny, a, s given by

~ 1 ~ 1)— ~ 2 ~ 2)—
<uf,n>§1§+ (ufn>§1§ (ufn>§2§+ <u{n>§2;
(ﬂ';_n) 1 * (ﬁ;—n) T (ﬁ;—n) 1 * (ﬂ’;_n) o . 2
B Nl o N ol R S
s/ /] s/ /g
n— 1 ~— 1)— ~— 2 ~— 2)—
(a2, (a7 (4,0 (45,5



(OF=

Here ﬁﬁ 2).n ar€ the Rayleigh sequences defined in (10) while for [ = 1,2, (-);"~ indicate the correspondence

to the the incident fields ga( )i Note that each component of J\/MhM2 is a matrix of size (M7 + My + 1)2, thus

Nty o, 18 a 4(My + Mg + 1)% x 4(M; + Ma + 1) matrix. The matrix WAy, a, which corresponds to the
discretization of W N can be computed using (16), the symmetric matrix Re WA ur, ar,) can be decomposed
as

Re WN My ) = VDV~

where D, V are the matrices of eigenvalues and corresponding eigenvectors of Re (WA ur, a1,), respectively.
Denote by |D| the absolute value of D which is taken componentwise. Then we have
WN sy )i = VDIV 4+ Tm WN ).
Computing singular value decomposition of (WN M, M, )¢ implies that
WN )2 = UISIV2V

where S is the diagonal matrix of singular values A,, of WN u, ar,)g- Also U = [y, 1] is a 4(My + My +
1)2 x 4(M; + Mo + 1)? matrix of “left” singular vectors . We now reshape [¢)n,m] into 4 arrays [¢;2Ml+1’m],
1=1,..,4,j € Z3,, > Where each of them consists of 4(M; + My + 1)? square matrices of size My + Mo + 1.
Note that the elements of [1/1 M, +1,m) are taken columnwise from [¢n m].

Now recall that we have \I'zi (\I'TZ o \i';’w, LS \1’2,2;,]) which can be rewritten as

\I’zj _ (\I’(l) \11(2) \11(3) \I’(4)) .

2,40 T 2,50 T 2,50
Then the criterion (33) for computing the image can be approximated as follows

[4<M1+M2ﬂ)2 4 (2)

P(z) =

2. h

n=1

where

4
Z Z w]+M1+1 n

=1 jeZ?Wl Mo

Note that P should be small outside of D and big inside of D.
To show the performance of the method with noisy data, we pertub our synthetic data by artificial noise.
More particularly, we add the noise matrix X of uniformly distributed random entries to the data matrix

(WN M2)é/ ?. Denote by § the noise level, then the noise data matrix VN Ml,Mg)éf is given by

X
(VV./\/'M1 MQ) (VV./\/M1 Mg)r}/2 +0 HX” H(WNM1 Mz) /2||2a
where || - ||2 is the matrix 2-norm. Note that from the latter equation we also have

1/2

IOVN s an)s s — VN ag )y 2
IOVN Az 2z ) 2

Since we apply Tikhonov regularization [12], instead of implementing (35) we consider

1

4(My+Ma+1)? 1/2 \ 2 -
P(z>=[ > () An<z>] , (36)

n=1
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where

4
= (1) 7 ()
An(2) = Z Z ‘I/i,)jwj+Ml+1,n

=1 JEZMl Moy

Here A\, ¢, are the singular values and vectors of WA ar, s, )45, respectively. The parameter « is chosen
by Morozov’s generalized discrepancy principle which can be obtained by solving the equation

S S SO
~  ~o4anl2) =0,
o Qe

for each sampling point z. For the following experiments, we choose the wave number k = 27 /3. The number
of the incident fields used is 4(M; + My + 1)2. Further, the reconstructions have been smoothened using the
command smooth3 in Matlab, and we plot the pictures in 3 x 3 periods.
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Figure 1: Reconstructions of biperiodic shapes of ellipsoids for different number of incident fields without
noise. The number of Rayleigh coefficients measured in each reconstruction is 4(M; + My +1)2. The contrast
g = 0.5 1in D. (b) 48 propagating modes, 52 evanescent modes, isovalue 7 (¢) 52 propagating modes, 312
evanescent modes, isovalue 0.1 (d) 52 propagating modes, 1104 evanescent modes, isovalue 0.01.
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Figure 2: Reconstructions of biperiodic shapes of cubes for different number of incident fields without noise.
The number of Rayleigh coefficients measured in each reconstruction is 4(M; + M, + 1)2. The contrast
q = (w3 +1)(sin(z;)? sin(x2)? + 0.3)/4 — 0.4i in D. (b) 48 propagating modes, 52 evanescent modes, isovalue
40 (c) 52 propagating modes, 312 evanescent modes, isovalue 1.8 (d) 52 propagating modes, 1104 evanescent
modes, isovalue 0.008.
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Figure 3: Reconstructions of biperiodic shapes of plus signs for different number of incident fields without
noise. The number of Rayleigh coefficients measured in each reconstruction is 4(M; + Mo +1)2. The contrast
q=05-06iin Dy = {(v1,22)" € D: —1<x; <1} and ¢ = 0.3 in D\ D;. (b) 48 propagating modes, 52
evanescent modes, isovalue 15 (c) 52 propagating modes, 312 evanescent modes, isovalue 2 (d) 52 propagating
modes, 1104 evanescent modes, isovalue 0.05.
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Figure 4: Reconstructions of biperiodic shapes of ellipsoids for artificial noise. The number of Rayleigh
coefficients measured in each reconstruction is 4(M; + My + 1)2. The contrast ¢ = 0.5 in D. (b) 52
propagating modes, 1104 evanescent modes, isovalue 0.0012 (c) 52 propagating modes, 1104 evanescent
modes, isovalue 0.0023.
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Figure 5: Reconstructions of biperiodic shapes of cubes for artificial noise. The number of Rayleigh coeffi-
cients measured in each reconstruction is 4(M; + My + 1)2. The contrast ¢ = (w3 + 1)(sin(z1)? sin(x9)? +
0.3)/4—0.4iin D. (b) 52 propagating modes, 1104 evanescent modes, isovalue 0.1 (c¢) 52 propagating modes,

1104 evanescent modes, isovalue 0.02.
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Figure 6: Reconstructions of biperiodic shapes of plus signs for artificial noise. The number of Rayleigh
coefficients measured in each reconstruction is 4(M; + My + 1)2. The contrast ¢ = 0.5 — 0.6i in D; =
{(z1,29)T € D: -1 < 2; <1} and ¢ = 0.3 in D\ D;. (b) 52 propagating modes, 1104 evanescent modes,
isovalue 0.1 (c¢) 52 propagating modes, 1104 evanescent modes, isovalue 0.02.
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