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Abstract: Allocation of resources to schools in a centralgnaged State system, as the Tunisian
one, should depend on the performance of the iddali institutions. The optimal size is of

crucial importance in this context and we need eteumeasurement for sound policies. This
paper discusses and implements a nonparametrististdttest procedure for organization scale
efficiency. This procedure allows us to test whetihe observed scale efficiency is optimal or

not using a smooth bootstrap methodology for efficy measures estimated using DEA
methods. Because school principals do not controtHfe size of their institution, i.e. the capital

available at decision time, the scale efficiencyasuges are defined so as to include quasi-fixed
inputs. The results show that scale efficiency messsare subject to sampling variation. We also
found that the schools that are scale efficientusreally mid-sized and large schools, when size
is measured by the number of students. This cantgathe largely shared view among decision

makers that small schools were optimal.

Keywords: Returns to scale, Data envelopment analysis, d@qt, Quasi-fixed inputs, Tunisia

School Efficiency, Optimal School Size.
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1. Introduction

Public education systems, like the Tunisian onee facarce resources that have to be shared
between educational institutions. One of the objestof a well designed educational policy is to
allocate these resources to the right number af@shlt implies that identifying the optimal size

of the institutions is crucial for the organizatiohthe education system. But this debate raises
some arguments by proponents of different viewthefsystem. Smaller institutions are said to
be able to create a motivating environment andnaf@dable sense of proximity for the students,
e.g. Coladarci and Cobb (1996) or Monk (1987), wlhrger institutions have the advantage of
gathering together a large amount of resource dfedimy an optimal mix of services, e.qg.
Kuziemko (2006). In fact, arguments can be madé@th types of school as it is shown in the

literature review by Leithwood and Jantzi (2009).

Costs have been central to the analysis of scloptisial size. Most of the earlier studies
focused on concepts of average cost. Morris (1864yvs that the cost per student is the lowest
in high school with less than 500 students whilen€o and Thrasher (1970) find that cost
improvements are very slim beyond 1000 studentiiensame institution. Monk (1987) shows
that beyond 400 students, there are no rooms foraguies of scale. These results are consistent
with the view that the average cost function ofcsde must be U-shaped (Fox, 1981). McGuire
(1989) finds results consistent with an increasingrage cost for schools that reach a certain size
(beyond 2,000 students, the unit costs starts fadveasing). More recently, Colgrave and Giles
(2005) concluded that the optimal efficient scabe & high school is 1,540 students, while
Foreman-Peck and Foreman-Peck (2006) are in tlgerah540 students. It is also common to
find a negative relationship between the average @ad the size for school with less than 1,000
students (e.g. Stiefet al, 2009, Chabotar, 1989, and Kumar 1983).

In this paper, we offer an element of responséi®debate by addressing the question of
the qualitative measurement of returns to scal®rganizations. This measure allows us to
determine if organizations’ activities are chardegtsl by either increasing, decreasing or
constant returns to scale. Based on this assessmentan determine the optimal size of a
school. The methodology is applied to a sample wiidian high school and we use it to give

some insight on the way education policies mighttiented.

Editorial Office, Dept of Economics, Warwick University, Coventry CV4 7AL, UK



Page 5 of 24

©CoO~NOUTA,WNPE

Submitted Manuscript

Our approach is anchored in the DEA tradition. Refuo scale have received substantial
attention, leading to three measurement methodsruhe& DEA approach: the scale efficiency
method (Fare and Grosskopf (1985) and [ediad. (1994)), the sum of intensity variables method
of Banker (1984), Banker and Thrall (1992) and Fanel Grosskopf (1994), and the dual
variable-sign-method of Banket al. (1984). Bankeet al. (1994) have shown that these three
methods are equivalent. It is not uncommon howetleat practitioners using these methods
neglect the statistical content of the efficiencgasures and do not distinguish between the true

value and the estimator.

If the data are generated by a distribution withurimled support, based on the real
production set, then the scale efficiency is meabwrith respect to an estimated frontier with
data obtained from an unobserved Data GeneratiogeBs (DGP). Under this framework, the
observed organization’s efficiency is a statistiestimate potentially noisy and spoiled by
statistical noises. That is, efficiency measuremente subject to sampling variations.
Consequently, it is necessary to adopt a formébkstal methodology that differentiates between
the real efficiency value and its estimator in ortteevaluate the statistical significance of the
results concerning the returns to scale of an erg#an. This is what the procedure developed
by Simar and Wilson (2002) offers. Their method sists in smoothing the probability
distribution of the efficiency scores with a corvixdn kernel. Then the authors use a reflection
method (Silverman, 1986 and Schuster, 1985) tcecbthe estimator of the probability density
in the neighborhood of the boundaries. However,idEg$ al. (2010b) show that this test
procedure rests on a statistic that can assumasibfe values. That is, the test is defined as the
ratio of two efficiency scores, those being measwrader two different assumptions on the
return to scale. Then, in the bootstrap simulatidins efficiency scores are generated from two
different DGPs. This might ultimately lead to vaduef the score that are not admissible: The
scale efficiency pseudo-scores may end up takidgesaabove one and this is clearly not

allowed, by definition.

Essidet al. (2010b) have proposed a solution to this drawlHckn otherwise working
procedure. They have developed a smooth bootstedpoah that ensures that the pseudo-scores
of the efficiency scale assume only admissible emland they base the test procedure on a
consistent DGP of the scale efficiencies. Furtheenmstead of considering a global test for

returns to scale, a test specific to each decisiaking unit (DMU) is implemented.
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The methodology used in this paper to measure estdte scale efficiency of Tunisian
high school is based on Esstlal. (2010b). We have adapted this method to takeantmunt
the fact the school principals do not control thycal size of their institution. This means that
we include quasi-fixed inputs (also known as naeaitionary inputs) in the DEA model as it

was done in Banker and Morey (1986).

The Tunisian high school network offers a perfecidg case. Firstly, the education
system is state run and resource allocation isralered. The Department of education creates
and implements the programs, it hires the teachedsadministrative staff and dispatch them
based on the estimated needs of the schools aaltyfinallocates the operating budget between
the different institutions. (The share of the moffreyn the private sector is minimal.) This is to
ensure that all schools have more or less the sasoerces per student. Secondly, the size of the
schools measured by the number of students varie@saver the country. This offers a perfect
environment to study the correlation between ttme if schools and their returns to scale
characterizations. Thirdly, policy makers in theniBian Department of Education strongly
believe that smaller the institution is, better gegformance will be. This raises the problem of
the optimal size of the institution and of the scaharacterization that schools need to have to

profit from the scale efficiency.

This paper offers a test of the scale efficienchigh schools in Tunisia and we check on
the claim made by the department of education ecimakers that smaller schools are required.
We also check the robustness of our results wipeaet to the simulation methods used. This is
done by comparing the results obtained under a genmus bootstrap procedure to those

obtained using a heterogeneous bootstrap procedure.
2. Production technology and returnsto scale

Consider a production activity that uses two sétsmuts, one containing those under the direct

control of the decision makem:{xl,i_lzl,...,ml}, and one containing those not under her

control at decision timez:{ z,b=1..., mz} , to produce the output vectoy,={ y,, r=1...,§ .

The production possibility set of this activitydsfined as:

W ={(x, z, y)DRTl*”b*S‘( Xz Y is feasibl}z. 1)

Editorial Office, Dept of Economics, Warwick University, Coventry CV4 7AL, UK
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We suppose that the production $&t is closed, satisfies free disposal of inputs, is
bounded for finite inputs and positive outputs iegpositive inputs. Except for our inclusion of
quasi-fixed inputs in the production process, thesestandard assumptions on the technology

and are discussed in Fare (1988), among others.

To characterize the returns to scale environmertheffirms and to test for their type,
specific production sets are required. The rettionscale are characterized by the way one can
either expand the scale in the production set onlslit or both. That is, the technology exhibits
non increasingnirs), non decreasingn{lrs) or constantdrs) returns to scale depending on the

value assumed by the positive scalam the following set:

Wk :{(x, z,y)0 LP‘(a xa za YO for alla O K"} , for k=nirs, ndrs, crs (2)

where K" =[0,1), K" =[1,00) and K°*® =[0,). A technology that exhibitadrs nirs or crs
in different regions of the production frontiersaid to be characterized by variable returns to

scale yrs). This production possibility set is denotdd™.

It is possible to define an input oriented techhiefficiency measure in the sense of

Farrell (1957) with respect to the various assuomgticoncerning the returns to scale. That is:

& (xzy)= min{ 6(6x z yO Wk} , wherek= nirs, ndrs,crs andvrs. (3)

The scalaré?(x, z y) is a radial measure of efficiency that gives treximal factor by which we

can reduce so thaty can still be produced, given the quasi-fixed imnpettorz.

From Féare and Grosskopf (1985), the (technicalieficy measures defined in (3) can be
used to construct scale efficiency measures fdn eaganization. A scale efficiency measure is

the ratio of the efficiency measure undestechnology and ars type technology. That is:

_6"(xzY)
%(ng-mﬂ- (4)

We say that the production technology is of tue type if SL(x zZ )):1. To determine the

returns to scale of the technology Wh@[‘( X Z ))<1 we compute a second ratio that is less

restrictive than the initial ratio. That is:
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SZ(XZQ_ZWS((XZﬁ_l (5)

When SZ( X Z )):1 the technology is said to exhibit decreasing retuo scale and for values

strictly less than one, i.@( X Z ))< 1, it is said to exhibit increasing returns to scale

3. Efficiency estimation and statistical model

The description of the technology presented in phevious section characterizes the true

unobserved model. This means that the frontierthadcale efficiency measur&( x z Y and

S,(% z y are not observed. These quantities must be estimsing data.

Consider a sample of observations¥, ={( X, 2, y)} . Since the true production set

Y is not observed, the efficiency score, definedhasgap between the frontier of that set and
the units observed performance, is not availabtens€quently, the best we can do is to estimate

it from the sampleW¥,, by estimating the “missing” frontier of the pratiion set. To do this, we

use the convex hull of the sample. The smallesve&orenvelop of the data gives the DEA

estimator in theyrrs case. That is:

qurS:{(XZ,”DRer%JrS‘)QZJ :AJ X z 217 JZ $Z—1J ]yzjjjl4 =11 :_Fl, ,}ﬂ. (6)

To obtain the estimators for the other types afiret to scale®"™, ¥ and ¥°° it is

sufficient to slightly alter the constraint on teem of theA,. That is, in thenirs case we have
ZSA] <1, and in thendrs ZS)I] >1 must hold and finally, to obtain ers envelop, no

constraints on thel; are necessary other than non negativity of.¢he

Farrell's efficiency measures are obtained by sultstg ¢* to W* in equations (3).

This gives:

6 (%2 y)= min{6?|(6'x, z yO @k} k=vrs, nirs, ndrs, crs (7)
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The resuling scale ratio estimators areS=6"(xz y/6"(xzy and
g(x z gzénirs( X Z )//évrs( X Z))

To insure the consistency of the estimator, it iscassary to have an explicit
understanding of the way the data are generateothkr words, we have to specify a statistical
model that allows us for a full to characterizatmfnthe data generating process (DGP). This is

the content of the following assumption.

Assumption Al: The set of observation%(xj,zj, X)} are identically and independently

n
=1

distributed {.i.d.) random variables with probability density fuiocti f (x, z y) defined onW .

Because Farrell's efficiency measure is radial badause the vector of inputhas an
equivalent polar representation to the usual Careepresentation, we have three equivalent

representation of the input-output combination.tTisa
(x2Y) = (wn.z2y=(6n.2Y, 8)

where w(x) =4 =v X x, /7=(/71,.../7i1,...,/7m1_1) andn =n(x)0[0,77/2]™ " is the angle. Using
the law of conditional probability, the joint prdiitity density of (6,77,z, y) can be decomposed

to obtain:

f(onzy)=1t(dn.zy fnl 2y (kY () ©)
Assumption A2: The probability density functiorf (x, z, y) IS continuous on the interior &P ,

and f (x’(z ), z Y >0wherex’(z y)=6( % z ¥ »is any point on the frontier o¢ .

Note that points that are not feasible, i.e. theagsonot in W , have zero probability and

the density is identically equal to zero.

Assumption A3: The efficiency measuré(x, z, ﬂ is differentiable irx, y, andz

This assumption gives the necessary smoothnesseofrantier function. Kneiget al.
(1998) have shown that the convergence rate ofeftenator depends on this smoothing

condition. However, the smoothing condition we hasged is slightly stronger than the one
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required for convergence. As shown by Kneipal. (1998), it is sufficient that the efficiency

measure satisfy a Lipschitz condition.

Assumption Al, A2 and A3 together define the stai$ model that allows us to
characterize the DGP, denotéd. In fact, the DGP is entirely characterized by fineduction

possibility set¥ and the densitl That is, 0=(¥, f).

This statistical model ensures the convergence haf éstimator and permits a
characterization of the asymptotic properties ofpayametric estimators of the DEA type. In
particular, Kneipet al. (1998) have shown the consistency of the DEA edtmin the

multidimensional case. They show that forves technology withm inputs, the rate of

convergence is of order?™**! wheren is the number of DMU. Parét al. (2010) show that for

2/m+s

acrstechnology, the convergence rate of the DEA estima faster, as it is of the order
These results do not make the difference betwestrationary and non discretionary inputs.
However, Essidet al. (2010c) show that, as long as the efficiency mesmss radial, the
convergence of the estimator is kept independeafittiie returns to scale the technology exhibits.
An important point made is that since it is a noapsetric estimator, the convergence rate is
subject to the curse of dimensionality, and the @&t convergence decrease rapidly with the
number of quasi-fixed inputs. Bootstrap simulatmncedures are used to construct confidence

intervals, to correct the estimator’s bias andesi statistical hypothesis, as it is now the norm.
4. Hypothesistesting and returnsto scale
The traditional approach to qualitative returnst¢ale measures starts from Fare and Grosskopf

(1985). The central argument of the approach isttiaratio of efficiency measures calculated

under different returns to scale assumptidAﬁJs,: é”s( X, Z, y)/é‘"s( X 2 ].y)s 1, reveal some

information on the nature of the returns to scdilthe DMU. When% =1, the triple(xj ' Z, 34)
or its projection on the estimated frontier beldiwga technology characterized by constant
returns to scalec(s-technology). Wherﬁ. <1, the observation or its projection is not on aeser

or a side where the technologycis. When returns to scale are not constant, thisoggbrcan be

extended to determine the exact nature of thenstiar scale, as we will see below.
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Obviously, the scale ratio is computed using ammeded frontier, not the true one.

Suppose that for an observation, s@s{zj }{), we obtain % <1, then without a formal

statistical test procedure it is impossible to tdgnf this is a true scale inefficiency or thesrdt
of sampling variations. That is, since the scal®1ia calculated based on an estimated frontier, a

score strictly smaller than one can be attributesbimpling variations. Consequently, we have to
test the hypothesis the ( X, Z, y):l using the statisticéj ( X, Z, y) to determine if the

DMU is really scale inefficient.

The test procedure is in two steps. The first stamsists in testing the null that a given

triple (x, z, 30 is scale efficient, i.e. its technology is of ttrs type. The alternative hypothesis
has to be less restrictive. One natural hypothesisat the triple(x, z, y) is characterized by a

vrs-technology. Then we have:

Testtl: H :$( x z y=1
H, S(x.z,y<:

If the hypothesisH, is rejected, we still have to identify whether tieéurns to scale are

increasing or decreasing. This will work if we chnd a “new” null hypothesis that is less

restrictive than the one in the first test. One wéyloing this is to suppose that under the null

hypothesis the tripleéx, z ﬁ is subject to decreasing returns to scdlte)( Then, the alternative

hypothesis would be that the trip(e<, z, ﬁ is subject to an increasing return to scaite) (

technology, since constant returns to scale haeady been rejected in the first test. Thus, the

second test is:

Test#2: H: §( x z y=1
H, S(x,z,y<:

The test statistics for the first and second test&(x z )=6"( x z y/8"( x z)

and S,(x z Y=6"( x z y/6"( x z ), respectively. Given a critical valug, >0 for a given

10
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test sizeq, the decision rules are such that we rejdgt each time(l—él( X Z )))2 ¢ in the

first case and each tin(e—éz( X Z ))) > ¢ in the second case.

This test procedure is applied to each observa(tiqnzj , 34) in ¥,. Consequently, we

have at least identical hypothesis testing procedure to rundilegton decisions concerning the

returns to scale for each of thendividual organizations representedi) .

To apply these tests we need to either chooseriiatvalue c, for a given test size or

alternatively we can estimate tpevalue for each test. In both cases, it is necedsahave the

distribution of the test statistics. This is thelgem discussed in the next section.
5. Bootstrapped test statistics

To determine the critical values and the decisidas; we use the approach developed in Essid,

et al. (2010b), which is based on Simar and Wilson (2008)s approach allows us to find an

approximation of the sampling distribution of th&tiemators of both scale efficiency ratiog_,

and éz This approximation rests on the bootstrap methatl consists in identically replicating

the empirical DGP many times and study the behatimr set of bootstrapped estimates. To

implement the procedure, we first generate, from ahiginal sample¥,, B pseudo-samples:

*

Y., b=1...,B. Then, the original estimation method (DEA in aase) is applied to each
pseudo-samples to obtain the bootstrap estimatthredtest statisticéfb for § (and é;b for éz).

This procedure allows us to estimate the empirdiatribution of (él— s) (and of course
(é;—%)), used to approximate the unknown distribution tbé statistic(él—q) (and

(éz - %)), under the null hypothesis.

The bootstrap relies on the principle that the geesamples¥, are generated so that:

approx( ~

(8 —1)‘ s (§- 5)‘ [ for Test # 1 (10)

and

11
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($ —1)‘ e pi( §- g)‘ (1" for Test # 2, (11)

where [ is a consistent estimator of the DGP under the hull hypothesis, i.ets in the first

case andahirs in the second case.

To generate the pseudo-efficienci€$”™, & and ™, and then the statistic%* and

A

S,, we first use a homogenous bootstrap methodoleygldped by Simar and Wilson (1998).
This procedure rests on the assumption that theieefty structure is homogenous. That is, the
efficiency scored is independent of77,z, y): (67,2 y)= (). A consistent estimator df

obtained using a kernel estimator and correcte®diyuster’'s (1985) and Silverman (1985) is

defined as follows:

. 24(t) if t<1 . 1 i [t-6 t-2+6
fe(t) = , Wh t)=—> L1+ L. 12
© {0 otherwise where § () 2nh 'l[¢( h 7 h (12)

We use a normal Gaussian kernel, denape@nd the bandwidth, is set following the normal

reference rule (Silverman (1986)).

The robustness of the testing procedure with résfpethe simulations is checked by
relaxing the homogeneity assumption in a secondilaion experiment. We run a smooth
heterogeneous bootstrap simulation, based on aodwthigy developed in Simar and Wilson
(2000). Then the test procedure is re-run with nbe bootstrapped dataset. In this case, the
densityf is estimated by:

fc(u):{Zf(u) ifuoo. 13)
0 otherwise

where f (u) :WZS{K{U_—JHJ+ KZ( u—thj H K, (+) is the probability density of a

normal vector with zero mean and variance-covagamatrix i, =12, u, :(Hj 1.7, 3{),

! Both simulation procedures are presented in Etsidl (2010a).

12
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and ug, :(2—9]. N/ ’X)- The bandwidth parameter is set according to Site@’s normal
rule.

The pseudo-scores are generated in three stepbetve by presenting the procedure for

the first test:
Step 1 Generated from 6°°.

Step 2 Generate the pseudo-sampié :{(x*,z*,)*/)} using the estimatorf® of f given by

equation (12), in the case of the homogenous lraptsind using equation (13) in the case of the

heterogeneous bootstrap.

Step 3 Computeé"ch and using the same pseudo sampe for both measures, insuring

that the pseudo-scot® =& /8 ' has an admissible value, i§, =/ "<1 2

This three step procedure is then replicatBd times to obtain the statistic
éﬁ; =é°’s( X, Z, y)/évrs( X Z i‘b for each triple(xj,zj : 3{) in the dataset,. Then we obtain
B pseudo-valueﬁ*jb :5[3”5( X, Z, y)/ézv's( X & M, b1,.., Iforall j=1,...,n.

nirs

To obtain the pseudo-scoré =g" /g, we only need to bootstra@™ instead of

&% in Step 1 above to recover the pseudo-saripleused to compute the pseudo-efficiencies.
Then, the test statisticézj =9”"S(>§, z, y)/év’s( X Z, jy) is replicated B times, i.e.
é;ib =é;”"5(>§, z, y)/éﬁv’s( X & jya, b=1,...,B, for each triple in¥,.

To obtain the critical values and infer the decisioles of both tests, we use the bootstrap
analog of the true size of the test, denotedi.e. the probability of Type 1 error). For thesti

and second tests they are respectively defined F%r{;éjsé— g‘ I-g,@”s):a and

I—g,D”"S) =a, wherec, is an approximation of the critical valwg.

P(§<5-§

2 This at this stage that we make sure that the B@Bnsistent with the hypothesis tested. With giscedure, the
test statistic is always less than or equal to leeeause both efficiency measures are calculated data coming
from the same DGP.

13
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To obtain these critical values, we start by sgriim ascending order the pseudo-scores

(Qb - Aﬁ) (or (éZb - S)) for b=1,...,B. Then, we eliminat§1-a)x100 percent of the values

at the right end of the ordered sequence of bamséd statistics. The critical value, is then
the right end of this truncated sequence. Thusd#usion rule is the following: reject the null

hypothesis if, for a given size, él <1-¢ for the first test ancfSZ <1- ¢, for the second.

Hypothesis tests can be more convincingly used ibyg the marginal probability of

rejections, op-value. The bootstrap analog of fhealue for H, is p= Pr(§ < Aﬁ‘ H),[Ajcrs) for

the first test andp = Pr(éz < S‘ kg,ﬁ““) for the second. For each test, we reject null thgsis

when p<a, for a given sizer.

6. Application to Tunisian high schools

The report of the World Bank (2008) on the statedfication on the Middle East and North
Africa (MENA) concluded that the education systeoesinot satisfy the needs of the society and
does not meet the growing ambitions of the pedplis. said that the failure to achieve positive
results rests mostly on a misallocation of the weses devoted to the education system and to
schools operating inefficiently. In the case of iBim Essicet al. (2010a) show that high schools
would be able to deliver the same amount of seswaéh 12% less resources on average. Other
than the internal working of institutions, the alérorganization of the education system has

been under scrutiny.

To improve the internal performance of the educasigstem, the department of education
has made a priority of reducing the size of theosth Table 1 shows that the number of schools
and the number of teachers have increased durmgéniod 2001-2005 to keep up with the
constant increase in enrolment. It is noteworthgt tthe number of schools has increased
sufficiently rapidly that the average size of tleaols, measured by the number of students, has
decreased over the same period: from 965 in 2002/&Cell to 946 in 2002/2003 and to 911 in
2004/2005. That is, the average size of the Tumisiecondary education establishments has
continuously decreased since 2001. This is comsistegh the belief of the Tunisian department

of education that smaller units are performingdyefthis clearly raises the question concerning
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the scale characterization of schools and how titemal size must be determined so that the

schools operate at their optimal scale.

Table 1: Evolution of the number of schools and their average size

Academic Number of Enrolment Number of studen{- Number of | Average School
Year Schools class Teachers Size
01/02 1,065 1,027,812 31,146 49,331 965
02/03 1,117 1,057,233 32,300 51,738 946
03/04 1,161 1,076,238 33,103 55,717 927
04/05 1,191 1,084,878 33,811 59,132 911

Source: « Bureau des études, de la planificatiale éa programmation », Department of Educatiomigia

Here we would like to characterize the returnsctesand test whether the government is
right about the optimal size of schools. In ordedb this, we apply our bootstrap methodology
to a sample of 332 Tunisian high schools. (This@amontains roughly 28% of the schools for
the reference year 2003/2004.). TiBureau des études, de la planification et de la
programmatiorof the Tunisian department of education has pexvidiata for each school for the
academic year 2003/2004. The data include totalleent, the number of students graduating
(successfully completing theaccalauréal, the number of teachers and non-teaching stifés,
number of students in residence (accommodationigedvby the institution), the number of
general teaching and specialized classrooms, amdperating budget. We have used price
indices from the Tunisian National Institute of t&tcs (consumer price index for 2004). Using
these data, we have constructed our output measumgsthe quantities of quasi-fixed and

variable inputs for each high schdol.

Tunisian high schools supply two types of servieghcation and residence (full-board
accommodation). We use the number of beds (BED&}rsmnumber of meals served (MEALS)
to measure the residence services. The educateitese are measured using total enrolment
(STUDENTS) and thebaccalaurédt results (RBAC) which corresponds to the number of

successful students per school.

To produce “students”, high schools use variabld quasi-fixed inputs. The variable
inputs are the total number of teachers (TEACHERS, number of administrative personnel

(ADM), the number of blue collars, essentially ntamance and cleaning staff (BLUECOL), and

% For details on the data construction the readesfesred to Essidt al. (2010a).
* Thebaccalauréais the diploma obtained at the end of high schios;the equivalent of a high school diploma
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finally from the operating budget and the consuprée index, we construct a proxy for food
and material supplies (F&MAT). The quasi-fixed farst are given by the number of general
classrooms (GROOM) and the number of specializeassecboms (SROOM). Descriptive

statistics of the data are given in Table 2.

Table 2: Descriptive Statistics

Variable M ean Standard Minimum Maximum
error

STUDENTS 129225 461,64 346 2769
Outputs BEDS 123,65 188,31 0 931

MEALS 173,35 220,00 0 931

RBAC 180,66 94,05 18 526

TEACHERS 7253 24,32 26 152
Variable ADM 9,53 4,68 1 28
inputs BLUECOL 14,11 7,63 3 48

FEMAT 641,95 377,63 147,08  1983,86
Quasi-fixed | GROOM 26,18 8,77 11 59
inputs SROOM 10,58 4,37 3 31

Table 3 and 4 contains a summary of the scaleieffiy measurement resuftdt
includes the standard DEA results and the test ygfothesis using the homogenous and
heterogeneous bootstrap simulations of our mode. Mumber of bootstrap simulation is equal
to 2,000 B=2,000).

Table 3 presents the results with the schools glgy size (measured by the number of
students). Small schools have less than one thdustaldents (97 schools), the middle group
(129 schools) includes schools with a number oflextts between 1,000 and 1,500 and the last
group includes the large schools, that is, the @shavith more than 1,500 students (106
schools) The total number of schools is 332. Except forfite line, each cell contains a triple.
The three entries are respectively the number lebas that exhibits increasing returns to scale,

constant returns to scale and decreasing returscate.

® Full results are in an Appendix available from #ughors upon request.

® There is no formal definition of “small”, “mediuméind “large” institutions in the literature. Ther@sponding
sizes change considerably from one study to therotbee Stiefekt al. (2009) for a complete survey of the
problem). We have kept in this paper a breakdowrhef schools sizes such that the distribution latikely
homogenous between groups.
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Table 3: Results of the test for the homogenous and the heter ogeneous bootstrap

School Size Total
Small Medium Large
Number of schools 97 129 106 332
Scale Efficiency:
Number of schools per (85, 11, 1) (86, 23, 20) (26, 13, 67) (197, 47, 88
RTS type
(irs, crs, drs)
Scale Efficiency Test:
1) Homogenous Bootstrap:
a=1% (20, 77, 0) (6, 123, 0) (0, 106, 0) (26, 306, 0)
a=5% (35, 62, 0) (14, 115, 0) (0, 105, 1) (49, 282, 1)
a=10% (46, 51, 0) (20, 109, 0) (0, 101, 5) (66, 261, 5)
2) Heterogeneous Bootstrap
a=1% (33,64, 0) (0, 129, 0) (0, 106, 0) (33, 299, 0)
a=5% (10, 87, 0) (0, 129, 0) (0, 106, 0) (10, 322, 0)
a=10% (19, 78, 0) (0, 129, 0) (0, 106, 0) (19, 313, 0)

Page 18 of 24

We first present the traditional scale efficiencpres proposed by Faet al. (1994). The
results are grouped by school sizes and each tgi&ins the number of schools belonging to
each category of returns to scale. Clearly, mostUsMre not scale efficient (more than 85%).
More than half of the schools exhibit increasiniyines to scale, this result being concentrated in
the small and medium size schools (85 small anth8@ium size high school). The majority of
the large schools (67 out of 106) exhibit decreas@turns to scale. There are fourteen percent of
the high schools that exhibit constant returnsctdes These schools are deemed scale efficient.
Half of these schools are medium size institutidriee other half is spread evenly between the
small and large schools. Clearly, the first analysing the standard approach does not provide
any indication on the optimal size for a schoolefdfore, we have to look for an answer
somewhere else in order to get guidance in choasiagptimal size. A potential direction to
look for is suggested by the fact that these resuitthe optimal size are based on the raw scores

and do not take into account potential samplingatians.

Such a traditional presentation of the results dudsnclude the possibility that the scale
efficiency scores might be estimators of a parameéte explained above, the scores are not
measured with respect to the true frontier, bubhwéispect to an estimated frontier. Consequently,
the scale efficiency scores are themselves estinadtine true scores, thus subsumed to statistical

regularities; hence the results reported above rhasaccompanied by an estimate of their
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precision. In other words, reported cases of scefficiencies in the traditional approach might

be the result of sampling variations.

The bootstrap general simulations results are alygpl in last rows of Table 3, while
Table 4 presents some specific cases. The simudatiesults are always reported for three
different test sizesa = 1%, o = 5% anda = 10%. The application of the test procedure we
developed in the previous sections confirms thaitioh that sampling variations play a
significant role in the estimation of scale effioiges. The bottom part of Table 3 confirms that
the vast majority of the schools operate undertemiseturns to scale. That is, more than 78% of
the institutions are now deemed scale efficierdllhtest sizes for both simulation methods, in
strong contrast with what we found initially. Inhet words, the scale inefficiencies identified by
the brute scores are spoiled by some noise and afodte decision units are in fact scale
efficient. These results are not sensitive to Ymetof bootstrap procedure, homogenous or
heterogeneous, so even the simplest statisticatefdtre raises some concerns on the
interpretation of the straight scores of scalecedficies without its statistical content. The resul
in Table 3 allow us to show the existence of aifiant relationship between high school sizes
and scale efficiency scores. The highest conceémtraf scale-efficient schools is found among
the medium or large size institutions. At test size 5%, out of the 282 schools deemed scale
efficient using the homogenous bootstrap metho#,dr& medium size high schools and 105 are
large institutions. For the same test size, theltesising the heterogeneous bootstrap simulations
lead us to a fairly similar conclusion (out of 3&2le efficient institutions we have 122 medium
and 106 large institutions). This also raises thiatpgthat when a school is small it is more likely
to be scale-inefficient. This casts some doubtshen policy promoted by the department of
education that organized a systematic reductioth@fschool sizes. In lights of our results, this
movement is not totally optimal, as in general denachools are more likely to have difficulties

to be scale efficient than medium and large sigétutions.

Table 4 presents the result for specific units. @oproach has focused on unit specific
test procedure by contrast to Simar and Wilson Z2@Bat consider a global test. It compares
directly the simulation results obtained using ltlhenogenous and heterogeneous bootstrap to the
standard results (ignoring the statistical conteihthe analysis). Some specific examples of

DMUs are presented in the Table and serve to ifitsssome general trends.
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[INSERT TABLE 4 HERE]

The homogenous bootstrap results confirm our ietuigs it is impossible to reject the
hypothesis of scale efficiencgrf) at a size equal to 5% for 282 high schools (ntloa® 84% of
the sample). Most of those schools are of eithetiume or large size (roughly 80% of the scale
efficient schools). There are 49 high schools (mthren 14% of the sample) that exhibit
increasing returns to scale. Most of these ingtiist are small schools. That is, 35 high schools
(70% of the group) have less than one thousanestsdHigh school L1115, with an enrolment
of 1801 students, is the only case of decreasitgn® to scale (significant at 5%) and not
surprisingly it is a large school. These resulésrabust to the size. At size= 10%, we continue
to observe a fairly large proportion of high sclpaohostly medium and large institutions, that
exhibits constant returns to scale (more than 78%he sample). There is also a smaller
proportion of the high schools (about 20%), mosflya small size, that exhibit increasing returns
to scale. There are only at most five high schawsch can be deemed to operate under

decreasing returns to scale and they are all lagggutions.

In theory, the heterogeneous bootstrap simulatiwosld provide results closer to the
reality of the institutions because they accountte specificities of the production process. The
cost for this is important as the procedure isgjuivolved. The comparison of its performance
with the homogenous procedure is thus interesiihg. last columns of Table 4 present specific
cases for this procedure and must help to undelstdrat is going on in both procedures. A
striking point is that the results are very similathose of the homogenous bootstrap, something
we interpret as a confirmation of the robustnesshef test procedures and their results. The
number of scale efficient DMU increases to 90%sdibthree test sizes. In both simulations, most
of the DMU exhibit the same type of returns to ecalhe heterogeneous bootstrap tends to
ascribe the scale efficient label to schools mdtenothan the homogenous procedure, however.
None of the high schools exhibit decreasing retutmsscale at all three sizes for the
heterogeneous bootstrap. One striking feature esehresults is the relationship between the
types of returns to scale and the enrolment, @& isidicator of the schools. The heterogeneous
bootstrap simulations are clear on that point: sthof medium and large sizes are all scale
efficient. That is, they are deemed to have annwgdtisize ai equal to 1%, 5% and 10%. The
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DMU that are not efficient, for which the null hytbesis is rejected at equal to 1% in the first
test, are all schools with less than one thousardkats, the smallest schools of our sample.

This result is in line with the conclusion we readhfor the homogenous bootstrap
simulations. It seems that most medium and largeds are scale efficient, while their smaller
counterparts are not. The latter exhibit increasiagurns to scale and from the inverse
relationship identified between returns to scald size measured by the number of students, we
would be inclined to believe that these schoolstavesmall. Clearly, these conclusions are not
good for the policy promoted by the Tunisian deperit of education. It seems that the route to
improve the efficiency of the education system wmniBia does not go through a systematic
reduction of the size of the high schools. To thet@ry, the smallest institutions tend to boast
bad results in terms of scale efficiency. Some batdlools seem to sit on potential performance
gains than cannot be exploited due to their size.

7. Conclusion

A very entrenched claim by program designers andcaibn system decision makers is that
small establishments are better than bigger onghirstudents (Schneidet al. (2007) for a

discussion of this point). Despite the pedagogagments to that effect, for economists this
problem is directly related to the scale efficienicyother words, what is the school optimal size
so that all resources devoted to the institutiom eptimally used to produce well educated
students? To respond to this question and orieméctly the education policy we need a formal

way to determine the optimal size of given educetianstitutions.

In this article we have developed a procedure gbrien parametric statistical hypothesis
concerning the scale efficiency of organizatiomdiy implementable to schools. Because there
IS no asymptotic distribution for the test statisinder the null hypothesis, we used a smooth
bootstrap methodology to approximate it. This apphoallows us to estimate tpevalues of the
test and to determine a decision rule to accepeject the null hypothesis. The results of our
application of this methodology to the Tunisian®®tary schools show on the one hand that
scale efficiencies are strongly sensitive to sangpliariation and on the other hand that the claim
made by the decision makers in the Department at&ibn in Tunisia that the country should
aimed at reducing as much as possible the sizeead¢hools is not verified. Smaller schools are

not better and in fact we have shown that theypapbably the only one that are systematically
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not of the right size as they are exhibiting inereg returns to scale. It is in medium and large
institutions that we can find high schools fullynleéiting from scale efficiencies.

We have ignored the socio-economic characterisfissudents and the localization of the
schools, however. This may eventually force usualify our results as rural schools may not be
able to increase the number of students becauseeak population density for instance.
Nonetheless, we do not expect these consideratioecizange radically the picture we drew of the

school efficiency in Tunisia.
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1

2

3 Table 4: Homogenous and the heter ogeneous bootstrap test results: some specific cases

4 DMU  Enrolment Homogenous bootstrap simulation Itesu Heterogeneous bootstrap simulation results
g élj ézj Ig::t;allle b, P, Scale efficiency test P, P, Scale efficiency test
; efficiency  (Testl)  (Test2) a=0,01 0=0,05 0=0,1 (Testt)  (Test2) a=0,01 a=0,05 0=0,1
20 L111 1517 0,9986 0,9986 Irs 0,6775 0,2855 crs crs crs 0,8305 0,5325 crs crs crs
11 L1111 1205 0,9929 10,9929 Irs 0,4950 0,4490 crs crs crs 0,6195 0,4725 crs crs crs
12 L1112 1910 0,9696 1,0000 drs 0,3730 0,9555 crs crs crs 0,5790 0,9450 crs crs crs
13 L1113 1875 1,0000 1,0000 drs 0,1995 0,9695 crs crs crs 0,9075 0,9405 crs crs crs
14 L1115 1801 0,9294 11,0000 drs 0,0395 0,9045 crs drs drs 0,4040 0,9480 crs crs crs
15 L1126 1746 1,0000 1,0000 crs 0,9570 0,9690 crs crs crs 0,9850 0,9515 crs crs crs
16 L1235 632 0,9630 0,9630 irs 0,5420 0,5420 crs crs crs 0,3620 0,3280 crs crs crs
17 L1545 1404 1,0000 1,0000 crs 0,9360 0,9925 crs crs crs 0,9845 0,9915 crs crs crs
18 L1464 669 0,8910 10,8910 irs 0,0005 0,0005 irs irs irs 0,1480 0,1455 crs crs crs
19 L3183 615 0,8549 10,8549 irs 0,0090 0,0090 irs irs irs 0,1085 0,1060 crs crs crs
20 L41120 1564 0,9874 11,0000 drs 0,0955 0,9740 crs crs drs 0,7040 0,9495  crs crs crs
21 L43134 962 0,9446 0,9446 irs 0,0115 0,0115 crs irs irs 0,3475 0,3020 crs crs crs
22 L43143 1689 0,9608 1,0000 drs 0,0540 0,8920 crs crs drs 0,5105 0,9500 crs crs crs
23 L52168 1620 0,9844 1,0000 irs 0,0850 0,1995 crs crs drs 0,6710 0,6060 crs crs crs
;g L84305 1910 0,9254 11,0000 drs 0,0695 0,8880 crs crs drs 0,3940 0,9405 crs crs crs
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