N
N

N

HAL

open science

One approach of data-mining for Product Driven
Systems
Philippe Thomas, André Thomas

» To cite this version:

Philippe Thomas, André Thomas. One approach of data-mining for Product Driven Systems. 14th
IFAC Symposium on Information Control Problems in Manufacturing, INCOM 2012, May 2012, Bu-

carest, Romania. pp.CDROM. hal-00760257

HAL Id: hal-00760257
https://hal.science/hal-00760257
Submitted on 3 Dec 2012

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/hal-00760257
https://hal.archives-ouvertes.fr

One approach of data-mining for Product Driven Systms
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B.P. 70239, 54506 Vandceuvre lés Nancy cedex France
(e-mail: philippe.thomas@univ-lorraine.fr)

Abstract: The first objective of this paper is to highlighdtme new Product Driven Systems (PDS)
issues. Effectively, several possibilities haverbpeoposed to give to products or objects capactte
react to environment modifications (especially iamafacturing and logistics context here). In paitéc,
bio-inspired approaches are now promising. All hasw perspectives lead putting products in action
according to collected information. That's why #dchnics leading to exploit and organize data are
necessary. The main objective of the paper is addkin a second part, where we highlight why
learning machines could be seen as a new way tohato

Keywords Product Driven Systems, Viable systems, Learniaghines, Neural network, Data mining.

management functions, which is in MRP2 systems
1. INTRODUCTION centralized and hierarchical, become, in lean gbity,

After the second industrial revolution the main gamies’ Completely or partialy distributed. In spite of thesults
objective has been productivity. Ford Motor Comparas Obtained with these decentralized approaches, yhebr
introduced the concept of mass production. Sinea,tmany Constraints (ToC) introduces a new point of vievifedent
techniques have been introduced leading to proce®8d complementary, based on a global optimum atiznt
automation and optimization of planning and proguct Which brings back to a centralized approach (GiiataCox,
control activities. Among Manufacturing Planning dan 1992). ToC induces that organization has to beuavedi and
Control Systems, MRP Systems emerged during thensies  controlled by using three indicators: profits getted by

in order to solve problems such as those relatettlays of Sales, operating costs and inventories. In ToC, oadg
orders, to intermittent stock consumption or tcetmrsting of bottleneck management is the key of the succesallyi the

raw materials consumption. However, inertia facingXistence of these three concurrent philosophies of
unexpected events occurring on the shop-floor leam Iseen Production management have led to the propositiomany

as a residual issue. In order to compensate ferdfsiwback, hybrid systems using techniques coming from MRH?,aj

a new MRP2 generation has been proposed with aclo®p ToC Wh_lch were |mplement_ed in software such as ERP
approach (Vollmaret al, 1997). The main characteristic of(Enterprise Resources Planning), APS (Advanced riftign
these systems is the multi decision level horizondystems), SCM (Supply Chain Management Systems)...
structuration. These horizons may be classified ioing,

medium, short and very short term. Considering thiar In the next section, a brief overview of intelligen

manufacturing systems is recalled with their adeges and

decision levels have been identified: strategicstidal, K . bl | rfad
operational and execution one. At the beginningighties weaknesses. Section 3 presents a viable system c
P ' ' . product driven system. Section 4 focuses on thel refe

new management philosophies appeared which implied :
drastic changes in production management area.nTdia nowledge of these systems and the leaming appesacsed

. to design knowledge. An illustration of this apprbais
goals_ pf these cha_n_ges have been to improve trm.mys presented in section 5 before to conclude.
reactivity and flexibility, on the one hand, ande thervice
quality, on the other. These challenges are sdilidvtoday
and have been mainly implemented by Just in Tinie @hd

Theory of Constraints (ToC) philosophies. The development of production management systemsela
The main idea of JiT philosophy is based on thiziefit use to Fhe Computer Integrated '\"‘?‘””faC‘!‘“”g concephe
main goal of these systems is to interconnect h# t

of productive resources. Various approaches haven be . . ) :
proposed such as Lean manufacturing, Demand Fld\rll\}‘ormanon systems included in the production egstCIM

: : : systems have to supervise and control all company
Technology or Six Sigma. On production workshops t . . X
main usegdy tool to in?plement tF;]is philosophy to ot operations. At that time, the paradigm generalgeated was

physical/material flows is the kanban system. Leatrpat the CIM system would be able to have a gieaitility

manufacturing and, in particular, kanban systenmehmplied when changes occur an_d would give the best SOIlmldhe
a great revolution in production system manageme&he problems er_lcountered n pro_ductlon system. Nevieshe
implementations led to centralized and rigid swues unable

2. INTELLIGENT MANUFACTURING SYSTEMS



to adapt quickly to changes.
manufacturing systems were very productive. So,that
beginning of nineties, CIM systems were no
considered as the solution of all problems of potida
companies (Babiceanu and Chen, 2006).

Considering the bad results of integrated systemsrims of
flexibility and reactivity, collaborations betweeresearch
centers, universities and companies have beeratiitiin
order to design and develop the production systlemshe
future. The most important of them was the “Intslt
Manufacturing Systems” Project (IMS) (Yoshikawa, 95
The basic idea of IMS was the design and implentiemntaf
decentralized systems. Its main goal was systexibfligy in

order to deal quickly with disturbances inherent tte
production processes. Before this function wascatied to
men who monitored and changed the shop orders.iddze
was to automate all or a part of this function lsing new
communications  technologies  (Auto-ID,
systems...). These new systems have to be
reconfigurable and reusable (Leitao, 2009).

Considering the centralization criterion, the prciitn
systems have been divided into four types (Babicemmd
Chen, 2006): centralized systems, hierarchical omeslified
hierarchical ones and heterarchical systems. Arothel
design of decentralized systems appeared diffeggres of
systems and concepts. The main decentralized ptioduc
systems are bionic, fractal and holonic ones (HMBj)is
paper focuses on the last one.

HMS consortium has proposed holonic production esyst
based on the holon concept. A holon is an entiticlvimay
be included in other holons (Van Brussehl, 1998) and are
organized in holarchies. Holons have the abilitiek
autonomy and cooperation. Nevertheless, concepegent
and holon are often confused. Although the holory rba
viewed as an agent, the main difference is thatctirgrol
part is associated to the physical part in a holoran agent
(which is an abstract entity), a physical entityyrba merged
or modeled by an abstract entity. Product Drivest&ws is
an evolution of holonic system where interoperapifind
intelligence are improved. In PDS, products becatme
company resources controllers (Morelt al 2003). This
leads to the intelligent product concept. It hasrbdefined as
an entity equipped with physical and
representations, able to affect decisions which afégct the
intelligent product itself (McFarlanet al, 2003). In practice,
the Radio Frequency identification (RFID) is a teclogy
able to link information and physical environmerithe
central idea is to move from a classical hieramhiand
aggregated control to a distributed decision makimgre a
part of the decision is made locally, all along pineducts life
cycle. So, the needed information is reduced arudlip

processed. The PDS have been generally designed a;

particular class of holonic systems. The main athgas of
IMS approaches are feasibility, robustness, fldixjbi
reconfigurability and reusability.

Up to now, many methodologies have been proposeddier

However, some flexiblexists allowing model design. The modeling step rbay

performed by focusing on functional, physical orstaéct

longeaspects (Creput 2008). And yet, the tools choide t

criterions choices and the models choices remaiked to
the abilities and preferences of designer. Thisk lad
uniformity makes the evaluation and the comparisdn
different applications in the literature, difficult

One of the most critical points for the heterarahic
approaches (decentralized) comparatively to trambii ones
(centralized) is the decision optimization. Hetehécal
systems are not able to formally guarantee thefopmances

in terms of quantifiable variables, and more patédy, of
costs. Heterarchical systems are interested insicks
criterions of cost, time or efficiency, but alsogoals relating

to flexibility, reconfigurability, reactivity, inteperability...
These goals are not easily quantifiable, and s@& th
comparison and evaluation of benefits of such systare

Multi-Agentdifficult.
robust,

In conclusion, it can be noticed that the two geggiroaches
of production planning and control have strengthsl a
weaknesses. Actually, the conventional approaches
(centralized) insure the efficiency of the globgstem but at
the expense of flexibility and reactivity. At th@mosite, the
IMS approaches (distributed) insure flexibility arehctivity,

but are not able to insure performance and comsigte
between decisions taken to different levels. Sosterch of
global consistency of a system working, through the
comportment of sub systems and their own goal serdsl
(Thomas, 2004).

Verstraeteet al (2008) have proposed to associate a HMS to
a hierarchical planning system. The function of HidSto
determine an alternative planning when disturbamoeurs.
Another way would be to design hybrid systems
(centralized/distributed). Herrera (Herrerat al, 2011)
highlights that to allow acceptable efficiency amahsistency
between different decision levels and to improvee th
flexibility and reactivity capabilities of the sgshs; “Viable
Model” could be a good way to structure their amtture.
Moreover these systems have to include a data sitiqni
system in order to collect data from the physigatem to be
controlled. These data must be filtered, analyzmassibly
aggregated... in order to become exploitable. Thipepa

informationafocuses now on this point.

3. VIABLE SYSTEM MODEL FOR PDS
3.1. Viable System Model (VSM)

The origins of VSM arise from the works of Beer éBe
1984) applied to the steel industry in the fifti€his research
can be placed in the line of works of Norbert Wiengarran
McCulloch and Ross Ashby. The main objective ofriiadel
Was to identify and to explain how systems are leiab
Although, VSM is a general model for the study oy aiable
system, the most concerned application areas leashenan
activity organizations, i.e., corporations, firmsr o
governments. In this domain, VSM changes the viéithe

to model distributed approaches (PROSA, ADACORraditional management model based on command and

METAMORPH...). Despite this, no standardized critario

control, in which a control system is designed gs/mmid



and such decisions are disaggregated in a top-doaymer at
different structural levels. The main differencespired by
the biological organization, consists in mappingis th
hierarchy into a structural recursion (Herretaal, 2011).

with its environment and iii) interacting with amh it. So,
intelligent products have autonomy, auto-organiratand
auto-regulation properties necessary to become btmac
subsystem of a VSM model which is able to modelealéls

The premise of this change of perspective was liedgrom
the living beings composition (cells, organs, systgetc.).
Indeed, they have properties of autonomy, self+tiggdion
and self-regulation, allowing them to have an iretefent
existence. The differentiation of their functionsdathe
relationships between these elementary componeotiipe
more complex systems, without that subsystem edasent|
properties would be lost. However, one of the niogtortant
properties of a viable system is their intrinsicuesion. In
fact, any viable system contains and is containedrmther
viable system. Every subsystem maintains its autgno
towards its environment, but it also contributesgemerate
the viable system in which it is included. In thaty, a viable
system and its different subsystems have the s&mnetigal
requirements. A viable system supports its objestithanks
to an overall cohesion and adapts itself by theraarny of its
subsystems. VSM was developed looking for invaganin
organic systems. These invariances allow defining
homomorphism of their functions, organization atrdcture.
Beer defines five elementary functions that anyhdaystem
must have: implementation, coordination, control,

intelligence and policy. Fig. 1. VSM based product driven control system.

of a MRP2 system.
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3.2. VSM model of Manufacturing Planning and CohtroC

oncerning the figure 1 above, we have made thethggis
system

that products are instrumented with RFID technoladych

The model describes here (Fig. 1) has been propbged allows acquiring, archiving data and communicatigd
Herreraet al. (2011). It is consistent with the five functionsinteracting with their environment. The productdanchy is

of the Manufacturing Planning and Control Systentsctv designed in order to represent the decision levlets MRP2
can be described as: Strategic Planning, Sale©ardations System. This resulting metamodel uses the holorcegun
Planning (S&OP), Master Production Planning (MPS)This figure is subdivided into four quadrants (I, Ill, and
scheduling and execution. Each of these functiody) in order to simplify the explanations. The hmntal axis
corresponds to a level in the decision making pescedistinguishes the physical world to the virtual orihe
regarding to different horizons going from a longeshorter Vertical axis distinguishes the design which is a
one. In practice, these decisions are taken usimgling representation of the system to the implementatidich
horizon to take into account the frequent chanpas accur Performs the decision making and the knowledge
in the data (demand, capacity, etc.). Thus, thategic Management. Red arrows (dashed) represent thefldat
planning is revised once a year, the S&OP is coetputfrom the shop floor to the quadrant IV (Data Maragat
monthly, the MPS is get per week, and the schedates System — DMS), when the green (bold) arrows reptese
performed daily or more frequently depending O,mformanpnal or knowledge flows into the DMS. Twod
disturbances. Each function deals with a corresipgnd overloading the figure, only some examples of thiise's
aggregation level of products respectively famjlifisished —are shown.

products and items (components). In this contex¢ of the
major issues is to adapt decisions at each leveénwh
disturbances (internal or external) happen. Theueetly
resulting modifications in the decision making prsg lead to
the so-called nervousness system which deteriorttes
system performance (productivity and efficiency).neO
should notice that the shorter the horizon is, there
frequent are the changes. Thus, the performancaoise
deteriorated at the lower level (scheduling levedjore
precisely, this model is a generic model based @MV
dealing with production planning considering botP#level
and scheduling (lot-streaming).

The quadrant | shows the planning system which imay
centralized or distributed. Its decomposition isdzhon four
levels of aggregation of product entities (weektgduction,
manufacturing orders, lots and products). To eanlel)
entities are modeled as agents. The product endtie agents
with a specific control/autonomy level which alloto
represent all the hybridization levels of the systtfom a
pure centralized system (product agents transiatrmation
to upper level where decision is made) to a puterhehical
system (agents communicate among themselves i twde
make decision). The quadrant Il is a conceptual
representation of the instantiation phase. It shaiws
physical implementation and corresponds to thamshg of
products in the form of holons, which load intedige and
the functions allowing them to interact with enviment and

In a PDS, the basic unit is the intelligent prodwehich is
capable of i) acquiring and archiving data, ii) coumicating



to acquire the desired level of autonomy. The qamdill
shows the physical control in which product holame able
to make decisions according to events concerniag twn
evolution. The quadrant IV shows the virtual impé&ntation

Let us focus on the product level. In quadrant e
knowledge to load in the agent has to be built. TieEn
particularity of this level is that the entries kbfiowledge
manufacturing process are only data collected oe th

and corresponds to the transformation process d& davorkshop. This process is then a classical proogfss
(coming from the shopfloor) to information allowingknowledge extraction from data. The main difficuly to

knowledge to emerge. It is this knowledge which trioes
loaded by agents in quadrant | in order to imprdweir
adaptation abilities to events with the principfeegperience
feedback. The question that needs to be answerddois
perform this experience feedback”?

4. DATA MINING AND PDS

As previously said, in the concept of product dniveystem
(PDS), product must take decisions and interach viti$
environment thanks to acquired knowledge and in&tion.
The synchronization of physical and information&dwis
inherent to PDS implies that many data may be équdn
order to create this knowledge and this informatidhese
data may be related to product himself, or to thedpction
process. So, the question becomes: how to expkesetdata?

Considering figure 1, green arrows (thick) connéle
elements of quadrant IV to elements of quadranthese
connections represent the knowledge loaded in ag&,
the first task is to determine which knowledge éeded by
different levels agents. Obviously, a product agdoésn’t
need the same knowledge than a manufacturing agksmt.
So it is necessary to define precisely these naedsder to
be able to answer them. When this is done, it resn&d

determine how to build this knowledge. For thise th

recursion of the VSM model may be useful. A fiestél may
be defined which includes the two physical quadrghtand
III) and the product layer of the two virtual quadts (I and
IV). This level is surrounded by dotted line. Tleesnd level
(Lots) includes the first level and adds the lodyelr of
quadrants | and IV. It is surrounded by short dddme. The
third level (Manufacturing Order level) includes tkdevel
and adds the fabrication order layer of the quadraand IV.
It is surrounded by long dashed line. At last, fierth and
last level (weekly production level) includes falation order
level and adds the weekly production layer of the virtual
quadrants (I and V). It is surrounded by solidelinThis
decomposition is comparable to the concepts okgystand
sub-systems of the system engineering which mayskd in
order to define interfaces between levels. To dachl, the

know which data is necessary. It can be noticedl tiese
data may be of continuous or discrete nature, ohétést or
stochastic one, and the knowledge design process take
into account the hybrid nature of this data.

When the next level is considered, the entriesrafWkedge
manufacturing process may be data (aggregated Or no
collected on the workshop, but also information and
knowledge built at the product level. So the doutfiellenge

is:

- To determine which data, but also which
information and which knowledge at the product
level are necessary in order to built the knowletdge
be loaded in agent at the lot level,

- To define a tool allowing to aggregate entities of
different nature (data, information, knowledge) in
order to built the desired knowledge.

The desired knowledge to be loaded in agents ofujgvels
will be built with a recursive approach by using fireceding
procedure. This paper highlights knowledge manuféuog

process at the product level in order to point th& main
difficulties encountered and to propose solutions.

5. ILLUSTRATION

Let us consider a simple production process canstlt of
sequential work centers presented by figure 2. @fnthese
work centers is a bottleneck. The only knowledgéctvimust
be loaded in product agents is the lead time betvibe
release of manufacturing order and the producisahrinto
input queue of bottleneck.

MO

CH O PR

Fig. 2. Considered production system.

knowledge manufacturing process is performed inesgv The knowledge manufacturing process must be highly

steps:

automated. So, the data loaded by holons (quadraarsd

1. Determination of witch knowledge must be loadedll) are collected and exploited by using multilaye
in agent. As explained previously, this need igerceptron which uses supervised learning. Itsctire is

different according to agent level.

given by:

2. Determination and collect of information available N N
in order to produce knowledge. This point will bezzzwz_g(z . P+ 5]_,_ k (1)
i=1 h=1

detailed afterwards.

3. The structure of the model (here multilayer

perceptron) has to be determined.

0

where x. are the g inputs of the network,w;, are the

4. At last, learning and validation phase must beveights connecting the input layer to the hiddemtab' are

performed. The failure of the leaming procesghe piases of the hidden neurons, g(.) is the atitin
implies a feedback on the second or third points.  fynction of the hidden neurons (here, the hypecdalingent),



w?are the weights connecting the hidden neurons ¢o tffhe second approach consists to transform the edescr

output one,b is the bias of the output neuron ands the yariables into binary ones and to use these bivmrigble_s as
network output inputs of the network. With the same example avapfive

binary input variables must be created, each ohtiray take
The weights and biases are determined by usingergsed the states 0 and 1: “X2=17" "X2=2"; “X1=1"; "X1=2";
learning which can be performed in two steps (Thmetaal “X1=3". The main advantage of this approach is tbaly
2011): i) initialization step this initialization may be one neural network models the entire system. Howyeties
randomly performed or by using more complex algong. model includes more inputs and hidden neurons anthe
This step is crucial in order to avoid local optimtrapping. computational times increase during the learningd an
ii) learning step many learning algorithms exist. One oféexploitation steps (Thomas and Thomas, 2009). These
them is the Levenberg-Marquardt algorithm. It wodss a approaches are not paradoxical. An optimal soluti@y be
hessian algorithm when solution is distant and gsagient to mix these two approaches in order to limit batie
algorithm when solution is near. growing number of neural models to learn and tlze sif

) ) each of these models.
This neural network must model the lead time betwie

release of manufacturing order and the producisadrinto  Following the explicative variables are collecteui alefined.
input queue of bottleneck. This lead time is a cwmus In a second step, the structure of the neural mtwast be
notion. A first step is to fetch the lead time aalll the designed. The works of Cybenko and Funahashi heoxeed
explanatory variables collected by each productotml that a multilayer perceptron with only one hiddayer (using
These explanatory variables will become the nemeavork @ sigmoidal activation function) and an output tafgesing a
inputs. They may be continuous, as utilizationsatgieues linear activation function) can approximate all hoear
size... or discrete, as routing choice, machine ehaicThe function with any desired accuracy. However, najtig said
question that needs to be answered is “How to fake about the number of hidden neurons.

account this discrete data”? Previous works haesvehthat
some discrete variables may be used without péaticu
precautions but other variables may not (Thoreasal,
2011). In order to solve this problem, two appr@&scmay be
used.

The simplest approach would be to choose a vergtgre
number of hidden neurons which permits to obtai hlest
accuracy. However, we are not in front of a regular
approximation problem but in front of a functionjutment
to a finite number of points (Dreyfust al. 2002). The risk is
to learn the noise and not the function. This iislkcalled
overfitting In order to avoid it, different techniques have
been proposed as regularization methods, earlypstgpor
penalty methods. However, the determination ofdpgmal
structure of the network allows to avoid the ouérfg and to
optimize the calculation times. For this, two amites exist.
The first one is a constructive one where the hididger is
iteratively built. Another way is to start from druture
including too many hidden neurons and to remove the
spurious neurons. The main advantage of this apprsato
Fig. 3. Taken into account discrete variables —tirmibdel allow to some algorithms to determine simultanepubke
approach. hidden neurons number and the feature selection
(Engelbrecht, 2001; Hassibt al, 1993; Setiono and Leow,
The first approach is similar to the multi modellpsophy. 2000).
In fact, if learning cannot take into account sodiscrete
variables, this is due to the system comportmeringhs
when these variables change of state. So, theswetdis
variables define different operating areas of ty&tesn, and
so, it is necessary to design one neural modelefoch
operating area. As example, if two discrete vagabX1 and
X2 may take 3 and 2 states respectively, the censi
system can be found into 2*3=6 operating areas smdt

Three algorithms have been tested and compareldeolead
time model in a sawmill (Thomas and Thomas, 2008gse
three algorithms are OBS (Hassiei al, 1993), N2PFA
(Setiono and Leow, 2000) and the one proposed by
Engelbrecht (Engelbrecht, 2001). The obtained tecdve
shown that the association of two algorithms (atemsion of
Engelbrecht algorithm and N2PFA) gives the optimal

needs 6 neural models to learn (figure 3). The aidepes of structure .Of the network qu_ickly. In faqt, a firstep of
this approach are that the n(el?ral ngztworks havey orfpruning with the fastest algorithm (extension ofyElvrecht)

continuous inputs and so, the learning is much kmp allows finding the numper of hidden_ neurons. Ineaond
Moreover, the structures of the networks includss lenput step, the. N_ZPFA algorlthm works with a smaIIer. sl
and hidden neurons and so the computational timesdses than the initial one (less h_|dden neurc_ms) gllomvde&gn the
during the learning and exploitation steps. Howgtles main network structure by pruning the spurious inputs.
drawbacks are the number of neural networks tmlaad the
need to design a models selection system in fumctistates
of discrete variables (Thomasal, 2011).

5. CONCLUSIONS

In this paper, in a first step, we have summarittex new
advances in product driven system approach and & VS
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