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ABSTRACT

The paper focuses on the accuracy improvement of indus-

trial robots by means of elasto-static parameters calilanat

It proposes a new optimality criterion for measurement pose
selection in calibration of robot stiffness parameters. isTh
criterion is based on the concept of the manipulator testepos
that is defined by the user via the joint angles and the externa
force. The proposed approach essentially differs from theit
tional ones and ensures the best compliance error compensat
for the test configuration. The advantages of this approach
and its suitability for practical applications are illusited by
numerical examples, which deal with calibration of elastatic
parameters of planar manipulator with rigid links and corapit
actuated joints.

Keywords: robot calibration, stiffness parameters identifi-
cation, selection of measurement poses, optimality @iter

INTRODUCTION

The aerospace and ship building industries intend to pro-
gressively replace conventional materials by composiés dinat
provide essential advantages from mechanical point of et
at the same time introduce additional complexity in macigni
process. Conventional CNC-machines provide high stiffraesl
high accuracy, but the workspace is very limited. Besideis, i

*Address all correspondence to this author. 1

difficult to process the workpieces with complex shapes.séhe
limitations are critical for the considered applicationn this
case, it is reasonable to consider robotic-based machthaig
may ensure large workspace and processing of complex shape
However, machining of high performance materials with tobo
may cause essential compliance errors that influence orutide g
ity of the final product. For this reason, in the design of a0
based machining, stiffness modeling of robotic maniputatm-
der external forces becomes a crucial issue.

Generally, the compliance errors depend on both applie
loading and robot stiffness properties. Moreover, sintibegeo-
metrical errors they highly rely on the manipulator confagion
and essentially differ throughout the workspace. So, ireotd
achieve maximal efficient compensation, it is required abddi
stiffness model, which takes into account both stiffnespero
ties of all joints/links and correct values of all joint aagl One
way to solve this problem is to improve the stiffness model by
means of elasto-static calibration [1] that allows identifythe
stiffness parameters from the measured robot end-effpoisir
tions.

The problem of robot calibration is in the focus of research
community for many years [2]. However, most of the efforts
have been made for kinematic calibration [3—6], only few kgor
directly address the issue of elasto-static calibratigB][@nd its
influences on robot accuracy. Only very limited number ofkgor
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address the issue of optimal measurement pose selectibh][9—
Despite the obvious fact that the calibration accuracy neaiyrb
proved by increasing the number of experiments, the measure
ment poses may also affect the robot calibration [12]. Itheen
shown that the latter may significantly improve the iderdificn
accuracy [13]. This problem can be treated as determinirej a s
of optimal measurement poses within the reachable jointespa
so that the affect of measurement errors on the identificaifo
robot parameters is minimized.

In the experiment design theory, which can be obviously ap-
plied here, one of the key issues is comparison of the experi-
mental plans. In order to find the optimal experimental pfar,
merous quantitative performance measures have been pcopose
They have different affects on the identification accuramyd
have been defined as the objectives of the optimization prob-
lems, associated with sets of measurement poses. In repotic
there exist two main trends in defining the objectives: ortaés
conventional optimality criteria [14—16], which operatéwthe
trace/determinant of the covariance matrix. Another onthes
observability indices [17—-20], which are based on singuddume
decomposition of the Jacobian. Both trends have limitatibiat
affects the calibration accuracy in different manner. Besj the
developed performance measures that operate with abetract
tions, and as a result they are not in a good agreement with the
industrial requirements. This motivates a research doeaif
this work.

In this paper, to evaluate the quality of measurement poses
used in calibration experiments, a new criterion that itam
the concept of manipulator test-pose is introduced. Inreshto
the existing criteria, the proposed one has a clear physieah-
ing directly related to the robot accuracy, and allows esain
improving the accuracy of compliance errors compensatian v

proper selection of the measurement poses. The main advan-

tages and practical significance of the proposed criteddlas-
trated with the elasto-static calibration of 2-link planaamnipula-
tor. For the presented example, a series of optimal posetisgie
maps with respect to different link length ratio are presgnte

PROBLEM STATEMENT

In order to address the problem of elasto-static calibnatio
let us define the required mathematic models: geometric and
elasto-static ones. The geometric model that defines that rob
end-effector position as a function of the joint angles ani |
lengths can be expressed as

p=g(q,L) @
wherep is the end-effector location (position and orientation),
vectorq is the joint angles and vectarcollects the link length.

In accordance with [21], the displacement of the end-

2

effector under the external loading of serial manipulagor i

Ap=JkgJTF (2)
where the Jacobian matrixcan be computed via differentiation
of the geometric model (1p is the robot end-effector displace-
ment caused by external loadirky is a matrix that aggregates
compliancegks,---,kn} of the actuated joints; is the external
force.

It is assumed that all the geometric paramet@gsL} of
model (1) are well calibrated. So, for the unloaded mdde Q),
the vectorg is equal to the nominal value of the joint angtgs
Because of the loadirfg+# 0, the joint angles include deflections,
i.e. g =q°+ &g, wheredq is the vector of joint displacements
under the external loading. Thus, in order to compensate the
undesired displacements causedMythe elasto-static parame-
ters{ki,---,kn} must be identified precisely. For this purpose, it
is proposed to use calibration technique.

For elasto-static model, each calibration experiment pro.
duces three vectok\p;, q;, Fi }, which define the displacements
of robot end-effector, the corresponding joint angles dredetx-
ternal forces respectively, wheris the experiment number. Cor-
respondingly, the calibration procedure may be treateldealsdst
fitting of the experimental datgA\p;, q;, Fi } by using the stiffness
model (2) that can be solved using the standard least-stpre
nique.

However in practice, the calibration includes measuremen
of Cartesian coordinates that accommodate ergprshich are
assumed to be i.i.d (independent identically distributaedidom
values with zero expectation and standard deviatiorThe er-
rors for the joint variables are assumed to be relativelylisma
Because of the errors in the measurements, the desiredsvalu
{ki,---,kqs} are always identified approximately. So, the prob-
lem of interest is to evaluate the identification accuraaytltie
identified parameters and to propose a technique for sedecti
the set of joint variables; and external forceb; that leads to
accuracy improvement.

Usually, the optimality criteria that evaluate the quality
calibration plans are based on the covariance matrix of griid
fied parameters. In this particular case, the parametéus lodive
different influences on the end-effector displacementsfemo
over, their influence varies throughout the workspace. Tr-ov
come this difficulty, in this work it is assumed that the “cali-
bration quality " is evaluated for the so-called test confégion
{q*,F*}, which is given by the user and for which it is required
to have the best positioning accuracy under the influence-of e
ternal loading. So, original calibration problem shouldsbéved
with respect to the given constraint.

To solve this general problem, two subproblems should be
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considered: (i) to propose an optimality criterion thatdsypted
to the elasto-static parameters calibration of industriahipu-
lator; (ii) to find optimal configuration of robot calibraticfor
given test one that provide the highest position accuracy.

EVALUATION OF IDENTIFICATION ACCURACY
Influence of Measurement Errors

For computational convenience, the linear relation (2)nehe
the desired parametef&,,--- ,k,} are arranged in the compli-
ance matriXkg of sizen x n should be rewritten into the follow-
ing form

Ap; = Aik (3

where then x 1 vector k collects the joint compliances

{kq, -~ ,kn}. Matrix A; is defined by the columns of Jacobian
and the external force and can be expressed as

Ai=[ITFL- INTR] (i=Tm) (4)
where J! is the ni" column vector of Jacobian matrix for the
it experiment,m being the number of experiments. From the
identification theory, the joint compliances can be obtdifiem
Eq. (3) using least square method, which minimizes the wesid
als for all experimental data. So, the corresponding ogaion
problem can be formulated as

i=§1

The solution of this optimization problem provides the resti
tion of desired parameters, which can be computed as

ko= (iAIAJ N (iAIApJ

Taking into account that the measurement errors exist in the
calibration experiments, Eq. (3) should be rewritten in fible
lowing form

(Aik —Ap))T (Aik — Ap;) — Q_”'i,:n

®)

(6)

Ap; = Ak + ¢ Q)

whereg; is the measurement errors in ﬁH?eexperiment with ex-
pectation Eg) = 0 and variance & &) = 2. Itis evident that
the measurement errors have affect on the identificatiomracg
of k. So, the estimation of the desired paramekehas the form

K — (iiAiTAi> h (iiAiT (Ap; — 8i)>

®)

As follows from Eg. (8), the latter expression produces asbd
estimates
E(k)

Ko 9)

where EK) is the expectation of the identified parameters, which
is assumed to be equal to the real valuk@f It can be proved
that the covariance matrix of compliance parameters [2]nd

ing the identification accuracy, can be expressed as

il T ! il TT il T !
cov(k) = Ai A E Aj & &A; Ai A
0= (3) e(3aen) (Ba)
(10)
Then, taking into account that(E™, &' &) = o?I, wherel is

then x nidentity matrix, Eq. (10) can be simplified to

m -1
cov(k) = g2 (_ZAIAi>

whereo is the standard deviation of the measurement errors. Sc
for the considered problem, the impact of the measurement e
rors is defined by the matrix sup™; AT A; that is also called
the information matrix.

(11)

Obviously, in order to have the smallest dispersion of iden-
tification errors, the elements of covariance matrix shdadds
small as possible. However, this is a multi-objective ojtation
problem, which means that minimization of one element may
possibly increase others. For this reason, let us conderdra
the analysis of the existing optimality criteria and thegiphca-
bility to the considered application in the next section.

Existing Optimality Criteria

In classical regression analysis, there are several cenvel
tional optimality criteria that operate with the trace adde-
terminant of covariance or information matrices. The most<€
monly used among them are based on A-, T-, D-, G-optimality
principles and maximal diagonal covariance (MDC). In addit
in robot calibration, there exist many observability ireidased
on the singular value decomposition of the Jacobian. Fardhe
sidered application, they can be obtained from SVD of maktix
which contains the Jacobian and the external force. Moaldet
concerning these criteria are presented in Table 1.

It should be mentioned that all of the optimization criteria
which are presented in Table 1 solve the minimization prob-
lem (11) in different manners. As a result, they may provide
different optimal solutions. So, in order to have good accyra
of robot parameters, it is important to select a proper dhjec
The main disadvantage of these approaches is that the igbgect
are not directly related to the robot accuracy, which is acatit
issue in the industry. Even if they may increase the ideatific
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Tablel. Optimization functions for existing optimality criteria In order to simplify Eq. (14), the terp" &p could be replaced
by tracédpdp’), such thal; has the following form

Optimality Criterion Optimization Function
A-optimality tracé(ATA) 1) = TLn O = trace(E (At5k5kTAtT)) (15)
T-optimality tracéATA) — max L T . .
a.F And taking into account that(@kdk ' ) is the covariance matrix
D-optimality detATA) — max of the desired parameteksusing Eq. (11)O; can be reduced to
G-optimality maxd[H]} — min
q.F m -1
MDC max{d[(ATA)"1]} — rQiFn O = o’trace A¢ <'ZAiTAi> AtT (16)
. s 5 1=
Product of singular value€x) 7“\%“01 — max
2 .
Inverse condition numbe0k) %3—) max Analysis of Eq. (16) allows to formulate several remarks:
1 s
Minimum singular value@z) Os — rg%x
Noise amplification index@s) %sf — max Remark 1 This approach is an extension of the conventional A-
q,

optimality concept. It can be treated as the weighted trac
of the covariance matrix of desired parameters, where th
weighting coefficients are derived using the test posestt al
ensures low values of the covariance matrix elements an
allows to combine multiple objectives with different units

1 d[] extract diagonal elements of the matrix;
2 gs minimum singular value;
8 g1 maximum singular value;

tion accuracy of the robot parameters, they can not provide t a single scalar criterion.

best prediction of the robot end-effector location. Therefa Remark 2 From computational point of view, carrying out a sin-
new optimality criterion that ensures the best robot erfeetdr gle calibration experiment makes sense only when the nurr
positioning accuracy under external loading is required. ber of parameters to be measured (the end-effector positia

for instance) is more than or equal to the number of param
eters to be identified (the joint compliances). Otherwise, th

system of equations is underdetermined. Besides, from cla:
sical regression analysis, it is known that the increasing o
number of experiments also improves the identification ac:

Test-pose Based Approach

In order to give a clear physical meaning that is related to

the robot accuracy, a new optimality criterion is proposeais curacy. It can be proved that the proposed criterion is wel
criterion is based on the mean squared error of end-effelctor adapted to both cases
placements and evaluates the ability to compensate thelieomp Remark 3 If the test pose and measurement poses are the san

ance errors for given test pose. It shqulq be mentioned that si which means thad; — A, the expression fa®; can be sim-
ilar approach has been used in prediction theory, but hasrnev

lified to
been applied in robot calibration [23]. P
Assuming that the measurement errors affect the identifica- o o L‘Z (17)
tion accuracy, Eq. (7) can be expressed in a different manner tA=AGI=LM ™y
Ap+8p = Ay(k + 5K) (12) wheren is the number of identifiable parameters ands

the number of measurement poses.

where dp stands for the deflection error, ad describes the
compliance error. A; is defined by the given test pose using

Eq. (3). Accordingly, Eq. (12) is equivalent to To demonstrate the advantages of the proposed criteriome so

illustrative examples with comparison studies are in thesab
5p = Aok (13) eration of the next section.

So, the mean squared error of the joint compliances under the ILLUSTRATIVE EXAMPLE
ai)g(ternal force, which is defined using tep, can be expressed Geometric and Stiffness Models
Let us consider a 2-link manipulator with rigid links and two

Oy = E(dp' op) (14) compliant actuated joints located on the base and betwesen tl
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Figure2. Geometry and statics of 2-link manipulator in vector repre-
sentation

two links (Fig. 1). Its geometric model can be expressed as

y=1lysin(q) + l2sin(q1 + ) (18)

{x— l1cog(ar) +12c05 0 +02)
wherex andy are Cartesian coordinates of the robot end-effector
position to be measured; and g, are the joint angles that are
the design variabled; andl; are the link lengths. Assuming
that the external forc& has a fixed magnitud&, one more
design variablep that defines the force direction should be in-

troduced. As a result, the external force can be expressed as

F = Flcos(@), sin(@)]".

In order to obtain analytical solutions of optimal measure-
ment poses for existing optimality criteria, it is reasdeato
rewrite the geometric model of the considered manipulattren
local coordinate systelR;. In this coordinate system, the x-axis
is coincided with the first link. And the joint angles and ferc
direction can be defined in local franf usingq,1, gr2 and ¢,
that have the following relations witly, g, and¢, respectively:
¢or=¢ -}

{ql’l = 07 Or2 =02, (19)

This allows us to reduce the number of design variables fron
three{qr1,qr2, §r } to two {qr2, ¢ }. Accordingly, the Jacobian
in local frameR; can be expressed as

—lysin(qp)

3 —lsin(gp)
l2coq(gp)

= | 11+1,cogp) (20)

Using this expression, the stiffness model (2) can be sfiagli

by rewriting the Jacobian matrix in vector form,
J= [I01lledi]|Iz]e2] (21)

where the scalar)i|| (i = 1,2) refer to the Euclid norm of vector

Ji, ande defines the vector direction. It can be easily proved that
for the considered manipulatd}J; || and||Jz|| have the form

193]l = /122 + 152+ 2111z cosaz)
[J2]] =12

(22)

Following the same principle, the scalar prodditF can be

expressed as
JTF = ||3i[|[[Fl| cos(¢i) (23)

where||F|| = F, ¢; stands for the angle between force direction
ep and direction of Jacobian column vecr(Fig. 2). Itis also
reasonable to introduogy that refers to the angle between two
Jacobian column vectors, it has the relatiorpgt= ¢1 + ¢». In
the frame of introduced notation&,should take the form

A =F [||J1][>cog¢p1)er![|Iz||?cos(d2)e; | (24)

Consequently, the analytical expression of informatiotrixés

Ta _ 2| M1 M2
ATA=F [le Mzz] (25)
where
Ma1 = [|J1]|* cos’ (1)
M1z =M1 = [|31]%(|32/% cos(go) cos(p1) cog ¢2)  (26)

Moz = [|J2]|* cos’(¢2)

The obtained expression is quite suitable for formulatireydp-
timization functions for both existing and proposed cidet et
us address this in the following sections.

Evaluation of Existing Optimality Criteria

For illustrative purposes, the comparison study has bee
carried out for 2-link manipulator with the following param
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Table 2. Comparison of numerical optimization results for existing
optimality criteria (1 = 0.6 m,l, =0.4m,F =1N)

Optimal Poséded  Identification Accuracyrad®/N?|

Criterion
1 @ E[0ky " Ska] E[ok," Sko]
Conventional Optimality Criteria
T-optimality 0 0 inf inf
A-optimality  -83.34 98.79 13.7315 53.4130
D-optimality  -43.72 62.93 5.3208 113.3093
MDC 78.16 112.17 44.2991 44.2991
SVD-based Observability Indices
O -43.72 62.93 5.3208 113.3093
02,04 86.85 131.80 64.06 64.06
O3 85.40 112.57 29.4947 47.2227
T 120 — >
E[5kl ) k1:| - « D-optimality, O, e
100 s
1 . 7’
80| 1 PrXe
1 . '
R .
60 | _A-optimality .70, 0,
S R !
Frer===o-»
40 l:. .:I 17 1 MDC :
1 1 )’ 1 1
o0t 4T
1 ,r 1 1 1
)r 1 1 1 1
o 1 1 i 1 i1 il i i
0 20 40 60 80 100 120
E[8/;5k, |
Figure3. Identification accuracy of elasto-static parameters using dif-

ferent optimization criteria

ters: the link length$; = 0.6 m,l, = 0.4 m and force magnitude
F = 1N. The numerical results for the caseafe calibration
experimenfor different optimization objectives are presented in
Table 2. They include corresponding optimal measuremesgpo
and the identification accuracy of the elasto-static patarae
For comparison, the latter are also illustrated in Fig. 3.

The results show that the solution for the T-optimality cor-
responds to a kinematically singular configuration with an i
finite covariance matrix, which is not suitable for practiap-
plications. Besides, solutions f@, andO, are dominated by
the solutions for A-optimalityO3 and MDC (maximal diago-
nal covariance). So, they cannot be treated as the optineal on
for elasto-static calibration. Further, the MDOQOg, A- and D-
optimality principles provide a set of so-called Paretdropt so-
lutions, which do not dominate each other. However, theybean
compared using a single scalar performance measure pjpose

optimal
measurement pose

Figure4. Test pose and corresponding optimal measurement pose (
2-link manipulator

this paper (the s.t.d. of the position errors after comptmsaf

the elasto-static deflections). Using this approach, tmencon
difficulty (defining the objective function) of multi-objéee op-
timization can be overcome. As a result, the possibilitylitam

a unique optimal solution is rather high, and the quality f a
sociated calibration plans (measurement poses) is estihhgta
physically clear performance measure: the degree of congdia
errors compensation. So, let us focus on the evaluationeof th
proposed criterion and its potential advantages companitige
existing experimental design approaches.

Evaluation of the Proposed Criterion

Since the considered 2-link manipulator has two output vari
ablesx andy to be measured, and two parametgrandk, to be
identified, it is possible to calibrate it with either one ovesal
measurement poses. Let us start from calibration with desing
experiment and further address calibration with severpesx
ments.

Simulations for the case of a single experiment have bee
carried out for the test pose with the joint anglgis= /3,
g, = 11/6. It should be mentioned that the variabtgsand ¢
are dependent. So, the force direction can be fixed for the te:
pose and measurement pose. In this gase—11/2 is used. The
same numerical values for the manipulator link lengths aezlu
as in previous subsection. The test pose and the optimal me
surement poség;™, o™} obtained using the proposed criterion
are presented in Fig. 4. As follows from this figure, they are |
cated quite far from each other in the workspa8ach test pose
is selected for two reasonskor the given test pose, the quality
of different measurement poses used in the calibrationrexpe
ments are illustrated in Fig. 5, among which the obtained opt
mal solutions ensure five times more accurate compensaftion
the compliance deflections. This improvement of the cdiibna
accuracy is defined by a scalar facjgrwhich has the following
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Figure5. Accuracy improvement for different measurement poses

form

_ %
O

The higher they is, the more accurate the compensation is.

X (27)

To demonstrate advantages of the proposed performance
measure comparing to the existing ones, the expressiong16)
used to evaluate the quality of the optimal calibration plJan
which are associated with the Pareto solution obtained én th
previous subsection. The corresponding valueg @ire given
in Table 3. Herepk; and ok, refer to the mean square errors in
identification of elasto-static parameters. For the priesema-
nipulator, it is evident that the precisionlafhas higher influence
on the end-effector positioning accuracy thkanFor this reason,
the criteria MDC andDz, which aim at balancing/eliminating the
differences betweedk; anddk,, have decreased the desired ac-
curacy of the error compensation. On the other hand, usiag th
A- and D-optimality©,) principles, yield, increasing of the ac-
curacy by the factor of 1.7 and 4.5 respectively, but the psegd
criterion ensures the best compliance error compensation.

The most important issue derived from the simulation result
can be summarized in the following remark:

Remark 4 The maximal level of accuracy improvement varies
with the test pose.

In order to make the results more representative, the ievang

is used to ensure the resulting values are bounded wjidhin.

So, the smaller value of is, the higher the maximal accuracy
improvement is. It is sﬁ(own in Fig. 6 that if the test pose is in
the dark areas, the benefits of test-pose approach are nimimu
In this case, it is possible to use the test pose as the didibra
configuration. But, in most cases, the improvements arenesse
tial, the average value of it is 7.08. The most significaningfea
occurs when the test pose is in the white areas, the degreewf c

7

-90
—180-135 -90 —45

0 45 90 135 180

*

q,
Figure6. Maximum accuracy improvement for different test poses

Table 3. Comparison of accuracy improvement using different opti-
mality criteria

Criterion X Sky [rad/N] ks [rad/N] O

of 1 11.1111 inf 2
A-optimality 1.7041 3.7056 7.3084 1.1736
D-optimality (O1) ~ 4.4632 2.3067 10.6447  0.4481
MDC 0.5361 6.6558 6.6558 3.7305
O3 0.8052 5.4309 6.8719 2.4838
O 5.1694 2.1434 12.5104 0.3869

pensation accuracy is raised maximumly, by the factor of 10.

For the considered manipulator, its optimal measuremen
pose for calibration with respect to a given test pose carebe s
lected using the maps presented in Fig. 7. Furthermorendaki
into account different link length ratib = 1,/11, the maps for
selecting optimal measurement posestf@qual to 0.2, 0.5 and
0.9 are obtained and illustrated in Figs. 8-10. Thus, udirg t
developed technique, for a 2-link manipulator with a givestt
pose and known link length ratio, it is possible to obtaindpe
timal measurement pose for calibration experiments anddhe
responding level of accuracy improvement.

For the case adeveral calibration experimentthe simula-
tion results (for two and three measurement poses) arerpgegse
in Tables 4 and 5. For comparison purposes, four differelirt ca
bration plans are used:

(i) obtained by repeating the same measurement pose for seve
experiments.

(ii) obtained by optimization ab; with respect tay; .

(iii) obtained by optimization o®; with respect tay,.

(iv) obtained by optimization a®; with respect taj; anddp.
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Figure7. Maps for optimal measurement pose selectlgyl; = 0.67

The simplest way is to repeat several times the calibration

using the same measurement pos¥", 5™}, which is obtained

as the optimal one for a single calibration experiment (¢Bse
This must obviously lead to the improvement of accuracy in ac
cordance with expression (17). However, it is evident that t
best results can be obtained using the global optimizatiase(c
(iv)), but this approach is more computational consuming.

Table 4 includes comparison of all above mentioned cases

for two calibration experimentsThe results show that cases (i)
and (ii) produce almost the same values for the objective-fun
tion, and the difference in identification accuracy is non#ig
cant. This indicates that changing in the variadpldhas no con-
tribution to the accuracy improvement. On the other hansge ca
(iii) (optimization with respect tay) has more influence. The
identification error irky is reduced significantly (almost twice),
but the improvement in the compliance errors compensasion i
still negligible (less than 1%). For case (iv), in spite of #rror

in ky is higher than in case (iii), the degree of error compensatio
is increased by 8% with regard to all other cases. So, the-prec
sion ofkj is more important thaky. 1t should be mentioned that,

Table 4. Numerical optimization results with different calibration
plans: case of two experiments

vaiables O ot & E[0ki"Ski]  E[Sko" Sko]
[deg] [deg] [rad/N’  [rad®/N?]

g™, 9" 01934 2750 7134 2.2971 78.2531
2750  71.34

qi, o™ 01934 2197  71.34 2.2971 78.8330
3215 71.34

o™ gz 01920 -27.50  41.22 2.2803 34.6372
-27.50  -145.05

1,02  0.1640 -131.81 131.81 1.9474 36.5317
180.00  -29.12

Table 5. Numerical optimization results with different calibration
plans: case of three experiments

vaiables O n o E[0ki"Ski]  E[Sky" Sko]
[deg] [deg] [rad/N’  [rad®/N?]

o™, " 01200 2750  71.34 15314 52.1687
2750 7134
2750 7134

a., g™ 0.1290 0.03 71.34 1.5314 59.9693
-13.14 7134
4551 7134

Q™ g 01192 2750  55.69 1.4157 26.9694
2750  55.69
2750  -146.41

O, ¢ 0.1039 0 46.10 1.2340 32.2630
-131.81  131.81
-180.00  -46.10

comparing to one calibration experiment, the global optation
of calibration plan allows increasing the efficiency of erom-
pensation by the factor of 1.5 (instead of the usual 1.4).

Similar results were obtained for the casetloee calibra-
tion experimentand presented in Table 5. Here, the global opti-
mization permits increasing the degree of error compemsaty
10% with regard to other cases, and by the factor of 1.9 @akste
of the usual 1.7) comparing to calibration with one experitne
In this case, the mean square errors in the identified parasnete
k1 andk, can be reduced to 1.11 (rad/N) and 5.68 (rad/N) respec
tively. Hence, the proposed test-pose approach allowsdsurg
the identification accuracy as well as the degree of erropesm

Copyright © 2012 by ASME
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sation significantly. ulator, the maps for selecting optimal measurement posés wi
respect to the given test pose were proposed for differekt lin
CONCLUSIONS length ratio.

In this paper, a new criterion for selection of measurement ACKNOWLEDGMENTS
poses for elasto-static calibration is proposed. It is basethe
concept of the manipulator test-pose, and evaluates theeleg
of compliance errors compensation. The proposed criteaion
lows essentially improving the identification accuracy piaper
selection of the manipulator measurement poses that ack use
in calibration. In contrast to the existing criteria, it haslear
physical meaning that is directly related to the robot aacyr
and permits to combine multiple objectives with differenits
into a single scalar expression. It was proved that thiscaar
is an extension of the conventional A-optimality princigfewn
from the design of experiments theory, and the proposeer it
can be expressed as the weighted trace of the covariance,matr
where the weighting coefficients are derived using the tes¢p
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