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# A NONLINEAR LANDAU-ZENER FORMULA 

RÉMI CARLES AND CLOTILDE FERMANIAN-KAMMERER


#### Abstract

We consider a system of two coupled ordinary differential equations which appears as an envelope equation in Bose-Einstein Condensation. This system can be viewed as a nonlinear extension of the celebrated model introduced by Landau and Zener. We show how the nonlinear system may appear from different physical models. We focus our attention on the large time behavior of the solution. We show the existence of a nonlinear scattering operator, which is reminiscent of long range scattering for the nonlinear Schrödinger equation, and which can be compared with its linear counterpart.


## 1. Introduction

1.1. Physical motivation. In the 30 's (see [19] and [24]), Landau and Zener have studied independently the system

$$
\begin{equation*}
-i \partial_{s} u=V(s, z) u \quad ; u(0)=u_{0} \tag{1.1}
\end{equation*}
$$

where $u={ }^{t}\left(u_{1}, u_{2}\right) \in \mathbb{C}^{2}$, and the potential $V$ is given by

$$
V(s, z)=\left(\begin{array}{cc}
s & z \\
z & -s
\end{array}\right)
$$

This system is the prototype of eigenvalue crossings: the eigenvalues of the matrix $V(s, z)$ are $\sqrt{s^{2}+z^{2}}$ and $-\sqrt{s^{2}+z^{2}}$ and they cross when $s=0$ and $z=0$. More recently, a nonlinear version of this system has been introduced in [3], of the form

$$
\begin{equation*}
i \frac{\partial}{\partial t}\binom{u_{1}}{u_{2}}=H(\gamma)\binom{u_{1}}{u_{2}} \tag{1.2}
\end{equation*}
$$

with the Hamiltonian given by

$$
H(\gamma)=\left(\begin{array}{cc}
\gamma(t)+\delta\left(\left|u_{2}\right|^{2}-\left|u_{1}\right|^{2}\right) & z  \tag{1.3}\\
z & -\gamma(t)-\delta\left(\left|u_{2}\right|^{2}-\left|u_{1}\right|^{2}\right)
\end{array}\right)
$$

where $\gamma(t)=\alpha t$ denotes the level separation, $z$ is the coupling constant between the two levels, and $\delta$ is a nonlinear parameter describing the interaction. This nonlinear two-level model can be used to understand Landau-Zener tunneling of a Bose-Einstein condensate between Bloch bands in an optical lattice: this has been achieved in e.g. [7]. In Section 2, we present a derivation of this model from the nonlinear Schrödinger equation in a rotating frame and a periodic potential. Physical properties of the above system have been investigated in e.g. [16, 18, 17, 20. We also show how this model can arise under the influence of a double-well potential, as in [17] (see Section 2 for a rapid presentation, and the appendix for a rigorous proof). The goal of this paper is to recast this model in a mathematical

[^0]background, and to study some of its properties, in particular as far as the large time regime is concerned.
1.2. Mathematical setting. In the linear case (1.1), classification of crossings, as performed in [5] and [6] in the one hand, and [11] on the other hand, produces the model problem
\[

-i \partial_{s} u=\left($$
\begin{array}{cc}
s & G  \tag{1.4}\\
G^{*} & -s
\end{array}
$$\right) u ; \quad u(0)=u_{0} \in \mathcal{H}^{2}
\]

where $\mathcal{H}$ is a Hilbert space and $G$ an operator on $\mathcal{H}$. Equation (1.2) corresponds to $\mathcal{H}=\mathbb{C}$ and $G=z \in \mathbb{R}$, as in [19] and [24] (see also [11] and [5]). Other choices of the pair $(\mathcal{H}, G)$ are relevant:
(1) In [6] and [14], $G=z_{1}+i z_{2}$ and $\mathcal{H}=\mathbb{C}$.
(2) In [6] and [9], $G=\partial_{z}-z$ and $\mathcal{H}=L^{2}(\mathbb{R})$.
(3) In [14, 13] and [8, $G=q(z)$ is a quaternion, $z \in \mathbb{R}^{4}$ and $\mathcal{H}=\mathbb{C}^{2}$.
(4) In [8] and [11], $G$ is a semiclassical pseudodifferential operator on the space $\mathcal{H}=L^{2}\left(\mathbb{R}^{k}\right), k \in \mathbb{N}^{*}$.
For this reason, we will focus on the following abstract problem

$$
-i \partial_{s} u=\left(\begin{array}{cc}
s & G  \tag{1.5}\\
G^{*} & -s
\end{array}\right) u+\delta F(u) u ; \quad u(0)=u_{0} \in \mathcal{H}^{2}
$$

which is the nonlinear counterpart of (1.4). The nonlinearity $F: \mathbb{C}^{2} \rightarrow \mathbb{R}^{2 \times 2}$ is of the form

$$
F(u)=\operatorname{diag}\left(F_{1}(u), F_{2}(u)\right)
$$

where the functions $F_{1}, F_{2}$ are gauge invariant, and more precisely,

$$
\begin{equation*}
F_{j}(u)=f_{j}\left(\left\|u_{1}\right\|_{\mathcal{H}}^{2},\left\|u_{2}\right\|_{\mathcal{H}}^{2}\right) \tag{1.6}
\end{equation*}
$$

with $f_{j} \in \mathcal{C}^{2}\left(\mathbb{R}^{2} ; \mathbb{R}\right)$ and $\nabla^{2} f_{j}$ bounded. In particular, the system (1.2)-(1.3) enters into this framework. By the change of variable $s=t \sqrt{\alpha}$, we are left with (1.5) with $G=z / \sqrt{\alpha}$ and $F_{j}(u)=(-1)^{j} \delta \alpha^{-1 / 2}\left(\left|u_{2}\right|^{2}-\left|u_{1}\right|^{2}\right)$ for $j \in\{1,2\}$.

We make the following assumption on the operator $G$ :

$$
\begin{equation*}
\chi\left(G G^{*}\right) G=G \chi\left(G^{*} G\right) \text { and } \chi\left(G^{*} G\right) G^{*}=G^{*} \chi\left(G G^{*}\right) \tag{1.7}
\end{equation*}
$$

This assumption is satisfied in the first three examples above. The situation is more complicated in the fourth one.

We also assume that the domains of $G G^{*}$ and of $G^{*} G-\mathcal{D}\left(G G^{*}\right)$ and $\mathcal{D}\left(G^{*} G\right)$ - are dense subsets of $\mathcal{H}$. Note that the domain of the evolution operators $\mathrm{e}^{i \tau G G^{*}}$ and $\mathrm{e}^{i \tau G^{*}} G$ are well-defined for any $\tau \in \mathbb{R}$ with domain $\mathcal{H}$.

Lemma 1.1. Let $u_{0} \in \mathcal{H}^{2}$. Under the above assumptions, (1.5) has a unique, global solution $u \in C\left(\mathbb{R} ; \mathcal{H}^{2}\right)$. It satisfies the following conservation law

$$
\frac{d}{d s}\left(\left\|u_{1}(s)\right\|_{\mathcal{H}}^{2}+\left\|u_{2}(s)\right\|_{\mathcal{H}}^{2}\right)=0
$$

Proof. Denote by $U\left(s_{2}, s_{1}\right)$ the linear operator which maps $u^{\operatorname{lin}}\left(s_{1}\right)$ to $u^{\operatorname{lin}}\left(s_{2}\right)$, where $u^{\text {lin }}$ solves the linear equation

$$
-i \partial_{s} u^{\operatorname{lin}}=\left(\begin{array}{cc}
s & G \\
G^{*} & -s
\end{array}\right) u^{\operatorname{lin}}
$$

It satisfies $U(s, s)=\operatorname{Id}, U(s, \tau) U(\tau, \sigma)=U(s, \sigma)$, and is unitary on $\mathcal{H}^{2}$. By Duhamel's principle, (1.5) becomes

$$
u(s)=U(s, 0) u_{0}+i \delta \int_{0}^{s} U(s, \sigma)(F(u) u)(\sigma) d \sigma
$$

Local existence follows by a standard fixed point argument (Cauchy-Lipschitz), with a local existence time which depends only on $\left\|u_{0}\right\|_{\mathcal{H} \times \mathcal{H}}$. We then note the conservation law announced in the lemma, which follows from the fact that the functions $F_{j}$ are real-valued. This implies global existence, and the lemma.

We normalize the data so that

$$
\begin{equation*}
\left\|u_{1}(s)\right\|_{\mathcal{H}}^{2}+\left\|u_{2}(s)\right\|_{\mathcal{H}}^{2}=1, \quad \forall s \in \mathbb{R} \tag{1.8}
\end{equation*}
$$

In this article, we prove a scattering result for initial data which are in the range of $\mathbf{1}_{V(0)^{2} \leqslant R}$ for some $R>0$. More precisely, we introduce a cut-off operator depending on $G$ : let $\theta$ be a smooth cut-off function, $\theta \in \mathcal{C}_{0}^{\infty}(\mathbb{R})$ with $0 \leqslant \theta \leqslant 1$, $\theta(u)=0$ for $|u|>1$ and $\theta(u)=1$ for $|u|<1 / 2$. Then, for $R>0$ we set

$$
\Theta_{R}=\operatorname{diag}\left(\theta\left(\frac{G G^{*}}{R^{2}}\right), \theta\left(\frac{G^{*} G}{R^{2}}\right)\right) .
$$

Because of (1.7), the operator $\Theta_{R}$ commutes with $V(s)$ for all $s \in \mathbb{R}$ and $\Theta_{R} V(s)$ is a bounded operator on $\mathcal{H} \times \mathcal{H}$ with norm $\sqrt{s^{2}+R^{2}}$. Besides, a simple computation shows that $u_{R}(s)=\Theta_{R} u(s)$ satisfies $\frac{1}{i} \partial_{s} u_{R}=V(s) u_{R}+F(u) u_{R}$ with $u_{R}(0)=$ $\Theta_{R} u_{0}=u_{0}$. Therefore, we have the following result.

Lemma 1.2. Suppose $u_{0}=\Theta_{R} u_{0}$ for some $R>0$, then for all $s \in \mathbb{R}$, the solution of (1.5) satisfies $u(s)=\Theta_{R} u(s)$.

Typically, in the physical examples presented in Section 2, the assumption $u_{0}=$ $\Theta_{R} u_{0}$ consists in saying that some physical parameter (whose value is fixed in practise) belongs to a bounded set.
1.3. Scattering. We introduce the phase function $\varphi$ given by

$$
\varphi(s, \lambda)=\frac{s^{2}}{2}+\frac{\lambda}{2} \ln |s| .
$$

We can describe the large time asymptotics of $u$.
Theorem 1.3. Assume that $u_{0}=\Theta_{R} u_{0}$ for some $R>0$. Then, there exist $\alpha=$ $\left(\alpha_{1}, \alpha_{2}\right) \in \mathcal{H}^{2}, \omega=\left(\omega_{1}, \omega_{2}\right) \in \mathcal{H}^{2}$, such that:

1. As s goes to $-\infty$,

$$
\begin{aligned}
& u_{1}(s)=\mathrm{e}^{i \delta F_{1}(\alpha) s+i \varphi\left(s, G G^{*}\right)} \alpha_{1}+\mathcal{O}\left(R^{2} s^{-1}\right) \\
& u_{2}(s)=\mathrm{e}^{i \delta F_{2}(\alpha) s-i \varphi\left(s, G^{*} G\right)} \alpha_{2}+\mathcal{O}\left(R^{2} s^{-1}\right)
\end{aligned}
$$

2. As s goes to $+\infty$,

$$
\begin{aligned}
& u_{1}(s)=\mathrm{e}^{i \delta F_{1}(\omega) s+i \varphi\left(s, G G^{*}\right)} \omega_{1}+\mathcal{O}\left(R^{2} s^{-1}\right), \\
& u_{2}(s)=\mathrm{e}^{i \delta F_{2}(\omega) s-i \varphi\left(s, G^{*} G\right)} \omega_{2}+\mathcal{O}\left(R^{2} s^{-1}\right)
\end{aligned}
$$

The above result is reminiscent of long range scattering in nonlinear Schrödinger equations, as described first in [21]: nonlinear effects are present both in the fact that the amplitude of the functions $u_{j}$ undergoes a nonlinear influence (this is what happens in nonlinear scattering in general), and in the fact that oscillations are different from those of the linear case (a typical feature of long range scattering), since the linear phase $\varphi$ is not enough to describe large time oscillations. An important difference though is that (1.5) is not a dispersive equation, as can be seen from (1.8).

Remark 1.4. When $\delta=0$ and $G$ is scalar $(G=z)$, this result goes back to the 30 's with the proofs of Landau and Zener [19] and [24]. The original proof is based on the use of special functions; more recently, the proof of [10] relies on the analysis of oscillatory integrals. When $G$ is operator-valued, the theorem is proved in the linear case $(\delta=0)$ in [12, Proposition 7]. We point out that there is a slight difference with the present framework, due to nonlinear effects. In the linear case, one associates with $u_{0}$ scattering states such that the asymptotics hold true for $\Theta_{R} u(s)$. Here, the scattering states depend on $R$ in a non trivial way.

Conversely, wave operators are well-defined, as stated in the following result.
Proposition 1.5. Let $\alpha=\left(\alpha_{1}, \alpha_{2}\right) \in \mathcal{H}^{2}$ such that $\alpha=\Theta_{R} \alpha$ for some $R>0$. There exists $C>0$, such that for all $\varepsilon>0$, there exists a solution $u^{\varepsilon} \in C\left(\mathbb{R} ; \mathcal{H}^{2}\right)$ to (1.5) with
$\limsup _{s \rightarrow-\infty}\left\|u_{1}^{\varepsilon}(s)-\mathrm{e}^{i \delta F_{1}(\alpha) s+i \varphi\left(s, G G^{*}\right)} \alpha_{1}\right\|_{\mathcal{H}}+\left\|u_{2}^{\varepsilon}(s)-\mathrm{e}^{i \delta F_{2}(\alpha) s-i \varphi\left(s, G^{*} G\right)} \alpha_{2}\right\|_{\mathcal{H}} \leqslant C \varepsilon$.
Remark 1.6. A similar result holds in $+\infty$.
Therefore, there exists $\mathcal{K} \subset \mathcal{H}$ a dense subset of $\mathcal{H}$ and an operator $S_{\delta}$ with domain $\mathcal{K}$ which is a nonlinear scattering operator mapping the scattering state at $-\infty, \alpha \in \mathcal{K}$, to its counterpart $\omega$ at $+\infty$ given by Theorem 1.3 the scattering operator is defined by $\omega=S_{\delta} \alpha$.

Besides, if the unit ball of $\mathcal{H}$ is a finite dimension vector space (typically, $\mathcal{H}=\mathbb{C}$ in the case of (1.2)), one can extract from $u^{\varepsilon}$ a converging sequence with limit $u$ which solves (1.5) and admits the scattering state $\left(\alpha_{1}, \alpha_{2}\right)$, and the operator $S_{\delta}$ is defined on $\mathcal{H}(\mathcal{K}=\mathcal{H})$.

Our final result concerning the large time behavior of solutions to (1.5) consists in describing the effect of the nonlinearity in $S_{\delta}$ by comparing this operator with its linear counterpart. We denote by $u^{\text {lin }}$ the solution of (1.4), and we associate with $u_{0}$ the linear scattering states

$$
\alpha^{\operatorname{lin}}=\left(\alpha_{1}^{\operatorname{lin}}, \alpha_{2}^{\operatorname{lin}}\right) \text { and } \omega^{\operatorname{lin}}=\left(\omega_{1}^{\operatorname{lin}}, \omega_{2}^{\operatorname{lin}}\right) .
$$

According to Proposition 7 in [12], the linear scattering operator is given by

$$
S^{\operatorname{lin}}=\left(\begin{array}{cc}
a\left(G G^{*}\right) & -\bar{b}\left(G G^{*}\right) G  \tag{1.9}\\
b\left(G^{*} G\right) G^{*} & a\left(G^{*} G\right)
\end{array}\right)
$$

with

$$
\begin{gathered}
a(\lambda)=\mathrm{e}^{-\pi \frac{\lambda}{2}}, \quad b(\lambda)=\frac{2 i \mathrm{e}^{i \frac{\pi}{4}}}{\lambda \sqrt{\pi}} 2^{-i \lambda / 2} \mathrm{e}^{-\pi \frac{\lambda}{4}} \Gamma\left(1+i \frac{\lambda}{2}\right) \sinh \left(\frac{\pi \lambda}{2}\right), \\
\text { and } a(\lambda)^{2}+\lambda|b(\lambda)|^{2}=1
\end{gathered}
$$

When $G=z$, the coefficient

$$
\begin{equation*}
T(z)=a\left(z^{2}\right)^{2}=\mathrm{e}^{-\pi z^{2}} \tag{1.10}
\end{equation*}
$$

is the celebrated Landau-Zener transition coefficient which describes the ratio $\left|\omega_{1}^{\operatorname{lin}}\right|^{2} /\left|\alpha_{1}^{\operatorname{lin}}\right|^{2}$ of the energy which remains on the first component (when $\alpha_{2}^{\text {lin }}=0$ ). As we shall see in the next result, the Landau-Zener transition probability remains relevant in the nonlinear regime and for small $\delta$. Let us define, for $j=1,2$,

$$
\begin{align*}
& \Lambda_{j}^{+}=\int_{0}^{+\infty}\left(F_{j}\left(u^{\operatorname{lin}}(\tau)\right)-F_{j}\left(\omega^{\operatorname{lin}}\right)\right) d \tau,  \tag{1.11}\\
& \Lambda_{j}^{-}=\int_{0}^{-\infty}\left(F_{j}\left(u^{\operatorname{lin}}(\tau)\right)-F_{j}\left(\alpha^{\operatorname{lin}}\right)\right) d \tau, \tag{1.12}
\end{align*}
$$

and $\Lambda^{ \pm}=\operatorname{diag}\left(\Lambda_{1}^{ \pm}, \Lambda_{2}^{ \pm}\right)$.
Theorem 1.7. Let $\delta>0$. The nonlinear scattering operator $S_{\delta}$ and the linear scattering operator $S^{\mathrm{lin}}$ are related by the formula

$$
S_{\delta}(\alpha)=\mathrm{e}^{i \delta \Lambda^{+}(\alpha)} S^{\operatorname{lin}}\left(\mathrm{e}^{-i \delta \Lambda^{-}(\alpha)} \alpha\right) .
$$

In addition, we have the following asymptotic behavior as $\delta \rightarrow 0$. There exists a constant $C>0$ such that for all $R>0$ and initial data $u_{0}$ with $\Theta_{R} u_{0}=u_{0}$, we have

$$
\left\|S_{\delta}-S^{\operatorname{lin}}-i \delta\left(\Lambda^{+} S^{\operatorname{lin}}-S^{\operatorname{lin}} \Lambda^{-}\right)\right\|_{\mathcal{L}(\mathcal{H} \times \mathcal{H})} \leqslant C R \delta^{2} .
$$

As expected, as $\delta \rightarrow 0, S_{\delta}$ behaves at leading order like the linear scattering operator. Nonlinear effects show up in the $\mathcal{O}(\delta)$ corrector (the nonlinearity is present in the definition of $\Lambda^{-}$and $\Lambda^{+}$), and are described rather explicitly in terms of linear scattering and of the nonlinearity $F$. We note also that if $\Lambda_{1}^{+} \neq \Lambda_{2}^{+}$ $\left(F_{1} \neq F_{2}\right)$, then $S^{\text {1in }}$ and $\Lambda^{+}$do not commute.

This paper is organized as follows. In Section 2, we sketch the derivation of models of the form (1.5) from cubic nonlinear Schrödinger equations used to describe Bose-Einstein Condensation. In Section 3, we set up some technical tools needed for the large time study of (1.5), and we prove Lemma 1.2 Theorem 1.3 is proved in Section 4 Proposition 1.5 in Section 5 and Theorem 1.7 in Section 6. Finally, in Appendix $A$ we go back to the derivation of (1.5) from physical models, and establish rigorously that (1.5) can be interpreted as an envelope equation in the semi-classical limit.

## 2. Formal derivation of the model

We rapidly describe some cases where (1.5) appears as an approximation to describe the motion of a Bose-Einstein condensate.
2.1. Condensate in an accelerated optical lattice. As proposed in 3], and considered in e.g. [16, the motion of a Bose-Einstein condensate in an accelerated 1D optical lattice is described by the equation

$$
i \hbar \frac{\partial \psi}{\partial t}=\frac{1}{2 m}\left(-i \hbar \frac{\partial}{\partial x}-\omega t\right)^{2} \psi+V_{0} \cos \left(2 k_{L} x\right) \psi+\frac{4 \pi \hbar^{2} a_{s}}{m}|\psi|^{2} \psi,
$$

where $m$ is the atomic mass, $k_{L}$ is the optical lattice wave number, $V_{0}$ is the strength of the periodic potential depth, $\omega$ is the inertial force, and $a_{s}$ is the scattering length. The adimensionalized form of this equation reads

$$
\begin{equation*}
i \frac{\partial \psi}{\partial t}=\frac{1}{2}\left(-i \frac{\partial}{\partial x}-\alpha t\right)^{2} \psi+v \cos (x) \psi+\epsilon|\psi|^{2} \psi \tag{2.1}
\end{equation*}
$$

with $\epsilon=-1$ or +1 according to the chemical element considered. The approach in [3] consists in injecting the ansatz

$$
\begin{equation*}
\psi(t, x)=a(t) \mathrm{e}^{i k x}+b(t) \mathrm{e}^{i(k-1) x} \tag{2.2}
\end{equation*}
$$

into (2.1), with $k=k_{L}=1 / 2$, corresponding to the Brillouin zone edge (this approximation amounts to considering that only the ground state and the first excited state are populated, see [16]). We compute

$$
\begin{aligned}
i \partial_{t} \psi & =i \dot{a} \mathrm{e}^{i k x}+i \dot{b} \mathrm{e}^{i(k-1) x} \\
\left(-i \partial_{x}-\alpha t\right)^{2} \psi= & (k-\alpha t)^{2} a \mathrm{e}^{i k x}+(k-1-\alpha t)^{2} b \mathrm{e}^{i(k-1) x} \\
\cos (x) \psi= & \frac{1}{2}\left(a \mathrm{e}^{i(k+1) x}+b \mathrm{e}^{i k x}+a \mathrm{e}^{i(k-1) x}+b \mathrm{e}^{i(k-2) x}\right) \\
|\psi|^{2} \psi= & \left(|a|^{2}+|b|^{2}\right)\left(a \mathrm{e}^{i k x}+b \mathrm{e}^{i(k-1) x}\right)+|a|^{2} b \mathrm{e}^{i(k-1) x}+a|b|^{2} \mathrm{e}^{i k x} \\
& +a^{2} \bar{b} \mathrm{e}^{i(k+1) x}+\bar{a} b^{2} \mathrm{e}^{i(k-2) x}
\end{aligned}
$$

Leaving out the new harmonics (the last two exponentials) generated both by band interaction and nonlinear effects, and identifying the coefficients of $\mathrm{e}^{i k x}$ and $\mathrm{e}^{i(k-1) x}$, we come up with:

$$
\left\{\begin{aligned}
i \partial_{t} a & =\frac{1}{2}(k-\alpha t)^{2} a+\frac{v}{2} b+\epsilon\left(|a|^{2}+2|b|^{2}\right) a \\
i \partial_{t} b & =\frac{1}{2}(k-1-\alpha t)^{2} b+\frac{v}{2} a+\epsilon\left(2|a|^{2}+|b|^{2}\right) b
\end{aligned}\right.
$$

We notice the identity $\partial_{t}\left(|a|^{2}+|b|^{2}\right)=0$, so we can write $|a|^{2}+|b|^{2}=m_{0}^{2}>0$ (in [3],$m_{0}=1$ ). Now recalling the numerical value $k=1 / 2$ and expanding the squares, we have

$$
\left\{\begin{aligned}
i \partial_{t} a & =\frac{1}{8} a-\frac{\alpha t}{2} a+\frac{(\alpha t)^{2}}{2} a+\frac{v}{2} b+\epsilon\left(m_{0}^{2}+|b|^{2}\right) a \\
i \partial_{t} b & =\frac{1}{8} b+\frac{\alpha t}{2} b+\frac{(\alpha t)^{2}}{2} b+\frac{v}{2} a+\epsilon\left(m_{0}^{2}+|a|^{2}\right) b .
\end{aligned}\right.
$$

The above system becomes

$$
i \partial_{t}\binom{a}{b}=\left(E_{0}+\frac{(\alpha t)^{2}}{2}\right)\binom{a}{b}+\frac{1}{2}\left(\begin{array}{cc}
-\alpha t & v \\
v & \alpha t
\end{array}\right)\binom{a}{b}+\frac{\epsilon}{2} \operatorname{Diag}\left(|b|^{2},|a|^{2}\right)\binom{a}{b}
$$

with

$$
E_{0}=\frac{1}{8}+m_{0}^{2} \epsilon
$$

Using finally the gauge transform

$$
\binom{u_{1}}{u_{2}}=\mathrm{e}^{-i E_{0} t-i \alpha^{2} t^{3} / 6}\binom{a}{b}
$$

we end up with

$$
i \partial_{t}\binom{u_{1}}{u_{2}}=\frac{1}{2}\left(\begin{array}{cc}
-\alpha t & v \\
v & \alpha t
\end{array}\right)\binom{u_{1}}{u_{2}}+\frac{\epsilon}{2} \operatorname{Diag}\left(\left|u_{2}\right|^{2},\left|u_{1}\right|^{2}\right)\binom{u_{1}}{u_{2}}
$$

which is of the form (1.2) (1.3) or (1.5) via the change of variable $s=t \sqrt{\frac{\alpha}{2}}$; we then have $G=(2 \alpha)^{-1 / 2} v$ and $F(u)=\varepsilon(2 \alpha)^{-1 / 2} \operatorname{Diag}\left(\left|u_{2}\right|^{2},\left|u_{1}\right|^{2}\right)$. Note that the only approximation that we have made in this computation consists in neglecting the other harmonics than $\mathrm{e}^{ \pm i x / 2}$, and no linearization was performed, unlike in the computations of [3].

Theorem 1.3 gives an asymptotic for the profiles $a$ and $b$ of the ansatz (2.2) as $t$ goes to $\pm \infty$. Theorem 1.7 gives an information on the profiles $\left(a_{+}, b_{+}\right)$for $t \sim+\infty$ in terms of $\left(a_{-}, b_{-}\right)$, those for $t \sim-\infty$. For example if for $t \sim-\infty$, we have $\left(a_{-}, b_{-}\right)=(a, 0)$, then the profiles for $t \sim+\infty$ are related via the Landau-Zener transition coefficient (1.10) for $z=(2 \alpha)^{-1 / 2} v$ : at leading order in $\delta$, they satisfy

$$
\left|a_{+}\right|^{2}=\mathrm{e}^{-\pi \frac{v^{2}}{2 \alpha}}|a|^{2} \text { and }\left|b_{+}\right|^{2}=\left(1-\mathrm{e}^{-\pi \frac{v^{2}}{2 \alpha}}\right)|a|^{2}
$$

2.2. Condensate in a double-well potential. As suggested in [3] and further developed in [17, nonlinear Landau-Zener tunneling may be realized in a doublewell potential. Consider

$$
\begin{equation*}
i \frac{\partial \psi}{\partial t}+\frac{1}{2} \frac{\partial^{2} \psi}{\partial x^{2}}=W(t, x) \psi+\epsilon|\psi|^{2} \psi \tag{2.3}
\end{equation*}
$$

The potential $W$ is of the form

$$
\begin{equation*}
W(t, x)=V_{s}(x)+\kappa t V_{a}(x) \tag{2.4}
\end{equation*}
$$

where $V_{s}$ is symmetric and $V_{a}$ is antisymmetric. In [17], we find the explicit expression

$$
\begin{equation*}
V_{s}(x)=\frac{V_{0}}{\cosh (\beta x)}, \quad V_{a}(x)=\frac{V_{0} \sinh (\beta x)}{\cosh ^{2}(\beta x)}, \quad \beta>0 \tag{2.5}
\end{equation*}
$$

Note that $V_{s}$ is a double-well potential. The main point to be aware of is that the lowest two eigenvalues $\lambda_{+}<\lambda_{-}$of the Hamiltonian $-\frac{1}{2} \partial_{x}^{2}+V_{s}$ are non-degenerate, with associated eigenfunctions $\varphi_{ \pm}$(see Appendix A for details). The two exponential functions $\mathrm{e}^{ \pm i x / 2}$ of the above model are then replaced by the so-called single-well states

$$
\begin{equation*}
\varphi_{L}=\frac{1}{\sqrt{2}}\left(\varphi_{+}-\varphi_{-}\right), \quad \varphi_{R}=\frac{1}{\sqrt{2}}\left(\varphi_{+}+\varphi_{-}\right) \tag{2.6}
\end{equation*}
$$

We note that this approach can be generalized to a multidimensional framework, in the spirit of [23] (see Appendix A]). We sketch the computation in the simplest 1D case though, to emphasize the differences with the optical lattice case. We shall use mostly two properties of $\varphi_{L}$ and $\varphi_{R}$, described more precisely in Appendix A:

- $\varphi_{R}(-x)=\varphi_{L}(x)$.
- The product $\varphi_{L} \varphi_{R}$ is negligible, because $\varphi_{L}$ and $\varphi_{R}$ are localized at the two distinct minima of $V_{s}$.
Seek $\psi$ of the form

$$
\psi(t, x)=a_{L}(t) \varphi_{L}(x)+a_{R}(t) \varphi_{R}(x)
$$

Denoting

$$
\Omega=\frac{\lambda_{-}+\lambda_{+}}{2}, \quad \omega=\frac{\lambda_{-}-\lambda_{+}}{2},
$$

we compute:

$$
\begin{aligned}
i \partial_{t} \psi & =i \dot{a}_{L} \varphi_{L}+i \dot{a}_{R} \varphi_{R}, \\
-\frac{1}{2} \partial_{x}^{2} \psi+V_{s} \psi & =a_{L}\left(\Omega \varphi_{L}-\omega \varphi_{R}\right)+a_{R}\left(\Omega \varphi_{R}-\omega \varphi_{L}\right) \\
& =\left(\Omega a_{L}-\omega a_{R}\right) \varphi_{L}+\left(\Omega_{R}-\omega a_{L}\right) \varphi_{R}, \\
V_{a} \psi & =a_{L} V_{a} \varphi_{L}+a_{R} V_{a} \varphi_{R} \\
|\psi|^{2} \psi & =\left(\left|a_{L}\right|^{2}\left|\varphi_{L}\right|^{2}+\left|a_{R}\right|^{2}\left|\varphi_{R}\right|^{2}+2 \operatorname{Re}\left(\bar{a}_{L} a_{R} \bar{\varphi}_{L} \varphi_{R}\right)\right)\left(a_{L} \varphi_{L}+a_{R} \varphi_{R}\right) .
\end{aligned}
$$

By integrating in space and neglecting the product $\varphi_{L} \varphi_{R}$, we get:

$$
\left\{\begin{array}{l}
i \partial_{t} a_{L}=\Omega a_{L}-\omega a_{R}+\kappa t \gamma_{L} a_{L}+\epsilon_{L}\left|a_{L}\right|^{2} a_{L} \\
i \partial_{t} a_{R}=\Omega a_{R}-\omega a_{L}+\kappa t \gamma_{R} a_{R}+\epsilon_{R}\left|a_{R}\right|^{2} a_{R}
\end{array}\right.
$$

with

$$
\gamma_{L}=\int_{\mathbb{R}} V_{a} \varphi_{L}^{2}, \quad \epsilon_{L}=\epsilon \int_{\mathbb{R}} \varphi_{L}^{4}, \quad \gamma_{R}=\int_{\mathbb{R}} V_{a} \varphi_{R}^{2}, \quad \epsilon_{R}=\epsilon \int_{\mathbb{R}} \varphi_{R}^{4}
$$

By symmetry, $\gamma_{L}=-\gamma_{R}, \epsilon_{L}=\epsilon_{R}=: \delta$, so if we set $\alpha=\kappa \gamma_{L}$, we come up with:

$$
\left\{\begin{array}{l}
i \partial_{t} a_{L}=\Omega a_{L}-\omega a_{R}+\alpha t a_{L}+\delta\left|a_{L}\right|^{2} a_{L} \\
i \partial_{t} a_{R}=\Omega a_{R}-\omega a_{L}-\alpha t a_{R}+\delta\left|a_{R}\right|^{2} a_{R}
\end{array}\right.
$$

Using the gauge transform

$$
\binom{u_{1}}{u_{2}}=\binom{a_{L} \mathrm{e}^{i \Omega t}}{a_{R} \mathrm{e}^{i \Omega t}},
$$

we find:

$$
i \partial_{t}\binom{u_{1}}{u_{2}}=\left(\begin{array}{cc}
\alpha t & -\omega \\
-\omega & -\alpha t
\end{array}\right)\binom{u_{1}}{u_{2}}+\delta\left(\begin{array}{cc}
\left|u_{1}\right|^{2} & 0 \\
0 & \left|u_{2}\right|^{2}
\end{array}\right)\binom{u_{1}}{u_{2}},
$$

which is of the form (1.5) via the change of variables $s=\sqrt{\alpha} t$ with $F_{j}(u)=$ $\alpha^{-1 / 2}\left|u_{j}\right|^{2}$ and $G=-\omega \alpha^{-1 / 2}$. Therefore, Theorems 1.3 and 1.7 yield similar results than in the preceding subsection with a Landau-Zener coefficient $\mathrm{e}^{-\pi \frac{\omega^{2}}{\alpha}}$.

## 3. Technical preliminaries

In this paragraph, we introduce several operators related with $G$ that will be useful in the following. We set

$$
J:=\left(\begin{array}{cc}
1 & 0  \tag{3.1}\\
0 & -1
\end{array}\right) \quad \text { and } K:=V(0)=\left(\begin{array}{cc}
0 & G \\
G^{*} & 0
\end{array}\right)
$$

so that $V(s)$ writes

$$
V(s)=s J+K
$$

We observe that

$$
V(s)^{2}=\Lambda(s)^{2}
$$

where $\Lambda(s)$ is the diagonal operator

$$
\Lambda(s)=\operatorname{diag}\left(\sqrt{s^{2}+G G^{*}}, \sqrt{s^{2}+G^{*} G}\right)
$$

For this reason, $\Lambda(s)$ appears like a diagonalisation of $V(s)$, all the more that if we set

$$
\Pi^{ \pm}(s)=\frac{1}{2}\left(\operatorname{Id} \pm \Lambda(s)^{-1} V(s)\right)
$$

then we have the following properties.
(1) $\Pi^{ \pm}(s) V(s)=V(s) \Pi^{ \pm}(s)= \pm \Lambda(s) \Pi^{ \pm}(s)= \pm \Pi^{ \pm}(s) \Lambda(s)$.
(2) $\Pi^{+}(s)+\Pi^{-}(s)=\mathrm{Id}$.
(3) $\left(\Pi^{ \pm}(s)\right)^{*}=\Pi^{ \pm}(s)$.
(4) $\Pi^{ \pm}(s) \Pi^{\mp}(s)=0$ and $\left(\Pi^{ \pm}(s)\right)^{2}=\Pi^{ \pm}(s)$.

The properties $(2)-(4)$ show that $\Pi^{ \pm}(s)$ are orthogonal projectors, and the property (1) will play the role of a diagonalisation of the operator $V(s)$. The fact that $\Pi^{ \pm}(s)$ and $V(s)$ commute with $\Lambda(s)$ is more general. In fact, $V(s)$ and $\Pi^{ \pm}(s)$ are in the subset $\mathcal{A}$ of $\mathcal{L}\left(\mathcal{H}^{2}\right)$ defined by: $A \in \mathcal{A}$ if and only if there exist smooth functions $a, b, c$ and $d$ such that $A=A(a, b, c, d)$ with

$$
A(a, b, c, d)=\left(\begin{array}{cc}
a\left(G G^{*}\right) & b\left(G G^{*}\right) G  \tag{3.2}\\
c\left(G^{*} G\right) G^{*} & d\left(G^{*} G\right)
\end{array}\right)
$$

A simple calculation shows that, because of the commutation property (1.7), operators of $\mathcal{A}$ commutes with $\Lambda(s)$ :

$$
\forall A \in \mathcal{A}, \quad \forall s \in \mathbb{R}, \quad A \Lambda(s)=\Lambda(s) A
$$

Besides $\mathcal{A}$ is an algebra, as shown by the following lemma which stems from straightforward computations

Lemma 3.1. Let $a, b, c, d, a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime} \in \mathcal{C}^{\infty}(\mathbb{R})$. We have

$$
\begin{aligned}
A(a, b, c, d)^{*} & =A(\bar{a}, \bar{c}, \bar{b}, \bar{d}) \\
A(a, b, c, d) A\left(a^{\prime}, b^{\prime}, c^{\prime}, d^{\prime}\right) & =A\left(a^{\prime \prime}, b^{\prime \prime}, c^{\prime \prime}, d^{\prime \prime}\right)
\end{aligned}
$$

with

$$
\begin{aligned}
& a^{\prime \prime}(\lambda)=a(\lambda) a^{\prime}(\lambda)+\lambda b(\lambda) c(\lambda), \quad b^{\prime \prime}(\lambda)=a(\lambda) b^{\prime}(\lambda)+b(\lambda) d^{\prime}(\lambda) \\
& d^{\prime \prime}(\lambda)=d(\lambda) d^{\prime}(\lambda)+\lambda c(\lambda) b(\lambda), \quad c^{\prime \prime}(\lambda)=a^{\prime}(\lambda) c(\lambda)+d(\lambda) c^{\prime}(\lambda)
\end{aligned}
$$

Operators of $\mathcal{A}$ will be called diagonal if

$$
A=\Pi^{+}(s) A \Pi^{+}(s)+\Pi^{-}(s) A \Pi^{-}(s)
$$

and antidiagonal if

$$
A=\Pi^{+}(s) A \Pi^{-}(s)+\Pi^{-}(s) A \Pi^{+}(s)
$$

In particular, $V(s), \Pi^{+}(s)$ and $\Pi^{-}(s)$ are diagonal operators of $\mathcal{A}$; on the other hand, the operators $\partial_{s} \Pi^{+}(s)$ and $\partial_{s} \Pi^{-}(s)$ are antidiagonal elements of $\mathcal{A}$. Indeed, the relation

$$
\partial_{s} \Pi^{+}=\partial_{s}\left(\left(\Pi^{+}\right)^{2}\right)=\Pi^{+} \partial_{s} \Pi^{+}+\partial_{s} \Pi^{+} \Pi^{+}
$$

implies that $\Pi^{ \pm} \partial_{s} \Pi^{+} \Pi^{ \pm}=0$ (and similarly for $\Pi^{-}$since $\partial_{s} \Pi^{-}=-\partial_{s} \Pi^{+}$).
Antidiagonal operators have nice properties that we shall use later. Typically, they can be written as commutators with $V(s)$ : if $C(s)=\Pi^{ \pm}(s) C(s) \Pi^{\mp}(s)$, then we have

$$
C(s)= \pm[B(s), V(s)]
$$

with

$$
\begin{equation*}
B(s)=\frac{1}{2} \Lambda(s)^{-1} C(s) \tag{3.3}
\end{equation*}
$$

which also belongs to $\mathcal{A}$. Because of this property, we have the following lemma.

Lemma 3.2. Let $u$ be a solution of (1.4), $C(s) \in \mathcal{A}$ with $C(s)=\Pi^{+}(s) C(s) \Pi^{-}(s)$, and let $B(s)$ be associated with $C(s)$ as in (3.3), then

$$
\begin{align*}
\langle C(s) u(s), u(s)\rangle_{\mathcal{H}^{2}} & =\frac{1}{i} \frac{d}{d s}\langle B(s) u(s), u(s)\rangle_{\mathcal{H}^{2}} \\
& +i\left\langle\partial_{s} B(s) u(s), u(s)\right\rangle_{\mathcal{H}^{2}}-\langle[B(s), F(u)] u(s), u(s)\rangle_{\mathcal{H}^{2}} . \tag{3.4}
\end{align*}
$$

Proof. We write

$$
\begin{aligned}
&\langle C(s) u(s), u(s)\rangle_{\mathcal{H}^{2}}=\langle[B(s), V(s)] u(s), u(s)\rangle_{\mathcal{H}^{2}} \\
&=\left\langle B(s) \frac{1}{i} \partial_{s} u(s), u(s)\right\rangle_{\mathcal{H}^{2}}-\left\langle B(s) u(s), \frac{1}{i} \partial_{s} u(s)\right\rangle \\
&-\langle[B(s), F(u)] u(s), u(s)\rangle_{\mathcal{H}^{2}} \\
&= \frac{1}{i} \frac{d}{d s}\langle B(s) u(s), u(s)\rangle_{\mathcal{H}^{2}} \\
&-\frac{1}{i}\left\langle\partial_{s} B(s) u(s), u(s)\right\rangle_{\mathcal{H}^{2}}-\langle[B(s), F(u)] u(s), u(s)\rangle_{\mathcal{H}^{2}}
\end{aligned}
$$

and the lemma follows.

## 4. Existence of scattering states

The proof of the existence of scattering states (Theorem 1.3) consists in three steps.
(1) We set

$$
u^{ \pm}(s)=\Pi^{ \pm}(s) u(s)
$$

and we first prove the existence of a limit to $\left\|u^{ \pm}(s)\right\|_{\mathcal{H}^{2}}^{2}$ as $s$ goes to $\pm \infty$.
(2) Then, we deduce that for $j \in\{1,2\}$, the functions $F_{j}(u)$ have a limit that we denote by $F_{j}(\omega)$ (resp. $\left.F_{j}(\alpha)\right)$ as $s$ goes to $+\infty$ (resp. $-\infty$ ). Besides, we prove that the functions

$$
s \mapsto \int_{s}^{+\infty}\left(F _ { j } ( u ( \tau ) - F _ { j } ( \omega ) ) d \tau \text { and } s \mapsto \int _ { - \infty } ^ { s } \left(F_{j}\left(u(\tau)-F_{j}(\alpha)\right) d \tau\right.\right.
$$

are well defined and we study their behavior as $s$ goes to $+\infty$ or $-\infty$, respectively.
(3) Finally, we deduce the existence of scattering states from the scattering result for the linear equation and by using Duhamel formula to treat the nonlinearity.

If one expects the asymptotics behavior of $u$ to be described as in Theorem 1.3, then the first two steps consist in deriving the asymptotic phase, while the goal of the final step is to describe the amplitude. This strategy is similar to the one employed in e.g. 15 to study the long range nonlinear scattering for the one dimensional cubic Schrödinger equation and for the Hartree equation.

First step. The first step of the proof relies on the following proposition.

Proposition 4.1. Assume that $u_{0}=\Theta_{R} u_{0}$ for some $R>0$. Then, there exist $\Omega^{ \pm}, A^{ \pm} \geqslant 0$ such that

$$
\begin{aligned}
& \left\|u^{ \pm}(s)\right\|_{\mathcal{H} \times \mathcal{H}}^{2}-\Omega^{ \pm}=\mathcal{O}\left(\frac{R}{s^{2}}\right) \text { as } s \rightarrow+\infty \\
& \left\|u^{ \pm}(s)\right\|_{\mathcal{H} \times \mathcal{H}}^{2}-A^{ \pm}=\mathcal{O}\left(\frac{R}{s^{2}}\right) \text { as } s \rightarrow-\infty
\end{aligned}
$$

Proof. We consider the limit $s \rightarrow+\infty$ for the + mode. The limit $s \rightarrow-\infty$ and the case of the - mode can be treated similarly. We are going to prove that $\left\|u^{+}(s)\right\|_{\mathcal{H} \times \mathcal{H}}^{2}$ is a Cauchy sequence as $s \rightarrow+\infty$. In that purpose, we write the equation satisfied by $u^{+}$

$$
\frac{1}{i} \partial_{s} u^{+}=\Lambda(s) u^{+}+\frac{1}{i} \partial_{s} \Pi^{+}(s) u+F(u) u^{+} .
$$

Therefore, for $0<t<s$,

$$
\begin{align*}
\left\|u^{+}(s)\right\|_{\mathcal{H}^{2}}^{2}- & \left\|u^{+}(t)\right\|_{\mathcal{H} \times \mathcal{H}}^{2}  \tag{4.1}\\
& =2 \operatorname{Re}\left(\int_{t}^{s}\left\langle\Pi^{+}(\sigma) \partial_{s} \Pi^{+}(\sigma) u(\sigma), u(\sigma)\right\rangle_{\mathcal{H} \times \mathcal{H}} d \sigma\right)
\end{align*}
$$

We are going to use properties of the operator $\Pi^{+}(s) \partial_{s} \Pi^{+}(s)$ that we gather in the next lemma where we denote by $\operatorname{Im} C$ the skew adjoint part of the operator $C$ : $\operatorname{Im} C=\left(C-C^{*}\right) / 2$.
Lemma 4.2. Let $C(s)=\Pi^{+}(s) \partial_{s} \Pi^{+}(s)$ and $B(s)=\frac{1}{2} \Lambda(s)^{-1} C(s)$. Then $C(s)$ and $B(s)$ are antidiagonal operators of $\mathcal{A}$ with $C(s)=\mathcal{O}\left(\frac{1}{s}\right), B(s)=\mathcal{O}\left(\frac{1}{s^{2}}\right)$ and $\partial_{s} B(s)=\mathcal{O}\left(\frac{1}{s^{3}}\right)$ in $\mathcal{L}\left(\mathcal{H}^{2}\right)$. Moreover,

$$
\operatorname{Im} C(s)=\frac{1}{4} \Lambda(s)^{-2}\left(\begin{array}{cc}
0 & -G  \tag{4.2}\\
G^{*} & 0
\end{array}\right)
$$

The proof of this lemma is postponed to the end of the section. Using Lemma3.2 we obtain

$$
\begin{aligned}
\int_{t}^{s} & \langle C(\sigma) u(\sigma), u(\sigma)\rangle_{\mathcal{H}^{2}} d \sigma \\
= & \left.\frac{1}{i}\langle B(\sigma) u(\sigma), u(\sigma)\rangle_{\mathcal{H} \times \mathcal{H}}\right|_{t} ^{s} \\
& +i \int_{t}^{s}\left\langle\partial_{s} B(\sigma) u(\sigma), u(\sigma)\right\rangle_{\mathcal{H}^{2}} d \sigma-\int_{t}^{s}\langle[B(\sigma), F(u)] u(\sigma), u(\sigma)\rangle_{\mathcal{H}^{2}} d \sigma
\end{aligned}
$$

A short computation gives for $s \in \mathbb{R}$,

$$
\operatorname{Re}\langle[B(s), F(u)] u(s), u(s)\rangle_{\mathcal{H}^{2}}=\operatorname{Re}\langle[\operatorname{Im} B(s), F(u)] u(s), u(s)\rangle_{\mathcal{H}^{2}}
$$

with

$$
[\operatorname{Im} B(s), F(u)]=\frac{1}{4}\left(F_{1}(u)-F_{2}(u)\right) \Lambda(s)^{-3} K
$$

Therefore,

$$
\operatorname{Re}\langle[B(s), F(u)] u(s), u(s)\rangle_{\mathcal{H}^{2}}=\frac{1}{4}\left(F_{1}(u)-F_{2}(u)\right)\left\langle\Lambda(s)^{-3} K u, u\right\rangle_{\mathcal{H}^{2}}
$$

Since $u(s)=\Theta_{R} u(s)$ with $\|u(s)\|_{\mathcal{H}^{2}}=1$, we have $\|K u\|_{\mathcal{H}^{2}} \leqslant R$. We deduce for all $s \in \mathbb{R}$

$$
\left|\operatorname{Re}\langle[B(s), F(u)] u(s), u(s)\rangle_{\mathcal{H}^{2}}\right|=\mathcal{O}\left(\frac{R}{s^{3}}\right)
$$

This observation and Lemma 4.2 yield: for $s>t \gg 1$,

$$
\left\|u^{+}(s)\right\|_{\mathcal{H} \times \mathcal{H}}^{2}-\left\|u^{+}(t)\right\|_{\mathcal{H}^{2}}^{2}=\mathcal{O}\left(\frac{R}{t^{2}}\right)
$$

This implies the convergence of $\left\|u^{+}(s)\right\|_{\mathcal{H} \times \mathcal{H}}$ to $\Omega^{+} \geqslant 0$ with

$$
\left\|u^{+}(s)\right\|_{\mathcal{H}^{2}}^{2}=\Omega^{+}+\mathcal{O}\left(\frac{R}{s^{2}}\right)
$$

hence the proposition.
Proof of Lemma 4.2. The proof relies on the computation of $C(s)$ by observing

$$
\partial_{s} \Pi^{+}(s)=\frac{1}{2}\left(\Lambda(s)^{-1} J-s \Lambda(s)^{-3} V(s)\right)
$$

where we have used $\partial_{s} \Lambda(s)=s \Lambda(s)^{-1}$. Since

$$
\Pi^{+}(s) \partial_{s} \Pi^{+}(s)=\Pi^{+}(s) \partial_{s} \Pi^{+}(s) \Pi^{-}(s)
$$

the operators $C(s)$ and $B(s)$ are antidiagonal. Besides, we have

$$
\begin{aligned}
C(s)=\Pi^{+}(s) \partial_{s} \Pi^{+}(s) \Pi^{-}(s) & =\frac{1}{2} \Lambda(s)^{-1} \Pi^{+}(s) J \Pi^{-}(s) \\
& =\frac{1}{8} \Lambda(s)^{-1}\left(J+\Lambda(s)^{-1}[V(s), J]-\Lambda(s)^{-2} V(s) J V(s)\right)
\end{aligned}
$$

In view of
$[V(s), J]=[K, J]=2\left(\begin{array}{cc}0 & -G \\ G^{*} & 0\end{array}\right), \quad V(s) J V(s)=s^{2} J+2 s K+\operatorname{diag}\left(-G G^{*}, G^{*} G\right)$,
we obtain

$$
C(s)=\frac{1}{4} \Lambda(s)^{-3}\left(\operatorname{diag}\left(G G^{*}, G^{*} G\right)-s K\right)+\frac{1}{4} \Lambda(s)^{-2}\left(\begin{array}{cc}
0 & -G \\
G^{*} & 0
\end{array}\right)
$$

hence (4.2). Then, the estimates

$$
\begin{gather*}
\left\|\Lambda(s)^{-1}\right\|_{\mathcal{L}\left(\mathcal{H}^{2}\right)} \leqslant s^{-1}, \quad\left\|\partial_{s} \Lambda(s)^{-1}\right\|_{\mathcal{L}\left(\mathcal{H}^{2}\right)} \leqslant 1  \tag{4.3}\\
\left.\left\|\partial_{s}^{2} \Lambda(s)\right\|_{\mathcal{H}^{2}}=\| \Lambda(s)^{-3} \operatorname{diag}\left(G G^{*}, G^{*} G\right)\right) \|_{\mathcal{H}^{2}}=\mathcal{O}\left(s^{-1}\right)
\end{gather*}
$$

allow to conclude the proof of the lemma.
Second step. We study $F(u)$ by analyzing the norm of $u_{1}(s)$ and $u_{2}(s)$. Note that, for $|s| \gg 1$, we have

$$
\Lambda(s)^{-1} \Theta_{R}=\frac{1}{|s|}\left(\operatorname{Id}+\mathcal{O}\left(\frac{R^{2}}{s^{2}}\right)\right)
$$

We deduce asymptotics for the operators $\Pi^{ \pm}(s)$ : for $s>0$, in $\mathcal{L}\left(\mathcal{H}^{2}\right)$,

$$
\begin{align*}
& \Pi^{+}(s) \Theta_{R}=\Theta_{R} E_{1}+\frac{1}{2} \Lambda(s)^{-1} K \Theta_{R}+\mathcal{O}\left(\frac{R^{2}}{s^{2}}\right)  \tag{4.4}\\
& \Pi^{-}(s) \Theta_{R}=\Theta_{R} E_{2}-\frac{1}{2} \Lambda(s)^{-1} K \Theta_{R}+\mathcal{O}\left(\frac{R^{2}}{s^{2}}\right)
\end{align*}
$$

and for $s<0$, in $\mathcal{L}\left(\mathcal{H}^{2}\right)$,

$$
\begin{aligned}
& \Pi^{+}(s) \Theta_{R}=\Theta_{R} E_{2}+\frac{1}{2} \Lambda(s)^{-1} K \Theta_{R}+\mathcal{O}\left(\frac{R^{2}}{s^{2}}\right) \\
& \Pi^{-}(s) \Theta_{R}=\Theta_{R} E_{1}-\frac{1}{2} \Lambda(s)^{-1} K \Theta_{R}+\mathcal{O}\left(\frac{R^{2}}{s^{2}}\right)
\end{aligned}
$$

where $K=V(0)$ has been defined in (3.1),

$$
E_{1}=\operatorname{diag}(1,0) \text { and } E_{2}=\operatorname{diag}(0,1)
$$

This suggests that as $s$ goes to $+\infty, u_{1}(s)$ is related to $u^{+}(s)$ and $u_{2}(s)$ with $u^{-}(s)$ while when $s$ goes to $-\infty, u_{1}(s)$ is related to $u^{-}(s)$ and $u_{2}(s)$ with $u^{+}(s)$. For this reason, we denote by $F(\omega)$ and $F(\alpha)$ the matrices

$$
F(\omega)=F\left(\Omega^{+}, \Omega^{-}\right) \text {and } F(\alpha)=F\left(A^{-}, A^{+}\right)
$$

We now prove that $F(\omega)$ and $F(\alpha)$ are the limits of $F(u)$ as $s$ goes to $\pm \infty$. More precisely, we have the following result.

Proposition 4.3. If $\Theta_{R} u_{0}=u_{0}$ for some $R>0$, then for $j \in\{1,2\}$,

$$
\begin{aligned}
& \int_{s}^{+\infty}\left(F_{j}(u(\tau))-F_{j}(\omega)\right) d \tau=\mathcal{O}\left(\frac{R^{2}}{s}\right) \text { as } s \rightarrow+\infty \\
& \int_{-\infty}^{s}\left(F_{j}(u(\tau))-F_{j}(\alpha)\right) d \tau=\mathcal{O}\left(\frac{R^{2}}{|s|}\right) \text { as } s \rightarrow-\infty
\end{aligned}
$$

Proof. We first transfer the result of Proposition 4.1 on the coordinates of $u(s)$. Recall that $u_{0}=\Theta_{R} u_{0}$ yields that for all $s \in \mathbb{R}, u(s)=\Theta_{R} u(s)$ (by Lemma 1.2). We claim that for all $R>0$, as $s \rightarrow+\infty$,

$$
\begin{align*}
& \left\|u_{1}(s)\right\|_{\mathcal{H}}^{2}-\Omega^{+}=g_{1}(s)+\mathcal{O}\left(\frac{R^{2}}{s^{2}}\right)  \tag{4.5}\\
& \left\|u_{2}(s)\right\|_{\mathcal{H}}^{2}-\Omega^{-}=g_{2}(s)+\mathcal{O}\left(\frac{R^{2}}{s^{2}}\right)
\end{align*}
$$

where for $j \in\{1,2\},\left|g_{j}(s)\right|=\mathcal{O}\left(R s^{-1}\right)$ and $\left|\int_{s}^{+\infty} g_{j}(\sigma) d \sigma\right|=\mathcal{O}\left(R^{2} s^{-1}\right)$, and that, as $s \rightarrow-\infty$,

$$
\begin{aligned}
\left\|u_{1}(s)\right\|_{\mathcal{H}}^{2}-A^{-} & =\widetilde{g}_{1}(s)+\mathcal{O}\left(\frac{R^{2}}{s^{2}}\right) \\
\left\|u_{2}(s)\right\|_{\mathcal{H}}^{2}-A^{+} & =\widetilde{g}_{2}(s)+\mathcal{O}\left(\frac{R^{2}}{s^{2}}\right)
\end{aligned}
$$

where for $j \in\{1,2\},\left|\widetilde{g}_{j}(s)\right|=\mathcal{O}\left(R|s|^{-1}\right)$ and $\left|\int_{s}^{+\infty} \widetilde{g}_{j}(\sigma) d \sigma\right|=\mathcal{O}\left(R^{2}|s|^{-1}\right)$.
Then, one concludes as follows: for $\tau>0$ and $j \in\{1,2\}$, we write

$$
\begin{aligned}
& F_{j}(u(\tau))-F_{j}(\omega)=\nabla f_{j}\left(\Omega^{+}, \Omega^{-}\right) \cdot\left(g_{1}(\tau), g_{2}(\tau)\right) \\
& \quad+\int_{0}^{1} \nabla^{2} f_{j}\left(\Omega^{+}+\sigma g_{1}(\tau), \Omega^{-}+\sigma g_{2}(\tau)\right)\left[g_{1}(\tau), g_{2}(\tau)\right]^{2}(1-\sigma) d \sigma+\mathcal{O}\left(R^{2} s^{-2}\right)
\end{aligned}
$$

where the $f_{1}, f_{2}$ are the functions of (1.6). Recall that, for $j \in\{1,2\}, \nabla^{2} f_{j}$ are bounded, $\nabla f_{j}$ are continuous and $\Omega_{j}^{ \pm} \leqslant 1$ from (1.8). Therefore, the fact that
$\left|g_{j}(s)\right|=\mathcal{O}\left(R s^{-1}\right)$ and $\left|\int_{s}^{+\infty} g_{j}(\tau)\right|=\mathcal{O}\left(R^{2} s^{-1}\right)$ for all $j \in\{1,2\}$ yields the lemma for $s \rightarrow+\infty$ (one argues similarly in $-\infty$ ).

Let us now prove (4.5). Indeed, by Lemma 4.1, there exists $\Omega^{+}$such that as $s \rightarrow+\infty$,

$$
\left\|u^{+}(s)\right\|_{\mathcal{H}^{2}}^{2}=\Omega^{+}+\mathcal{O}\left(R s^{-2}\right)
$$

By (4.4), we can write

$$
\begin{aligned}
\left\|u_{1}(s)\right\|_{\mathcal{H}}^{2} & =\left\|u^{+}(s)\right\|_{\mathcal{H}^{2}}^{2}+\operatorname{Re}\left\langle u^{+}(s), \Lambda(s)^{-1} K \Theta_{R} u(s)\right\rangle_{\mathcal{H}^{2}}+\mathcal{O}\left(\frac{R^{2}}{s^{2}}\right) \\
& =\left\|u^{+}(s)\right\|_{\mathcal{H}^{2}}^{2}+\operatorname{Re}\left\langle K \Lambda(s)^{-1} \Pi^{+}(s) \Theta_{R} u(s), u(s)\right\rangle_{\mathcal{H}^{2}}+\mathcal{O}\left(\frac{R^{2}}{s^{2}}\right) .
\end{aligned}
$$

In view of (4.4) and of the relation

$$
\left\|\Lambda(s)^{-1} K \Theta_{R}\right\|_{\mathcal{L}(\mathcal{H} \times \mathcal{H})}=\mathcal{O}\left(R s^{-1}\right)
$$

we have

$$
\Pi^{+}(s) \Theta_{R}=E_{1} \Theta_{R}+\mathcal{O}\left(R s^{-1}\right)
$$

This implies that we can write

$$
\begin{aligned}
K \Lambda(s)^{-1} \Pi^{+}(s) \Theta_{R} & =K \Lambda(s)^{-1} E_{1} \Theta_{R}+\mathcal{O}\left(\frac{R^{2}}{s^{2}}\right) \\
& =E_{2} K \Lambda(s)^{-1} E_{1} \Theta_{R}+\mathcal{O}\left(\frac{R^{2}}{s^{2}}\right) \\
& =\Lambda(s)^{-1} \Pi^{-}(s) K \Theta_{R} \Pi^{+}(s)+\mathcal{O}\left(\frac{R^{2}}{s^{2}}\right)
\end{aligned}
$$

where we have used $E_{2} K=K E_{1}, \Lambda(s)^{-1} E_{1}=E_{1} \Lambda(s)^{-1}$ and the commutation properties of $V(s)$ and $\Pi^{ \pm}(s)$ with $\Lambda(s)^{-1}$ and $\Theta_{R}$. We set

$$
g_{1}(s)=\operatorname{Re}\left\langle\Lambda(s)^{-1} \Pi^{-}(s) K \Theta_{R} \Pi^{+}(s) u(s), u(s)\right\rangle_{\mathcal{H}^{2}}
$$

We obtain

$$
\begin{equation*}
g_{1}(s)=\mathcal{O}\left(R s^{-1}\right) \text { and }\left\|u_{1}(s)\right\|_{\mathcal{H}}^{2}=\left\|u^{+}(s)\right\|_{\mathcal{H}^{2}}^{2}+g_{1}(s)+\mathcal{O}\left(\frac{R^{2}}{s^{2}}\right) \tag{4.6}
\end{equation*}
$$

In order to prove the integrability properties of $g_{1}$, we study the operator

$$
\widetilde{C}(s)=\Lambda(s)^{-1} \Pi^{-}(s) K \Theta_{R} \Pi^{+}(s)
$$

Lemma 4.4. The operators $\widetilde{C}(s)=\Lambda(s)^{-1} \Pi^{-}(s) K \Theta_{R} \Pi^{+}(s)$ and $\widetilde{B}(s)=\frac{1}{2} \Lambda(s)^{-1} \widetilde{C}(s)$ are antidiagonal operators of $\mathcal{A}$ which satisfy

$$
\operatorname{Im} \widetilde{C}(s)=\frac{s}{2} \Lambda(s)^{-2} \Theta_{R}\left(\begin{array}{cc}
0 & -G  \tag{4.7}\\
G^{*} & 0
\end{array}\right)
$$

and $\widetilde{C}(s)=\mathcal{O}\left(\frac{R}{s}\right), \widetilde{B}(s)=\mathcal{O}\left(\frac{R}{s^{2}}\right), \partial_{s} \widetilde{B}(s)=\mathcal{O}\left(\frac{R^{2}}{s^{3}}\right)$ in $\mathcal{L}\left(\mathcal{H}^{2}\right)$.
We postpone the proof of this lemma. By Lemma 3.2, we write

$$
\begin{aligned}
g_{1}(s)= & \operatorname{Re}\left(\frac{1}{i} \frac{d}{d s}\langle\widetilde{B}(s) u(s), u(s)\rangle_{\mathcal{H}^{2}}\right)+\operatorname{Re}\left(i\left\langle\partial_{s} \widetilde{B}(s) u(s), u(s)\right\rangle_{\mathcal{H}^{2}}\right) \\
& -\operatorname{Re}\langle[\widetilde{B}(s), F(u)] u(s), u(s)\rangle_{\mathcal{H}^{2}}+\mathcal{O}\left(\frac{R^{2}}{s^{2}}\right) .
\end{aligned}
$$

In view of

$$
[\operatorname{Im} B(s), F(u)]=\frac{s}{4}\left(F_{1}(u)-F_{2}(u)\right) \Lambda(s)^{-3} K
$$

we obtain

$$
\begin{aligned}
g_{1}(s)= & \operatorname{Re}\left(\frac{1}{i} \frac{d}{d s}\langle\widetilde{B}(s) u(s), u(s)\rangle_{\mathcal{H}^{2}}\right)+\operatorname{Re}\left(i\left\langle\partial_{s} \widetilde{B}(s) u(s), u(s)\right\rangle_{\mathcal{H}^{2}}\right) \\
& +\frac{s}{4}\left(F_{1}(u)-F_{2}(u)\right) \operatorname{Re}\left\langle\Lambda(s)^{-3} K u(s), u(s)\right\rangle_{\mathcal{H}^{2}}+\mathcal{O}\left(\frac{R^{2}}{s^{2}}\right) .
\end{aligned}
$$

By 4.6 and using that $s \Lambda(s)^{-3} \leqslant s^{-2},\|K u(s)\|_{\mathcal{H}^{2}} \leqslant R$ and $\|u(s)\|_{\mathcal{H}^{2}}$ for all $s \in \mathbb{R}$, we infer (4.5) with the properties stated for $g_{1}(s)$. The other assertions of the claim can be proved similarly.

It remains to prove Lemma 4.4.
Proof of Lemma 4.4. We write

$$
\widetilde{C}(s)=\frac{1}{4} \Lambda(s)^{-1}\left(K+\Lambda(s)^{-1}[K, V(s)]-\Lambda(s)^{-2} V(s) K V(s)\right) \Theta_{R}
$$

In view of

$$
[K, V(s)]=2 s\left(\begin{array}{cc}
0 & -G \\
G^{*} & 0
\end{array}\right)
$$

and

$$
V(s) K V(s)=-s^{2} K+2 s \operatorname{diag}\left(G G^{*},-G^{*} G\right)+\left(\begin{array}{cc}
0 & G G^{*} G \\
G^{*} G G^{*} & 0
\end{array}\right)
$$

we obtain

$$
\begin{aligned}
& \widetilde{C}(s)=\frac{1}{4} \Lambda(s)^{-1}\left(-2 s \Lambda(s)^{-2} \operatorname{diag}\left(G G^{*},-G^{*} G\right)+\left(1+s^{2} \Lambda(s)^{-2}\right) K\right. \\
& \left.-\Lambda(s)^{-2}\left(\begin{array}{cc}
0 & G G^{*} G \\
G^{*} G G^{*} & 0
\end{array}\right)+2 s \Lambda(s)^{-1}\left(\begin{array}{cc}
0 & -G \\
G^{*} & 0
\end{array}\right)\right) \Theta_{R}
\end{aligned}
$$

hence (4.7) and the other properties of the Lemma follow from the observation $\|K u(s)\|_{\mathcal{H}^{2}}=\mathcal{O}(R)$ and from the properties of $\Lambda(s)$ stated in (4.3).
Third step. We are now able to prove the existence of scattering states and to conclude the proof of Theorem 1.3

Proof of Theorem 1.3. Let us focus on the case $s \rightarrow+\infty$. Because of Lemma 4.3, we can define $v(s)=\left(v_{1}(s), v_{2}(s)\right)$ with for $j=1,2$,

$$
v_{j}(s)=u_{j}(s) \exp \left(-i s \delta F_{j}(\omega)-i \delta \int_{0}^{s}\left(F_{j}(u(\tau))-F_{j}(\omega) d \tau\right)\right.
$$

We have

$$
\begin{equation*}
\frac{1}{i} \partial_{s} v=V(s) v ; \quad v_{\mid s=0}=u_{0} \tag{4.8}
\end{equation*}
$$

The linear scattering result of [12, Proposition 7] can then be applied to $v$. This gives the existence of $\tilde{\omega}=\left(\tilde{\omega}_{1}, \tilde{\omega}_{2}\right)$ (independent of $R$ ) such that

$$
\begin{aligned}
& v_{1}(s)=\mathrm{e}^{i \varphi\left(s, G G^{*}\right)} \theta\left(G G^{*} / R^{2}\right) \tilde{\omega}_{1}+o(1) \\
& v_{2}(s)=\mathrm{e}^{-i \varphi\left(s, G^{*} G\right)} \theta\left(G^{*} G / R^{2}\right) \tilde{\omega}_{2}+o(1),
\end{aligned}
$$

where $\theta$ is the smooth cut-off function used for defining the operator $\Theta_{R}$. Besides, the rest term $o(1)$ which comes from the $o(1)$ in Lemma 7 in 12 (or equivalently

Lemma 11 in [11) has been studied in the proof of Proposition 5.5 of 13 and proved to be $\mathcal{O}\left(R^{2} s^{-1}\right)$. Therefore, we have

$$
\begin{aligned}
& v_{1}(s)=\mathrm{e}^{i \varphi\left(s, G G^{*}\right)} \theta\left(G G^{*} / R^{2}\right) \tilde{\omega}_{1}+\mathcal{O}\left(R^{2} s^{-1}\right) \\
& v_{2}(s)=\mathrm{e}^{-i \varphi\left(s, G^{*} G\right)} \theta\left(G^{*} G / R^{2}\right) \tilde{\omega}_{2}+\mathcal{O}\left(R^{2} s^{-1}\right)
\end{aligned}
$$

Note that $v$ does not need to be truncated by $\Theta_{R}$ since it is associated with a initial data which is already truncated by $\Theta_{R}\left(u_{0}=\Theta_{R} u_{0}\right)$. Again by Lemma 4.3, we have

$$
\exp \left(i \delta \int_{s}^{+\infty}\left(F_{j}(u(\tau))-F_{j}(\omega)\right) d \tau\right)=1+\mathcal{O}\left(\frac{R^{2}}{s}\right)
$$

Therefore,

$$
\begin{aligned}
& u_{1}(s)=\mathrm{e}^{i s \delta F_{1}(\omega)} v_{1}(s)=\mathrm{e}^{i s \delta F_{1}(\omega)+i \varphi\left(s, G G^{*}\right)} \omega_{1}+\mathcal{O}\left(R^{2} s^{-1}\right) \\
& u_{2}(s)=\mathrm{e}^{i s \delta F_{2}(\omega)} v_{2}(s)=\mathrm{e}^{i s \delta F_{2}(\omega)-i \varphi\left(s, G^{*} G\right)} \omega_{2}+\mathcal{O}\left(R^{2} s^{-1}\right)
\end{aligned}
$$

with

$$
\begin{align*}
& \omega_{1}=\exp \left[i \delta \int_{0}^{+\infty}\left(F_{1}(u(\tau))-F_{1}(\omega)\right)\right] \theta\left(G G^{*} / R^{2}\right) \tilde{\omega}_{1}  \tag{4.9}\\
& \omega_{2}=\exp \left[i \delta \int_{0}^{+\infty}\left(F_{2}(u(\tau))-F_{2}(\omega)\right)\right] \theta\left(G^{*} G / R^{2}\right) \tilde{\omega}_{2}
\end{align*}
$$

and the existence of scattering states in $+\infty$ is proved. We point out that

$$
\left\|u_{1}(s)\right\|_{\mathcal{H}}^{2}=\left\|v_{1}(s)\right\|_{\mathcal{H}}^{2}, \quad\left\|u_{2}(s)\right\|_{\mathcal{H}}^{2}=\left\|v_{2}(s)\right\|_{\mathcal{H}}^{2}
$$

so that we have

$$
\begin{aligned}
& \Omega^{+}=\left\|\theta\left(G G^{*} / R^{2}\right) \tilde{\omega}_{1}\right\|_{\mathcal{H}}^{2}=\left\|\omega_{1}\right\|_{\mathcal{H}}^{2} \\
& \Omega^{-}=\left\|\theta\left(G^{*} G / R^{2}\right) \tilde{\omega}_{2}\right\|_{\mathcal{H}}^{2}=\left\|\omega_{2}\right\|_{\mathcal{H}}^{2}
\end{aligned}
$$

which justifies the notation $F(\omega)=F\left(\Omega^{+}, \Omega^{-}\right)$.
A similar argument allows to define the scattering states in $-\infty$.

## 5. Existence of wave operators

In this section, we prove Proposition 1.5 Let $\alpha=\left(\alpha_{1}, \alpha_{2}\right) \in \mathcal{H}^{2}$ such that $\alpha_{1} \in \mathcal{D}\left(G G^{*}\right)$ and $\alpha_{2} \in \mathcal{D}\left(G^{*} G\right)$ with

$$
\left\|\alpha_{1}\right\|_{\mathcal{H}}^{2}+\left\|\alpha_{2}\right\|_{\mathcal{H}}^{2} \leqslant 1 \text { and }\left\|G G^{*} \alpha_{1}\right\|_{\mathcal{H}}+\left\|G^{*} G \alpha_{2}\right\|_{\mathcal{H}} \leqslant R^{2}
$$

for some $R>0$. This assumption implies that $\left\|G^{*} \alpha_{1}\right\|_{\mathcal{H}}+\left\|G \alpha_{2}\right\|_{\mathcal{H}} \leqslant R$.
The strategy is the following. We first introduce an ansatz which solves (1.5) up to an integrable source term. Then, for $\varepsilon>0$, we infer the existence of an exact solution which is at distance $\varepsilon>0$ of this ansatz as $s \rightarrow-\infty$. We conclude by noticing that the ansatz is an $\mathcal{O}(1 /|s|)$ perturbation of the expected reference solution.
Step 1. Construction of the ansatz. We consider a continuous function from $\mathbb{R}$ to $\mathcal{H}^{2}, \widetilde{u}(s)=\left(\widetilde{u}_{1}(s), \widetilde{u}_{2}(s)\right)$, with

$$
\begin{aligned}
& \widetilde{u}_{1}(s)=\mathrm{e}^{i \theta_{1}(s)} \alpha_{1}+\mathrm{e}^{i \tilde{\theta}_{2}(s)}\left(\frac{\beta_{1}}{s}+\frac{\gamma_{1}}{s^{2}}\right)+\mathrm{e}^{-i s^{2} / 2} \frac{\kappa_{1}(s)}{s^{2}}+\mathrm{e}^{3 i s^{2} / 2} \frac{\tilde{\kappa}_{1}(s)}{s^{2}} \\
& \widetilde{u}_{2}(s)=\mathrm{e}^{i \theta_{2}(s)} \alpha_{2}+\mathrm{e}^{i \tilde{\theta}_{1}(s)}\left(\frac{\beta_{2}}{s}+\frac{\gamma_{2}}{s^{2}}\right)+\mathrm{e}^{i s^{2} / 2} \frac{\kappa_{2}(s)}{s^{2}}+\mathrm{e}^{-3 i s^{2} / 2} \frac{\tilde{\kappa}_{2}(s)}{s^{2}}
\end{aligned}
$$

The phase operators $\theta_{1}$ and $\theta_{2}$ correspond to the phases obtained in the previous section, and are given by

Similarly, we define

$$
\begin{aligned}
& \tilde{\theta}_{1}(s)=\frac{s^{2}}{2}+\frac{1}{2}(\ln |s|) G^{*} G+\delta s F_{1}(\alpha) \\
& \tilde{\theta}_{2}(s)=-\frac{s^{2}}{2}-\frac{1}{2}(\ln |s|) G G^{*}+\delta s F_{2}(\alpha)
\end{aligned}
$$

so that we have

$$
\begin{align*}
& \mathrm{e}^{i \tilde{\theta}_{1}} G^{*}=G^{*} \mathrm{e}^{i \theta_{1}} \text { and } G \mathrm{e}^{i \tilde{\theta}_{1}}=\mathrm{e}^{i \theta_{1}} G,  \tag{5.1}\\
& \mathrm{e}^{i \tilde{\theta}_{2}} G=G \mathrm{e}^{i \theta_{2}} \text { and } G^{*} \mathrm{e}^{i \tilde{\theta}_{2}}=\mathrm{e}^{i \theta_{2}} G^{*} .
\end{align*}
$$

The coefficients $\beta_{j}, \gamma_{j}$ and $\kappa_{j}, j \in\{1,2\}$ satisfy

$$
\begin{gathered}
\beta_{2}=\frac{1}{2} G^{*} \alpha_{1}, \quad \beta_{1}=-\frac{1}{2} G \alpha_{2}, \\
\gamma_{1}=\frac{\delta}{2}\left(F_{2}(\alpha)-F_{1}(\alpha)\right) \beta_{1}, \quad \gamma_{2}=\frac{\delta}{2}\left(F_{2}(\alpha)-F_{1}(\alpha)\right) \beta_{2}, \\
\kappa_{1}(s)=-\frac{\delta}{2} \mathrm{e}^{i \psi_{1}} \alpha_{1}\left(\partial_{1} f_{1}(\alpha)\left\langle\beta_{1}, \mathrm{e}^{i(\ln |s|) G G^{*}} \alpha_{1}\right\rangle_{\mathcal{H}}+\partial_{2} f_{1}(\alpha)\left\langle\mathrm{e}^{-i(\ln |s|) G^{*} G} \alpha_{2}, \beta_{2}\right\rangle_{\mathcal{H}}\right), \\
\kappa_{2}(s)=\frac{\delta}{2} \mathrm{e}^{i \psi_{2}} \alpha_{2}\left(\partial_{1} f_{2}(\alpha)\left\langle\mathrm{e}^{i(\ln |s|) G G^{*}} \alpha_{1}, \beta_{1}\right\rangle_{\mathcal{H}}+\partial_{2} f_{2}(\alpha)\left\langle\beta_{2}, \mathrm{e}^{-i(\ln |s|) G^{*} G} \alpha_{2}\right\rangle_{\mathcal{H}}\right), \\
\tilde{\kappa}_{1}(s)=\frac{\delta}{2} \mathrm{e}^{i \tilde{\psi}_{1}} \alpha_{1}\left(\partial_{1} f_{1}(\alpha)\left\langle\mathrm{e}^{i(\ln |s|) G G^{*}} \alpha_{1}, \beta_{1}\right\rangle_{\mathcal{H}}+\partial_{2} f_{1}(\alpha)\left\langle\beta_{2}, \mathrm{e}^{-i(\ln |s|) G^{*} G} \alpha_{2}\right\rangle_{\mathcal{H}}\right), \\
\tilde{\kappa}_{2}(s)=-\frac{\delta}{2} \mathrm{e}^{i \tilde{\psi}_{2}} \alpha_{2}\left(\partial_{1} f_{2}(\alpha)\left\langle\beta_{1}, \mathrm{e}^{i(\ln |s|) G^{*} G} \alpha_{1}\right\rangle_{\mathcal{H}}+\partial_{2} f_{2}(\alpha)\left\langle\mathrm{e}^{-i(\ln |s|) G^{*} G} \alpha_{2}, \beta_{2}\right\rangle_{\mathcal{H}}\right),
\end{gathered}
$$

with

$$
\begin{gathered}
\psi_{1}=\phi_{1}-\delta s\left(F_{1}(\alpha)-F_{2}(\alpha)\right)=\frac{1}{2}(\ln |s|) G G^{*}+\delta s F_{2}(\alpha) \\
\tilde{\psi}_{1}=\phi_{1}+\delta s\left(F_{1}(\alpha)-F_{2}(\alpha)\right)=\frac{1}{2}(\ln |s|) G G^{*}+\delta s\left(2 F_{1}(\alpha)-F_{2}(\alpha)\right)
\end{gathered}
$$

and

$$
\begin{gathered}
\psi_{2}=\phi_{2}+\delta s\left(F_{1}(\alpha)-F_{2}(\alpha)\right)=-\frac{1}{2}(\ln |s|) G^{*} G+\delta s F_{1}(\alpha) \\
\tilde{\psi}_{2}=\phi_{2}-\delta s\left(F_{1}(\alpha)-F_{2}(\alpha)\right)=-\frac{1}{2}(\ln |s|) G^{*} G+\delta s\left(2 F_{2}(\alpha)-F_{1}(\alpha)\right)
\end{gathered}
$$

We have denoted by $\partial_{i} f_{j}(\alpha)$ the real-number $\partial_{i} f_{j}\left(\left\|\alpha_{1}\right\|_{\mathcal{H}}^{2},\left\|\alpha_{2}\right\|_{\mathcal{H}}^{2}\right)$.
We observe that for $j \in\{1,2\}$,

$$
\begin{equation*}
\left\|\beta_{j}\right\|_{\mathcal{H}}=\mathcal{O}(R) \text { and }\left\|\gamma_{j}\right\|_{\mathcal{H}}=\mathcal{O}(R) \tag{5.2}
\end{equation*}
$$

$$
\left\|\kappa_{j}(s)\right\|_{\mathcal{H}}+\left\|\tilde{\kappa}_{j}(s)\right\|_{\mathcal{H}}=\mathcal{O}(R) \text { and }\left\|\partial_{s} \kappa_{j}(s)\right\|_{\mathcal{H}}+\left\|\partial_{s} \tilde{\kappa}_{j}(s)\right\|_{\mathcal{H}}=\mathcal{O}\left(R^{3} s^{-1}\right)
$$

We begin by studying each term of the equation (1.5): $s$-derivatives, linear term, nonlinear term. Then we project on each family of oscillations generated by the operator-valued phases.

$$
\begin{aligned}
& \theta_{1}(s)=\frac{s^{2}}{2}+\phi_{1}(s), \quad \phi_{1}(s)=\frac{1}{2}(\ln |s|) G G^{*}+\delta s F_{1}(\alpha), \\
& \theta_{2}(s)=-\frac{s^{2}}{2}+\phi_{2}(s), \quad \phi_{2}(s)=-\frac{1}{2}(\ln |s|) G^{*} G+\delta s F_{2}(\alpha) .
\end{aligned}
$$

Derivatives. Using (5.2), we get

$$
\begin{aligned}
-i \partial_{s} \widetilde{u}_{1}= & \mathrm{e}^{i \theta_{1}}\left(s+\frac{1}{2 s} G G^{*}+\delta F_{1}(\alpha)\right) \alpha_{1}+\mathrm{e}^{i \tilde{\theta}_{2}}\left(-\beta_{1}+\frac{\delta}{s} F_{2}(\alpha) \beta_{1}-\frac{\gamma_{1}}{s}\right) \\
& -\frac{1}{s} \mathrm{e}^{-i \frac{s^{2}}{2}} \kappa_{1}(s)+\frac{3}{s} \mathrm{e}^{3 i \frac{s^{2}}{2}} \tilde{\kappa}_{1}(s)+\mathcal{O}\left(R^{3} s^{-2}\right), \\
-i \partial_{s} \widetilde{u}_{2}= & \mathrm{e}^{i \theta_{2}}\left(-s-\frac{1}{2 s} G^{*} G+\delta F_{2}(\alpha)\right) \alpha_{2}+\mathrm{e}^{i \tilde{\theta}_{1}}\left(\beta_{2}+\frac{\delta}{s} F_{1}(\alpha) \beta_{2}+\frac{\gamma_{2}}{s}\right) \\
& +\frac{1}{s} \mathrm{e}^{i \frac{s^{2}}{2}} \kappa_{2}(s)-\frac{3}{s} \mathrm{e}^{-3 i \frac{s^{2}}{2}} \tilde{\kappa}_{2}(s)+\mathcal{O}\left(R^{3} s^{-2}\right) .
\end{aligned}
$$

Linear part. Using (5.1) and (5.2), we get

$$
\begin{aligned}
s \widetilde{u}_{1}+G \widetilde{u}_{2}= & \mathrm{e}^{i \theta_{1}}\left(s \alpha_{1}+\frac{1}{s} G \beta_{2}\right)+\mathrm{e}^{i \theta_{2}}\left(\beta_{1}+\frac{1}{s} \gamma_{1}+G \alpha_{2}\right) \\
& +\frac{1}{s} \mathrm{e}^{-i \frac{s^{2}}{2}} \kappa_{1}(s)+\frac{1}{s} \mathrm{e}^{3 i \frac{s^{2}}{2}} \tilde{\kappa}_{1}(s)+\mathcal{O}\left(R^{2} s^{-2}\right), \\
-s \widetilde{u}_{2}+G^{*} \widetilde{u}_{1}= & \mathrm{e}^{i \theta_{2}}\left(-s \alpha_{2}+\frac{1}{s} G^{*} \beta_{1}\right)+\mathrm{e}^{i \theta_{1}}\left(-\beta_{2}-\frac{1}{s} \gamma_{2}+G^{*} \alpha_{1}\right) \\
& -\frac{1}{s} \mathrm{e}^{i \frac{s^{2}}{2}} \kappa_{2}(s)-\frac{1}{s} \mathrm{e}^{-3 i \frac{s^{2}}{2}} \tilde{\kappa}_{2}(s)+\mathcal{O}\left(R^{2} s^{-2}\right) .
\end{aligned}
$$

Nonlinear part. We begin by expanding $F_{j}(\widetilde{u})=f_{j}\left(\left\|\widetilde{u}_{1}\right\|_{\mathcal{H}}^{2},\left\|\widetilde{u}_{2}\right\|_{\mathcal{H}}^{2}\right)$ for $j \in\{1,2\}$. We observe

$$
\begin{aligned}
\left\|\widetilde{u}_{1}\right\|_{\mathcal{H}}^{2} & =\left\|\alpha_{1}\right\|_{\mathcal{H}}^{2}+\frac{2}{s} \operatorname{Re}\left\langle\mathrm{e}^{i \theta_{1}} \alpha_{1}, \mathrm{e}^{i \tilde{\theta}_{2}} \beta_{1}\right\rangle_{\mathcal{H}}+\mathcal{O}\left(R^{2} s^{-2}\right), \\
\left\|\widetilde{u}_{2}\right\|_{\mathcal{H}}^{2} & =\left\|\alpha_{2}\right\|_{\mathcal{H}}^{2}+\frac{2}{s} \operatorname{Re}\left\langle\mathrm{e}^{i \theta_{2}} \alpha_{2}, \mathrm{e}^{i \tilde{\theta}_{1}} \beta_{2}\right\rangle_{\mathcal{H}}+\mathcal{O}\left(R^{2} s^{-2}\right) .
\end{aligned}
$$

We deduce

$$
\begin{align*}
F_{j}(\widetilde{u})= & F_{j}(\alpha)+\frac{2}{s} \partial_{1} f_{j}(\alpha) \operatorname{Re}\left\langle\mathrm{e}^{i \theta_{1}} \alpha_{1}, \mathrm{e}^{i \tilde{\theta}_{2}} \beta_{1}\right\rangle_{\mathcal{H}}  \tag{5.3}\\
& +\frac{2}{s} \partial_{2} f_{j}(\alpha) \operatorname{Re}\left\langle\mathrm{e}^{i \theta_{2}} \alpha_{2}, \mathrm{e}^{i \tilde{\theta}_{1}} \beta_{2}\right\rangle_{\mathcal{H}}+\mathcal{O}\left(R^{2} s^{-2}\right) .
\end{align*}
$$

Note that

$$
\begin{align*}
& \mathrm{e}^{-i \tilde{\theta}_{2}} \mathrm{e}^{i \theta_{1}}=\mathrm{e}^{i s^{2}+i \delta s\left(F_{1}(\alpha)-F_{2}(\alpha)\right)} \mathrm{e}^{i(\ln |s|) G G^{*}}, \\
& \mathrm{e}^{-i \tilde{\theta}_{1}} \mathrm{e}^{i \theta_{2}}=\mathrm{e}^{-i s^{2}-i \delta s\left(F_{1}(\alpha)-F_{2}(\alpha)\right)} \mathrm{e}^{-i(\ln |s|) G^{*} G} . \tag{5.4}
\end{align*}
$$

Finally, we have

$$
\begin{aligned}
& F_{1}(\widetilde{u}) \widetilde{u}_{1}=F_{1}(\alpha) \mathrm{e}^{i \theta_{1}} \alpha_{1}+\frac{1}{s} F_{1}(\alpha) \mathrm{e}^{i \tilde{\theta}_{2}} \beta_{1} \\
& \quad+\frac{1}{s} \mathrm{e}^{-i \frac{s^{2}}{2}+i \psi_{1}} \alpha_{1}\left(\partial_{1} f_{1}(\alpha)\left\langle\beta_{1}, \mathrm{e}^{i(\ln |s|) G G^{*}} \alpha_{1}\right\rangle_{\mathcal{H}}+\partial_{2} f_{1}(\alpha)\left\langle\mathrm{e}^{-i(\ln |s|) G^{*} G} \alpha_{2}, \beta_{2}\right\rangle_{\mathcal{H}}\right) \\
& \quad+\frac{1}{s} \mathrm{e}^{3 i \frac{s^{2}}{2}+i \tilde{\psi}_{1}} \alpha_{1}\left(\partial_{1} f_{1}(\alpha)\left\langle\mathrm{e}^{i(\ln |s|) G G^{*}} \alpha_{1}, \beta_{1}\right\rangle_{\mathcal{H}}+\partial_{2} f_{1}(\alpha)\left\langle\beta_{2}, \mathrm{e}^{-i(\ln |s|) G^{*} G} \alpha_{2}\right\rangle_{\mathcal{H}}\right) \\
& +\mathcal{O}\left(R^{2} s^{-2}\right) .
\end{aligned}
$$

Similarly, we obtain

$$
\begin{aligned}
& F_{2}(\widetilde{u}) \widetilde{u}_{2}=F_{2}(\alpha) \mathrm{e}^{i \theta_{2}} \alpha_{2}+\frac{1}{s} F_{2}(\alpha) \mathrm{e}^{i \tilde{\theta}_{1}} \beta_{2} \\
& \quad+\frac{1}{s} \mathrm{e}^{i \frac{s^{2}}{2}+i \psi_{2}} \alpha_{2}\left(\partial_{1} f_{2}(\alpha)\left\langle\mathrm{e}^{i(\ln |s|) G G^{*}} \alpha_{1}, \beta_{1}\right\rangle_{\mathcal{H}}+\partial_{2} f_{2}(\alpha)\left\langle\beta_{2}, \mathrm{e}^{-i(\ln |s|) G^{*} G} \alpha_{2}\right\rangle_{\mathcal{H}}\right) \\
& +\frac{1}{s} \mathrm{e}^{-3 i \frac{s^{2}}{2}+i \tilde{\psi}_{2}} \alpha_{2}\left(\partial_{1} f_{2}(\alpha)\left\langle\beta_{1}, \mathrm{e}^{i(\ln |s|) G^{*} G} \alpha_{1}\right\rangle_{\mathcal{H}}+\partial_{2} f_{2}(\alpha)\left\langle\mathrm{e}^{-i(\ln |s|) G^{*} G} \alpha_{2}, \beta_{2}\right\rangle_{\mathcal{H}}\right) \\
& +\mathcal{O}\left(R^{2} s^{-2}\right) .
\end{aligned}
$$

By the definition of $\beta_{j}, \gamma_{j}, \kappa_{j}$ and $\widetilde{\kappa}_{j}$ for $j \in\{1,2\}$, one gets that $\widetilde{u}(s)$ satisfies

$$
-i \partial_{s} \widetilde{u}=V(s) \widetilde{u}+F(\widetilde{u}) \widetilde{u}+\mathcal{O}\left(R^{3} s^{-2}\right) .
$$

Step 2. Existence of an exact solution with prescribed behavior. We first prove the result in the linear setting. Consider

$$
v_{-}(s)=\binom{\mathrm{e}^{i s^{2} / 2+i(\ln |s|) G G^{*} / 2} \alpha_{1}}{\mathrm{e}^{-i s^{2} / 2-i(\ln |s|) G^{*} G / 2} \alpha_{2}}
$$

$s_{0} \in \mathbb{R}^{+}$such that $R^{3} s_{0}^{-1} \leq \varepsilon, \tilde{v}_{0}=\tilde{u}_{\delta=0}$ and $v^{\varepsilon}=\left(v_{1}^{\varepsilon}, v_{2}^{\varepsilon}\right)$ solution to the linear equation

$$
-i \partial_{s} v^{\varepsilon}=V(s) v^{\varepsilon} ; \quad v_{\mid s=-s_{0}}^{\varepsilon}=v_{-}\left(s_{0}\right) .
$$

Then, by step 1 ,

$$
\frac{d}{d s}\left\|\tilde{v}_{0}(s)-v^{\varepsilon}(s)\right\|_{\mathcal{H}^{2}}=\mathcal{O}\left(R^{3} s^{-2}\right)
$$

Therefore, there exists $C>0$ such that for $s<-s_{0}$,

$$
\left\|\tilde{v}_{0}(s)-v^{\varepsilon}(s)\right\|_{\mathcal{H}^{2}} \leqslant C \varepsilon
$$

Consequently,

$$
\begin{equation*}
\left\|v_{-}(s)-v^{\varepsilon}(s)\right\|_{\mathcal{H}^{2}} \leqslant C \varepsilon \tag{5.5}
\end{equation*}
$$

In particular, this implies that the scattering states $\left(\alpha_{1}^{\operatorname{lin}, \varepsilon}, \alpha_{2}^{\operatorname{lin}, \varepsilon}\right)$ associated with $v_{\varepsilon}$ satisfy $\left\|\alpha_{j}^{\text {lin, } \varepsilon}-\alpha_{j}\right\|_{\mathcal{H}} \leqslant C \varepsilon$ for $j \in\{1,2\}$.

Let us now study the nonlinear case. We set

$$
\tilde{\Phi}_{j}(s)=\int_{-\infty}^{s}\left(F_{j}(\tilde{u}(t))-F_{j}(\alpha)\right) d t
$$

This integral is well-defined, in view of (5.3)-(5.4), since integration by parts yields

$$
\tilde{\Phi}_{j}(s)=\mathcal{O}\left(\frac{1}{|s|}\right) \text { as } s \rightarrow-\infty
$$

Define $\tilde{v}$ by $\tilde{v}_{j}=\mathrm{e}^{-i \delta s F_{j}(\alpha)-i \delta \tilde{\Phi}_{j}(s)} \tilde{u}_{j}(s)$. In view of the first step, it satisfies

$$
-i \partial_{s} \tilde{v}=V(s) \tilde{v}+\mathcal{O}\left(R^{3} s^{-2}\right)
$$

Moreover, by construction,

$$
\left\|\tilde{v}(s)-v_{-}(s)\right\|_{\mathcal{H}^{2}} \underset{s \rightarrow-\infty}{\longrightarrow} 0
$$

so in view of

$$
\frac{d}{d s}\left\|v^{\varepsilon}(s)-\tilde{v}(s)\right\|_{\mathcal{H}^{2}}=\mathcal{O}\left(R^{3} s^{-2}\right)
$$

there exists a constant $C>0$ such that, for $s<-s_{0}$,

$$
\|v(s)-\tilde{v}(s)\|_{\mathcal{H}^{2}} \leqslant C \varepsilon
$$

Now set

$$
u_{j}^{\varepsilon}(s)=v_{j}^{\varepsilon}(s) \mathrm{e}^{i \delta s F_{j}(\alpha)+i \delta \Phi_{j}(s)}, \quad \Phi_{j}(s)=\int_{-\infty}^{s}\left(F_{j}\left(v^{\varepsilon}(t)\right)-F_{j}(\alpha)\right) d t
$$

Then $u^{\varepsilon}$ solves (1.5), and since $F$ is gauge invariant,

$$
\Phi_{j}(s)=\int_{-\infty}^{s}\left(F_{j}\left(u^{\varepsilon}(t)\right)-F_{j}(\alpha)\right) d t=\mathcal{O}\left(\frac{1}{|s|}\right) \text { as } s \rightarrow-\infty
$$

We infer

$$
\begin{equation*}
\exists C>0, \quad \forall s<-s_{0}, \quad\left\|u^{\varepsilon}(s)-\tilde{u}(s)\right\|<C \varepsilon \tag{5.6}
\end{equation*}
$$

and the scattering states $\left(\alpha_{1}^{\varepsilon}, \alpha_{2}^{\varepsilon}\right)$ associated with $u_{\varepsilon}$ satisfy $\left\|\alpha_{j}^{\varepsilon}-\alpha_{j}\right\|_{\mathcal{H}} \leqslant C \varepsilon$ for $j \in\{1,2\}$.

Finally, if the unit ball of $\mathcal{H}$ is compact, we can extract from $u^{\varepsilon}$ a converging sequence which still solves (1.5) and whose scattering states are $\left(\alpha_{1}, \alpha_{2}\right)$.

## 6. Analysis of the Scattering Operator

We now prove Proposition 1.7 and we take into account the dependence of the nonlinear term with respect to the parameter $\delta$. Because of (4.9), we have $\omega^{\text {lin }}=$ $\Theta_{R} \tilde{\omega}$ and

$$
\omega=\exp \left(i \delta \int_{0}^{+\infty}(F(u(\tau))-F(\omega)) d \tau\right) \omega^{\operatorname{lin}}
$$

Similarly,

$$
\alpha=\exp \left(i \delta \int_{0}^{-\infty}(F(u(\tau))-F(\alpha)) d \tau\right) \alpha^{\operatorname{lin}}
$$

In particular, we have $F(\omega)=F\left(\omega^{\text {lin }}\right)$ and $F(\alpha)=F\left(\alpha^{\text {lin }}\right)$ since

$$
\begin{equation*}
\left\|\omega_{j}\right\|_{\mathcal{H}}=\left\|\omega_{j}^{\operatorname{lin}}\right\|_{\mathcal{H}} \text { and }\left\|\alpha_{j}\right\|_{\mathcal{H}}=\left\|\alpha_{j}^{\operatorname{lin}}\right\|_{\mathcal{H}} \text { for } j \in\{1,2\} \tag{6.1}
\end{equation*}
$$

Besides, in view of

$$
u(s)=\exp \left(i \delta \int_{0}^{s} F(u(\tau)) d \tau\right) u^{\operatorname{lin}}
$$

we obtain $F(u)=F\left(u^{\text {lin }}\right)$. We deduce

$$
\begin{aligned}
& \omega=\exp \left(i \delta \int_{0}^{+\infty}\left(F\left(u^{\operatorname{lin}}(\tau)\right)-F\left(\omega^{\operatorname{lin}}\right)\right) d \tau\right) \omega^{\operatorname{lin}}=\mathrm{e}^{i \delta \Lambda^{+}} \omega^{\operatorname{lin}} \\
& \alpha=\exp \left(i \delta \int_{0}^{-\infty}\left(F\left(u^{\operatorname{lin}}(\tau)\right)-F\left(\alpha^{\operatorname{lin}}\right)\right) d \tau\right) \alpha^{\operatorname{lin}}=\mathrm{e}^{i \delta \Lambda^{-}} \alpha^{\operatorname{lin}}
\end{aligned}
$$

where $\Lambda^{ \pm}=\operatorname{diag}\left(\Lambda_{1}^{ \pm}, \Lambda_{2}^{ \pm}\right)$, and $\Lambda_{j}^{ \pm}$are defined in (1.11) and (1.12), respectively. Therefore, the nonlinear scattering operator $S_{\delta}=S_{\delta}(\alpha)$ such that $\omega=S_{\delta} \alpha$ satisfies

$$
\begin{equation*}
S_{\delta}(\alpha)=\mathrm{e}^{i \delta \Lambda^{+}(\alpha)} S^{\operatorname{lin}}\left(\mathrm{e}^{-i \delta \Lambda^{-}(\alpha)} \alpha\right) \tag{6.2}
\end{equation*}
$$

and the scattering operator $S_{\delta}$ has the following expansion

$$
S_{\delta}=S^{\operatorname{lin}}+i \delta\left(\Lambda^{+} S^{\operatorname{lin}}-S^{\operatorname{lin}} \Lambda^{-}\right)+\mathcal{O}_{R}\left(\delta^{2}\right)
$$

where $\mathcal{O}_{R}\left(\delta^{2}\right)=\sum_{j \in\{1,2\}}\left(\mathcal{O}\left(\delta^{2}\left\|\Lambda_{j}^{+}\right\|^{2}\right)+\mathcal{O}\left(\delta^{2}\left\|\Lambda_{j}^{-}\right\|^{2}\right)\right)$.
It remains to obtain an upper bound for $\Lambda^{ \pm}$. We write

$$
\Lambda_{j}^{+}=\int_{0}^{s_{0}}\left(F_{j}(u(s))-F_{j}(\omega)\right) d s+\int_{s_{0}}^{+\infty}\left(F_{j}(u(s))-F_{j}(\omega)\right) d s
$$

By the continuity of the functions $f_{1}$ and $f_{2}$ (defined in (1.6)) and because of $\left\|u_{1}\right\|_{\mathcal{H}}^{2}+\left\|u_{2}\right\|_{\mathcal{H}}^{2}=\left\|\omega_{1}\right\|_{\mathcal{H}}^{2}+\left\|\omega_{2}\right\|_{\mathcal{H}}^{2}=1$, we have

$$
\left|\int_{0}^{s_{0}}\left(F_{j}(u(s))-F_{j}(\omega)\right) d s\right| \leqslant 2\left(\sup _{\mathbf{S}^{1}}|f|\right) s_{0}
$$

Lemma 4.3 gives the existence of a constant $C$ such that,

$$
\begin{equation*}
\left|\int_{s_{0}}^{+\infty}\left(F_{j}(u(s, z))-F_{j}(\omega(z))\right) d s\right| \leqslant C R^{2} s_{0}^{-1} \tag{6.3}
\end{equation*}
$$

In order to optimize the upper bound, we choose $s_{0}=R$ whence

$$
\mathcal{O}_{R}\left(\delta^{2}\right)=\mathcal{O}\left(R \delta^{2}\right)
$$

which completes the proof of Theorem 1.7

## Appendix A. Rigorous derivation for a double-well potential

A.1. Mathematical framework. We give more details concerning the derivation of (1.5) in the case of a condensate in a double well. This is achieved by adapting the approach from [23], from which several intermediary results are borrowed (see also 11 for some refinements to 23 in the confining, one-dimensional case). We shall derive the model (A.3) as an envelope equation in the semi-classical limit. Rewrite (2.3) in the presence of physical constants:

$$
\begin{equation*}
i \hbar \frac{\partial \psi^{\hbar}}{\partial t}+\frac{\hbar^{2}}{2} \Delta \psi^{\hbar}=V^{\hbar}(t, x) \psi^{\hbar}+\epsilon(\hbar)\left|\psi^{\hbar}\right|^{2} \psi^{\hbar} \tag{A.1}
\end{equation*}
$$

where $\epsilon(\hbar)$ is a coupling constant whose value will be discussed later on. Note that we consider a slightly more general framework than in Section 2, $x \in \mathbb{R}^{d}$, with $d \geqslant 1$. We assume that $V^{\hbar}(t, x)=V_{s}(x)+\kappa(\hbar) t V_{a}(x)$, with $V_{s}$ and $V_{a}$ independent of $\hbar$.

We first describe the assumptions performed on the potential $V_{s}$ and discuss the first consequences.

Assumption A. 1 (Symmetric potential). The potential $V_{s} \in \mathcal{C}^{\infty}\left(\mathbb{R}^{d}\right)$ is a smooth real-valued function such that:
(1) The potential $V_{s}$ is at most quadratic,

$$
\partial^{\alpha} V_{s} \in L^{\infty}\left(\mathbb{R}^{d}\right), \quad \forall|\alpha| \geqslant 2 .
$$

(2) $V_{s}$ is symmetric with respect to the first coordinate:

$$
V_{s}\left(-x_{1}, x_{2}, \ldots, x_{d}\right)=V_{s}\left(x_{1}, x_{2}, \ldots, x_{d}\right), \quad \forall x \in \mathbb{R}^{d}
$$

(3) $V_{s}$ admits two minima at $x=x_{ \pm}$, where $x_{-}$and $x_{+}$are distinct and symmetric with respect to the first axis. Moreover,

$$
V_{s}(x)>V_{s}^{\min }=V\left(x_{ \pm}\right), \quad \forall x \in \mathbb{R}^{d}, x \neq x_{ \pm}
$$

and

$$
V_{s}^{\min }<\liminf _{|x| \rightarrow \infty} V_{s}(x)=: V_{\infty}^{-}
$$

(4) The minima $x_{+}$and $x_{-}$are non-degenerate critical points: $\nabla V\left(x_{ \pm}\right)=0$ and $\nabla^{2} V\left(x_{ \pm}\right)>0$.

Remark A.2. As noted in [23, the last assumption (non-degeneracy) is not crucial.

We denote by

$$
H_{0}=-\frac{\hbar^{2}}{2} \Delta+V_{s}
$$

The operator $H_{0}$ admits a self-adjoint realization (still denoted by $H_{0}$ ) on $L^{2}\left(\mathbb{R}^{d}\right)$ (see e.g. [22]). Let $\sigma\left(H_{0}\right)=\sigma_{d} \cup \sigma_{\text {ess }}$ be the spectrum of the self-adjoint operator $H_{0}$, where $\sigma_{d}$ denotes the discrete spectrum and $\sigma_{\text {ess }}$ denotes the essential spectrum. It follows that

$$
\sigma_{d} \subset\left(V_{s}^{\min }, V_{\infty}^{-}\right) \quad \text { and } \quad \sigma_{\mathrm{ess}}=\left[V_{\infty}^{-},+\infty\right)
$$

Furthermore, the following two lemmas hold, which follow from [2]:
Lemma A. 3 (Lemma 1 from [23]). For any $\hbar \in\left(0, \hbar^{*}\right]$, for some $\hbar^{*}$ fixed, it follows that:
(i) $\sigma_{d}$ is not empty and, in particular, it contains two eigenvalues at least.
(ii) The lowest two eigenvalues $\lambda_{ \pm}^{\hbar}$ of $H_{0}$ are non-degenerate, in particular, $\lambda_{+}^{\hbar}<\lambda_{-}^{\hbar}$. There exists $C>0$, independent of $\hbar$, such that

$$
\lambda_{ \pm}^{\hbar}=V_{s}^{\min }+\mathcal{O}(\hbar) ; \quad \inf _{\lambda \in \sigma\left(H_{0}\right) \backslash\left[\lambda_{+}^{\hbar}, \lambda_{-}^{\hbar}\right]}\left(\lambda-\lambda_{ \pm}^{\hbar}\right) \geqslant C \hbar .
$$

Lemma A. 4 ([2], and Lemma 2 from [23]). Let $\varphi_{ \pm}^{\hbar}$ be the normalized eigenvectors associated to $\lambda_{ \pm}^{\hbar}$, then:
(i) $\varphi_{ \pm}^{\hbar}$ can be chosen to be real-valued functions such that

$$
\varphi_{ \pm}^{\hbar}\left(-x_{1}, x_{2}, \ldots, x_{d}\right)= \pm \varphi_{ \pm}^{\hbar}\left(x_{1}, x_{2}, \ldots, x_{d}\right) .
$$

(ii) $\varphi_{ \pm}^{\hbar} \in \Sigma \cap L^{\infty}\left(\mathbb{R}^{d}\right)$, where

$$
\Sigma=\left\{f \in H^{1}\left(\mathbb{R}^{d}\right), x \mapsto|x| f(x) \in L^{2}\left(\mathbb{R}^{d}\right)\right\}
$$

(iii) There exists $C$ independent of $\hbar$ such that for all $\hbar \in(0, \hbar *]$,

$$
\begin{aligned}
& \left\|\varphi_{ \pm}^{\hbar}\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} \leqslant C \hbar^{-\frac{d}{2}\left(\frac{1}{2}-\frac{1}{p}\right)}, \quad \forall p \in[2, \infty] \\
& \left\|\nabla \varphi_{ \pm}^{\hbar}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leqslant C \hbar^{-1 / 2}, \quad\left\|x \varphi_{ \pm}^{\hbar}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leqslant C .
\end{aligned}
$$

The single-well states are then defined as in (2.6). They satisfy:

- $\varphi_{R}^{\hbar}\left(-x_{1}, x_{2}, \ldots, x_{d}\right)=\varphi_{L}^{\hbar}\left(x_{1}, x_{2}, \ldots, x_{d}\right)$.
- $\left\|\varphi_{L}^{\hbar} \varphi_{R}^{\hbar}\right\|_{L^{\infty}}=\mathcal{O}\left(\mathrm{e}^{-c / \hbar}\right)$ for all $c<\Gamma$, where $\Gamma$ denotes the Agmon distance between the two wells

$$
\Gamma=\inf _{\gamma \text { connecting the two wells }} \int_{\gamma} \sqrt{V_{s}(x)-V_{s}^{\min }} d x>0 .
$$

- For any $r>0$, there exists $C>0$ such that

$$
\int_{B\left(x_{+}, r\right)}\left|\varphi_{R}^{\hbar}(x)\right|^{2} d x=1+\mathcal{O}\left(\mathrm{e}^{-C / \hbar}\right), \quad \int_{B\left(x_{-}, r\right)}\left|\varphi_{L}^{\hbar}(x)\right|^{2} d x=1+\mathcal{O}\left(\mathrm{e}^{-C / \hbar}\right)
$$

We denote by

$$
\Pi_{c}^{\hbar}=1-\left(\left\langle\varphi_{+}^{\hbar}, \cdot\right\rangle \varphi_{+}^{\hbar}+\left\langle\varphi_{-}^{\hbar}, \cdot\right\rangle \varphi_{-}^{\hbar}\right)
$$

the projection onto the eigenspace orthogonal to the bi-dimensional space associated to $\lambda_{ \pm}^{\hbar}$. Finally, we define the splitting between the lowest two eigenvalues

$$
\begin{equation*}
\omega^{\hbar}=\frac{\lambda_{-}^{\hbar}-\lambda_{+}^{\hbar}}{2} \tag{A.2}
\end{equation*}
$$

Then for all $c<\Gamma, \omega^{\hbar}=\mathcal{O}\left(\mathrm{e}^{-c / \hbar}\right)$.

We now describe the assumptions made on the potential $V_{a}$.
Assumption A. 5 (Antisymmetric potential). The potential $V_{a} \in \mathcal{C}^{\infty}\left(\mathbb{R}^{d}\right)$ is a smooth real-valued function such that:
(1) The potential $V_{a}$ is bounded, as well as its derivatives,

$$
\partial^{\alpha} V_{a} \in L^{\infty}\left(\mathbb{R}^{d}\right), \quad \forall|\alpha| \geqslant 0
$$

(2) $V_{a}$ is antisymmetric with respect to the first coordinate:

$$
V_{a}\left(-x_{1}, x_{2}, \ldots, x_{d}\right)=-V_{a}\left(x_{1}, x_{2}, \ldots, x_{d}\right), \quad \forall x \in \mathbb{R}^{d}
$$

Remark A.6. We note that Assumption A. 1 and A.5 are satisfied in the case (2.5) borrowed from [17].
A.2. An approximation result. In this section, we prove:

Proposition A.7. Let $d \leqslant 2$. Let $V^{\hbar}$ be as in Section A.1, with

$$
\kappa=\kappa(\hbar)=\eta \frac{\left(\omega^{\hbar}\right)^{2}}{\hbar}
$$

for some $\eta \in \mathbb{R}$ independent of $\hbar$. Suppose that $\epsilon(\hbar)$ is given by

$$
\epsilon(\hbar)=\delta \omega^{\hbar} \hbar^{d / 2}
$$

where $\delta \geqslant 0$ does not depend on $\hbar$. Suppose also that the initial datum is of the form

$$
\psi^{\hbar}(0, x)=\alpha_{L} \varphi_{L}^{\hbar}(x)+\alpha_{R} \varphi_{R}^{\hbar}(x), \quad \alpha_{L}, \alpha_{R} \in \mathbb{C} \text { independent of } \hbar
$$

Define the approximation solution $\psi_{\mathrm{app}}$ by

$$
\psi_{\mathrm{app}}^{\hbar}(t, x)=a_{L}\left(\frac{\omega^{\hbar} t}{\hbar}\right) \varphi_{L}^{\hbar}(x)+a_{R}\left(\frac{\omega^{\hbar} t}{\hbar}\right) \varphi_{R}^{\hbar}(x)
$$

where $\left(a_{L}, a_{R}\right)=\left(a_{L}(\tau), a_{R}(\tau)\right)$ solves

$$
\left\{\begin{array}{l}
i \partial_{\tau} a_{L}=\eta \tau a_{L}-a_{R}+\delta^{\hbar}\left|a_{L}\right|^{2} a_{L} ; \quad a_{L \mid \tau=0}=\alpha_{L}  \tag{A.3}\\
i \partial_{\tau} a_{R}=-\eta \tau a_{R}-a_{L}+\delta^{\hbar}\left|a_{R}\right|^{2} a_{R} ; \quad a_{R \mid \tau=0}=\alpha_{R}
\end{array}\right.
$$

and

$$
\delta^{\hbar}=\delta \hbar^{d / 2} \int_{\mathbb{R}^{d}} \varphi_{L}^{4}=\delta \hbar^{d / 2} \int_{\mathbb{R}^{d}} \varphi_{R}^{4}
$$

is uniformly bounded in $\hbar \in\left(0, \hbar^{*}\right]$. Then we have the following error estimate: there exist $c, C$ independent of $\hbar$ such that for all $\gamma<\Gamma$,

$$
\sup _{|t| \leqslant c \sqrt{\hbar} / \omega^{\hbar}}\left\|\psi^{\hbar}(t)-\mathrm{e}^{-i t\left(\lambda_{-}^{\hbar}+\lambda_{+}^{\hbar}\right) /(2 \hbar)} \psi_{\text {app }}^{\hbar}(t)\right\|_{L^{2}} \leqslant C \mathrm{e}^{-\gamma / \hbar}
$$

Remark A.8. The case $d=1$ and $\delta<0$ could be considered as well, leading to the same result. Considering this case would just make the proof a bit longer, and we refer to [23] for the adaptation.
Remark A.9. Since the range for the slow time $\tau=\omega^{\hbar} t / \hbar$ is $-c / \sqrt{\hbar} \leqslant \tau \leqslant c / \sqrt{\hbar}$, the above approximation result is a large time result, which is consistent with the large time study of (A.3), or, more generally, of (1.5) to which one reduces thanks to the change of variables $s=\sqrt{\eta} \tau$ (we then have $G=-\eta^{-1 / 2}$ and $\delta F(u)=$ $\left.\eta^{-1 / 2} \delta^{\hbar} \operatorname{Diag}\left(\left|u_{1}\right|^{2},\left|u_{2}\right|^{2}\right)\right)$. When $\hbar$ is small, Theorem 1.3 gives asymptotics for the profiles $a_{L}$ and $a_{R}$ of $\psi_{\mathrm{app}}^{\hbar}$ for large times $\left(|t| \leq c \sqrt{\hbar} / \omega^{\hbar}\right)$ and the connexion between
the profiles for $t<0$ and $t>0$ involves the Landau-Zener transition coefficient $\mathrm{e}^{-\frac{\pi}{\eta^{2}}}$ (at leading order when $\hbar$ goes to 0 ).

Proof. For simplicity, we write the proof for $t \geqslant 0$ and it naturally extends to $t \leqslant 0$.
Step 1: Preliminaries. We begin by proving estimates on $\psi^{\hbar}$, then we perform the rescaling suggested by the form of the approximation solution. First, it follows from Lemma A. 4 and [4] that for fixed $\hbar>0$, A.1) has a unique, global solution $\psi^{\hbar} \in C(\mathbb{R} ; \Sigma)(\Sigma$ is defined in Lemma A.4). In addition, if we set

Mass: $M^{\hbar}(t)=\left\|\psi^{\hbar}(t)\right\|_{L^{2}}^{2}$,
Energy: $E^{\hbar}(t)=\frac{1}{2}\left\|\hbar \nabla \psi^{\hbar}(t)\right\|_{L^{2}}^{2}+\frac{\epsilon(\hbar)}{2}\left\|\psi^{\hbar}(t)\right\|_{L^{4}}^{4}+\int_{\mathbb{R}^{d}} V(t, x)\left|\psi^{\hbar}(t, x)\right|^{2} d x$,
then we have the a priori estimates:

$$
\begin{aligned}
\frac{d M^{\hbar}}{d t} & =0 \\
\frac{d E^{\hbar}}{d t} & =\int_{\mathbb{R}^{d}} \partial_{t} V(t, x)\left|\psi^{\hbar}(t, x)\right|^{2} d x=\kappa(\hbar) \int_{R^{d}} V_{a}(x)\left|\psi^{\hbar}(t, x)\right|^{2} d x
\end{aligned}
$$

where we have used (2.4) for the last equality. Note that (A.1) is not a Hamiltonian equation, unlike the one studied in [1], where the Hamiltonian structure is crucial. The conservation of mass and the form of the initial data yield

$$
M^{\hbar}(t)=\left\|\psi^{\hbar}(t)\right\|_{L^{2}}=\left\|\psi^{\hbar}(0)\right\|_{L^{2}}=M^{\hbar}(0) \leqslant C
$$

for some $C$ independent of $\hbar$. We have

$$
E^{\hbar}(0)=\left\langle\alpha_{L} \varphi_{L}^{\hbar}+\alpha_{R} \varphi_{R}^{\hbar}, \alpha_{L} H_{0} \varphi_{L}^{\hbar}+\alpha_{R} H_{0} \varphi_{R}^{\hbar}\right\rangle+\frac{\epsilon(\hbar)}{2}\left\|\alpha_{L} \varphi_{L}^{\hbar}+\alpha_{R} \varphi_{R}^{\hbar}\right\|_{L^{4}}^{4}
$$

Introduce $\Omega^{\hbar}=\left(\lambda_{-}^{\hbar}+\lambda_{+}^{\hbar}\right) / 2$ and notice that $\Omega^{\hbar}=V_{s}^{\min }+\mathcal{O}(\hbar)$ by Lemma A.3 Noting the identities

$$
\begin{equation*}
H_{0} \varphi_{L}^{\hbar}=\Omega^{\hbar} \varphi_{L}^{\hbar}-\omega^{\hbar} \varphi_{R}^{\hbar} ; \quad H_{0} \varphi_{R}^{\hbar}=\Omega^{\hbar} \varphi_{R}^{\hbar}-\omega^{\hbar} \varphi_{L}^{\hbar} \tag{A.4}
\end{equation*}
$$

we infer from Lemma A. 3 and Lemma A. 4 that

$$
E^{\hbar}(0)=V_{s}^{\min } M^{\hbar}(0)+\mathcal{O}(\hbar)
$$

Therefore, since $V_{a}$ is bounded,

$$
\begin{aligned}
\left\|\hbar \nabla \psi^{\hbar}(t)\right\|_{L^{2}}^{2} & \leqslant 2 E^{\hbar}(t)-2 V_{s}^{\min } M^{\hbar}(t)+C \kappa(\hbar) t M^{\hbar}(t) \\
& \leqslant 2 E^{\hbar}(0)-2 V_{s}^{\min } M^{\hbar}(0)+2 \kappa(\hbar) \int_{0}^{t} \int_{R^{d}} V_{a}(x)\left|\psi^{\hbar}(t, x)\right|^{2} d x+C \kappa(\hbar) t \\
& \leqslant C \hbar+C \frac{\left(\omega^{\hbar}\right)^{2}}{\hbar} t
\end{aligned}
$$

Next, as in [23], we consider the slow time

$$
\tau=\frac{\omega^{\hbar} t}{\hbar} \geqslant 0
$$

and the new unknown function

$$
\Psi^{\hbar}(\tau, x)=\psi^{\hbar}(t, x) \mathrm{e}^{i \Omega^{\hbar} t / \hbar}=\psi^{\hbar}(t, x) \mathrm{e}^{i \Omega^{\hbar} \tau / \omega^{\hbar}}
$$

It solves

$$
\begin{equation*}
i \partial_{\tau} \Psi^{\hbar}=\frac{1}{\omega^{\hbar}}\left(H_{0}-\Omega^{\hbar}\right) \Psi^{\hbar}+\eta \tau V_{a} \Psi^{\hbar}+\delta \hbar^{d / 2}\left|\Psi^{\hbar}\right|^{2} \Psi^{\hbar} \tag{A.5}
\end{equation*}
$$

and in view of the above estimates,

$$
\begin{equation*}
\left\|\Psi^{\hbar}(\tau)\right\|_{L^{2}}=\left\|\Psi^{\hbar}(0)\right\|_{L^{2}}=\mathcal{O}(1) ; \quad\left\|\nabla \Psi^{\hbar}(\tau)\right\|_{L^{2}}^{2} \leqslant C\left(\frac{1}{\hbar}+\frac{\omega^{\hbar}}{\hbar^{2}} \tau\right) . \tag{A.6}
\end{equation*}
$$

We decompose $\Psi^{\hbar}$ as

$$
\begin{equation*}
\Psi^{\hbar}=\varphi^{\hbar}+\psi_{c}^{\hbar}, \quad \psi_{c}^{\hbar}=\Pi_{c}^{\hbar} \Psi^{\hbar}, \tag{A.7}
\end{equation*}
$$

so we can write $\varphi^{\hbar}$ as

$$
\varphi^{\hbar}(\tau, x)=\mathrm{a}_{L}^{\hbar}(\tau) \varphi_{L}^{\hbar}(x)+\mathrm{a}_{R}^{\hbar}(\tau) \varphi_{R}^{\hbar}(x),
$$

for some complex-valued coefficients $\mathrm{a}_{L}^{\hbar}$ and $\mathrm{a}_{R}^{\hbar}$. Projecting (A.5), and using (A.4), we find:

$$
\begin{aligned}
i \dot{\mathrm{a}}_{L}^{\hbar} & =-\mathrm{a}_{R}^{\hbar}+\eta \tau \int_{\mathbb{R}^{d}} V_{a} \Psi^{\hbar} \varphi_{L}^{\hbar}+\delta \hbar^{d / 2} \int_{\mathbb{R}^{d}}\left|\Psi^{\hbar}\right|^{2} \Psi^{\hbar} \varphi_{L}^{\hbar}, \\
i \dot{\mathrm{a}}_{R}^{\hbar} & =-\mathrm{a}_{L}^{\hbar}+\eta \tau \int_{\mathbb{R}^{d}} V_{a} \Psi^{\hbar} \varphi_{R}^{\hbar}+\delta \hbar^{d / 2} \int_{\mathbb{R}^{d}}\left|\Psi^{\hbar}\right|^{2} \Psi^{\hbar} \varphi_{R}^{\hbar}, \\
i \partial_{\tau} \psi_{c}^{\hbar} & =\frac{1}{\omega^{\hbar}}\left(H_{0}-\Omega^{\hbar}\right) \psi_{c}^{\hbar}+\eta \tau \Pi_{c}^{\hbar}\left(V_{a} \Psi^{\hbar}\right)+\delta \hbar^{d / 2} \Pi_{c}^{\hbar}\left(\left|\Psi^{\hbar}\right|^{2} \Psi^{\hbar}\right) .
\end{aligned}
$$

The proof of Proposition $A .7$ consists in showing that $\mathrm{a}_{L / R}^{\hbar}$ are close to $a_{L / R}$, and that $\psi_{c}^{\hbar}$ is small. This is achieved in two more steps.
Step 2. A priori estimates on $\mathrm{a}_{R}^{\hbar}, \mathrm{a}_{L}^{\hbar}$ and $\psi_{c}^{\hbar}$. By definition, we have $\mathrm{a}_{L}^{\hbar}=$ $\int_{\mathbb{R}^{d}} \Psi^{\hbar} \varphi_{L}^{\hbar}$, so Cauchy-Schwarz inequality yields

$$
\left\|\varphi^{\hbar}(\tau)\right\|_{L^{2}}^{2}=\left|\mathrm{a}_{L}^{\hbar}(\tau)\right|^{2}+\left|\mathrm{a}_{R}^{\hbar}(\tau)\right|^{2} \leqslant\left(M^{\hbar}\right)^{2}\left(\left\|\varphi_{L}^{\hbar}\right\|_{L^{2}}^{2}+\left\|\varphi_{R}^{\hbar}\right\|_{L^{2}}^{2}\right) \leqslant 2\left(M^{\hbar}\right)^{2} .
$$

Decompose the nonlinearity acting on $\Psi^{\hbar}$ as

$$
\left|\Psi^{\hbar}\right|^{2} \Psi^{\hbar}=\left|\varphi^{\hbar}\right|^{2} \varphi^{\hbar}+\mathrm{R}^{\hbar}
$$

Using the a priori estimates on $\mathrm{a}^{\hbar}$ and Lemma A.4 we have

$$
\left\|\left|\varphi^{\hbar}\right|^{2} \varphi^{\hbar}\right\|_{L^{2}} \leqslant\left\|\varphi^{\hbar}\right\|_{L^{\infty}}^{2}\left\|\varphi^{\hbar}\right\|_{L^{2}} \leqslant C\left(\left\|\varphi_{L}^{\hbar}\right\|_{L^{\infty}}^{2}+\left\|\varphi_{R}^{\hbar}\right\|_{L^{\infty}}^{2}\right) \leqslant C \hbar^{-d / 2} .
$$

Since we have the pointwise estimate

$$
\left|\mathrm{R}^{\hbar}\right| \leqslant C\left(\left|\varphi^{\hbar}\right|^{2}\left|\psi_{c}^{\hbar}\right|+\left|\psi_{c}^{\hbar}\right|^{3}\right),
$$

we infer

$$
\left\|\mathrm{R}^{\hbar}\right\|_{L^{2}} \leqslant C\left(\hbar^{-d / 2}\left\|\psi_{c}^{\hbar}\right\|_{L^{2}}+\left\|\psi_{c}^{\hbar}\right\|_{L^{6}}^{3}\right),
$$

and Gagliardo-Nirenberg inequality yields $(d \leqslant 2)$

$$
\left\|\psi_{c}^{\hbar}\right\|_{L^{6}\left(\mathbb{R}^{d}\right)}^{3} \leqslant C\left\|\psi_{c}^{\hbar}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{3-d}\left\|\nabla \psi_{c}^{\hbar}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{d} .
$$

Since $d \leqslant 2$, we can factor out $\left\|\psi_{c}^{\hbar}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}$, and (A.6) gives

$$
\left\|\psi_{c}^{\hbar}\right\|_{L^{6}\left(\mathbb{R}^{d}\right)}^{3} \leqslant C\left\|\psi_{c}^{\hbar}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \hbar^{-d / 2}\left(1+\left(\frac{\omega^{\hbar} \tau}{\hbar}\right)^{d / 2}\right) .
$$

Therefore,

$$
\begin{equation*}
\left\|\mathrm{R}^{\hbar}\right\|_{L^{2}} \leqslant C \hbar^{-d / 2}\left(1+\left(\frac{\omega^{\hbar} \tau}{\hbar}\right)^{d / 2}\right)\left\|\psi_{c}^{\hbar}\right\|_{L^{2}} \tag{A.8}
\end{equation*}
$$

and $\left|\Psi^{\hbar}\right|^{2} \Psi^{\hbar}$ satisfies a similar estimate. We infer

$$
\left|\dot{\mathrm{a}}_{L}^{\hbar}(\tau)\right|+\left|\dot{\mathrm{a}}_{R}^{\hbar}(\tau)\right| \leqslant C(1+\tau)+C\left(1+\left(\frac{\omega^{\hbar} \tau}{\hbar}\right)^{d / 2}\right)
$$

Since $d \leqslant 2$ and $\omega^{\hbar}=\mathcal{O}\left(\mathrm{e}^{-c / \hbar}\right)$, we can simplify the above estimate:

$$
\left|\dot{\mathrm{a}}_{L}^{\hbar}(\tau)\right|+\left|\dot{\mathrm{a}}_{R}^{\hbar}(\tau)\right| \leqslant C(1+\tau), \quad \forall \tau \geqslant 0
$$

From this we infer

$$
\begin{equation*}
\left\|\partial_{\tau} \varphi^{\hbar}\right\|_{L^{2}} \leqslant\left|\dot{\mathrm{a}}_{L}^{\hbar}(\tau)\right|\left\|\varphi_{L}^{\hbar}\right\|_{L^{2}}+\left|\dot{\mathrm{a}}_{R}^{\hbar}(\tau)\right|\left\|\varphi_{R}^{\hbar}\right\|_{L^{2}} \leqslant C(1+\tau) \tag{A.9}
\end{equation*}
$$

and, again from Lemma A.4,

$$
\begin{equation*}
\left\|\partial_{\tau}\left(\left|\varphi^{\hbar}\right|^{2} \varphi^{\hbar}\right)\right\|_{L^{2}} \leqslant 3\left\|\varphi^{\hbar}\right\|_{L^{\infty}}^{2}\left\|\partial_{\tau} \varphi^{\hbar}\right\|_{L^{2}} \leqslant C \hbar^{-d / 2}(1+\tau) \tag{A.10}
\end{equation*}
$$

Step 3. Stability estimates. In view of (A.7), we first prove that $\psi_{c}^{\hbar}$ is small. Since $\psi_{c \mid \tau=0}^{\hbar}=0$, Duhamel's formula yields

$$
\begin{align*}
\psi_{c}^{\hbar}(\tau)= & -i \eta \int_{0}^{\tau} \mathrm{e}^{-i\left(H_{0}-\Omega^{\hbar}\right)(\tau-s) / \omega^{\hbar}}\left(s \Pi_{c}^{\hbar}\left(V_{a} \Psi^{\hbar}\right)(s)\right) d s  \tag{A.11}\\
& -i \delta \hbar^{d / 2} \int_{0}^{\tau} \mathrm{e}^{-i\left(H_{0}-\Omega^{\hbar}\right)(\tau-s) / \omega^{\hbar}} \Pi_{c}^{\hbar}\left(\left|\Psi^{\hbar}\right|^{2} \Psi^{\hbar}\right)(s) d s
\end{align*}
$$

Each term is treated in a similar fashion: when $\Psi^{\hbar}$ is replaced by $\varphi^{\hbar}$, we perform an integration by parts, and for the remaining term, we use directly the a priori estimates. For the first part of (A.11), we write

$$
\Pi_{c}^{\hbar}\left(V_{a} \Psi^{\hbar}\right)=\Pi_{c}^{\hbar}\left(V_{a} \varphi^{\hbar}\right)+\Pi_{c}^{\hbar}\left(V_{a} \psi_{c}^{\hbar}\right)
$$

and set

$$
\begin{aligned}
& I_{1}^{\hbar}(\tau)=\int_{0}^{\tau} \mathrm{e}^{-i\left(H_{0}-\Omega^{\hbar}\right)(\tau-s) / \omega^{\hbar}}\left(s \Pi_{c}^{\hbar}\left(V_{a} \varphi^{\hbar}\right)(s)\right) d s \\
& I_{2}^{\hbar}(\tau)=\int_{0}^{\tau} \mathrm{e}^{-i\left(H_{0}-\Omega^{\hbar}\right)(\tau-s) / \omega^{\hbar}}\left(s \Pi_{c}^{\hbar}\left(V_{a} \psi_{c}^{\hbar}\right)(s)\right) d s
\end{aligned}
$$

Integrating by parts,

$$
\begin{aligned}
& I_{1}^{\hbar}(\tau)=-\left.i \omega^{\hbar} \mathrm{e}^{-i\left(H_{0}-\Omega^{\hbar}\right)(\tau-s) / \omega^{\hbar}}\left(H_{0}-\Omega^{\hbar}\right)^{-1} \Pi_{c}^{\hbar}\left(s V_{a} \varphi^{\hbar}\right)(s)\right|_{0} ^{\tau} \\
& +i \omega^{\hbar} \int_{0}^{\tau} \mathrm{e}^{-i\left(H_{0}-\Omega^{\hbar}\right)(\tau-s) / \omega^{\hbar}}\left(H_{0}-\Omega^{\hbar}\right)^{-1}\left(\Pi_{c}^{\hbar}\left(V_{a} \varphi^{\hbar}\right)+s \Pi_{c}^{\hbar}\left(V_{a} \partial_{\tau} \varphi^{\hbar}\right)\right)(s) d s .
\end{aligned}
$$

From Lemma A.3. there exists $C$ independent of $\hbar \in\left(0, \hbar^{*}\right]$ such that

$$
\left\|\hbar\left(H_{0}-\Omega^{\hbar}\right)^{-1} \Pi_{c}^{\hbar}\right\|_{L^{2} \rightarrow L^{2}} \leqslant C .
$$

We infer, using (A.9),

$$
\left|I_{1}^{\hbar}(\tau)\right| \leqslant C \frac{\omega^{\hbar}}{\hbar}\left(\tau+\tau^{3}\right)
$$

For $I_{2}^{\hbar}$, we have directly

$$
\left|I_{2}^{\hbar}(\tau)\right| \leqslant C \int_{0}^{\tau} s\left\|\psi_{c}^{\hbar}(s)\right\|_{L^{2}} d s
$$

For the nonlinear term in Duhamel's formula (the second term of (A.11), we also write

$$
\Pi_{c}^{\hbar}\left(\left|\Psi^{\hbar}\right|^{2} \Psi^{\hbar}\right)=\Pi_{c}^{\hbar}\left(\left|\varphi^{\hbar}\right|^{2} \varphi^{\hbar}\right)+\Pi_{c}^{\hbar} \mathrm{R}^{\hbar}
$$

and set

$$
\begin{aligned}
& I_{3}^{\hbar}(\tau)=\hbar^{d / 2} \int_{0}^{\tau} \mathrm{e}^{-i\left(H_{0}-\Omega^{\hbar}\right)(\tau-s) / \omega^{\hbar}} \Pi_{c}^{\hbar}\left(\left|\varphi^{\hbar}\right|^{2} \varphi^{\hbar}\right)(s) d s \\
& I_{4}^{\hbar}(\tau)=\hbar^{d / 2} \int_{0}^{\tau} \mathrm{e}^{-i\left(H_{0}-\Omega^{\hbar}\right)(\tau-s) / \omega^{\hbar}} \Pi_{c}^{\hbar} \mathrm{R}^{\hbar}(s) d s
\end{aligned}
$$

We have, directly from (A.8),

$$
\left|I_{4}^{\hbar}(\tau)\right| \leqslant C \int_{0}^{\tau}\left(1+\left(\frac{\omega^{\hbar} s}{\hbar}\right)^{d / 2}\right)\left\|\psi_{c}^{\hbar}(s)\right\|_{L^{2}} d s
$$

and performing an integration by parts for $I_{3}^{\hbar}$, using (A.10), we have

$$
\left|I_{3}^{\hbar}(\tau)\right| \leqslant C \frac{\omega^{\hbar}}{\hbar}\left(1+\tau^{2}\right)
$$

Since $d \leqslant 2$ and $\omega^{\hbar}$ decays exponentially, we come up with:

$$
\left\|\psi_{c}^{\hbar}(\tau)\right\|_{L^{2}} \leqslant C\left(\frac{\omega^{\hbar}}{\hbar}\left(1+\tau^{3}\right)+\int_{0}^{\tau}(1+s)\left\|\psi_{c}^{\hbar}(s)\right\|_{L^{2}} d s\right)
$$

Gronwall lemma yields

$$
\left\|\psi_{c}^{\hbar}(\tau)\right\|_{L^{2}} \leqslant C \frac{\omega^{\hbar}}{\hbar}\left(1+\tau^{3}\right) \mathrm{e}^{C\left(\tau+\tau^{2}\right)}
$$

Recalling again that $\omega^{\hbar}$ decays exponentially, we can write that for all $c_{0}<\Gamma$ (the Agmon distance between the two wells),

$$
\left\|\psi_{c}^{\hbar}(\tau)\right\|_{L^{2}} \leqslant C\left(1+\tau^{3}\right) \mathrm{e}^{C\left(\tau+\tau^{2}\right)-c_{0} / \hbar}
$$

This is small as $\hbar \rightarrow 0$, provided that $\tau^{2} \ll / \hbar$. More precisely, there exist $c_{1}, c_{2}>0$ independent of $\hbar$ such that

$$
\begin{equation*}
\left\|\psi_{c}^{\hbar}(\tau)\right\|_{L^{2}} \leqslant C \mathrm{e}^{-c_{1} / \hbar}, \quad 0 \leqslant \tau \leqslant \frac{c_{2}}{\sqrt{\hbar}} \tag{A.12}
\end{equation*}
$$

To conclude the proof of the proposition, set

$$
\mathrm{w}_{L}^{\hbar}=\mathrm{a}_{L}^{\hbar}-a_{L} ; \quad \mathrm{w}_{R}^{\hbar}=\mathrm{a}_{R}^{\hbar}-a_{R} .
$$

Subtracting the equation for $a_{L}$ from the equation for $\mathrm{a}_{L}^{\hbar}$, we have

$$
\begin{aligned}
i \dot{\mathrm{w}}_{L}^{\hbar}= & -\mathrm{w}_{R}^{\hbar}+\eta \tau \int_{\mathbb{R}^{d}} V_{a}\left(\Psi^{\hbar}-a_{L} \varphi_{L}^{\hbar}\right) \varphi_{L}^{\hbar} \\
& +\delta \hbar^{d / 2} \int_{\mathbb{R}^{d}}\left(\left|\Psi^{\hbar}\right|^{2} \Psi^{\hbar}-\left|a_{L}\right|^{2} a_{L}\left|\varphi_{L}^{\hbar}\right|^{2} \varphi_{L}^{\hbar}\right) \varphi_{L}^{\hbar}
\end{aligned}
$$

We have

$$
\int_{\mathbb{R}^{d}} V_{a}\left(\Psi^{\hbar}-a_{L} \varphi_{L}^{\hbar}\right) \varphi_{L}^{\hbar}=\int_{\mathbb{R}^{d}} V_{a}\left(\mathrm{a}_{R}^{\hbar} \varphi_{R}^{\hbar}+\psi_{c}^{\hbar}+\mathrm{w}_{L}^{\hbar} \varphi_{L}^{\hbar}\right) \varphi_{L}^{\hbar}
$$

therefore, since the product $\varphi_{L}^{\hbar} \varphi_{R}^{\hbar}$ decays exponentially in $\hbar$,

$$
\left|\int_{\mathbb{R}^{d}} V_{a}\left(\Psi^{\hbar}-a_{L} \varphi_{L}^{\hbar}\right) \varphi_{L}^{\hbar}\right| \leqslant C\left(\mathrm{e}^{-c / \hbar}+\left\|\psi_{c}^{\hbar}\right\|_{L^{2}}+\left|\mathrm{w}_{L}^{\hbar}\right|\right)
$$

A similar estimate can be established for the other source term in the equation for $\mathrm{w}_{L}^{\hbar}$. The equation for $\mathrm{w}_{R}^{\hbar}$ is handled in the same fashion, and using (A.12), we end up with:

$$
\left|\dot{\mathrm{w}}_{L}^{\hbar}(\tau)\right|+\left|\dot{\mathrm{w}}_{R}^{\hbar}(\tau)\right| \leqslant C\left(\left|\mathrm{w}_{L}^{\hbar}(\tau)\right|+\left|\mathrm{w}_{R}^{\hbar}(\tau)\right|+\mathrm{e}^{-c / \hbar}\right), \quad 0 \leqslant \tau \leqslant \frac{c_{2}}{\sqrt{\hbar}} .
$$

Gronwall lemma and (A.12) then yield Proposition A.7.

## References

[1] D. Bambusi and A. Sacchetti, Exponential times in the one-dimensional Gross-Pitaevskii equation with multiple well potential, Comm. Math. Phys., 275 (2007), pp. 1-36.
[2] F. A. Berezin and M. A. Shubin, The Schrödinger equation, vol. 66 of Mathematics and its Applications (Soviet Series), Kluwer Academic Publishers Group, Dordrecht, 1991. Translated from the 1983 Russian edition by Yu. Rajabov, D. A. Leĭtes and N. A. Sakharova and revised by Shubin, With contributions by G. L. Litvinov and Leites.
[3] W. Biao and N. Qian, Nonlinear Landau-Zener tunneling, Phys. Rev. A, 61 (2000), p. 023402.
[4] R. Carles, Nonlinear Schrödinger equation with time dependent potential, Commun. Math. Sci., 9 (2011), pp. 937-964.
[5] Y. Colin de Verdière, The level crossing problem in semi-classical analysis. I. The symmetric case, in Proceedings of the International Conference in Honor of Frédéric Pham (Nice, 2002), vol. 53, 2003, pp. 1023-1054.
[6] ——, The level crossing problem in semi-classical analysis. II. The Hermitian case, Ann. Inst. Fourier (Grenoble), 54 (2004), pp. 1423-1441, xv, xx-xxi.
[7] M. Cristiani, O. Morsch, J. H. Müller, D. Ciampini, and E. Arimondo, Experimental properties of Bose-Einstein condensates in one-dimensional optical lattices: Bloch oscillations, Landau-Zener tunneling, and mean-filed effects, Phys. Rev. A, 65 (2002), p. 063612.
[8] C. Fermanian Kammerer, Wigner measures and molecular propagation through generic energy level crossings, Rev. Math. Phys., 15 (2003), pp. 1285-1317.
[9] _-, A non-commutative Landau-Zener formula, Math. Nachr., 271 (2004), pp. 22-50.
[10] C. Fermanian Kammerer and P. Gerard, Mesures semi-classiques et croisement de modes, in Séminaire: Équations aux Dérivées Partielles, 1999-2000, Sémin. Équ. Dériv. Partielles, École Polytech., Palaiseau, 2000, pp. Exp. No. XVIII, 15.
[11] C. Fermanian Kammerer and P. Gérard, Mesures semi-classiques et croisement de modes, Bull. Soc. Math. France, 130 (2002), pp. 123-168.
[12] —_, A Landau-Zener formula for non-degenerated involutive codimension 3 crossings, Ann. Henri Poincaré, 4 (2003), pp. 513-552.
[13] C. Fermanian Kammerer and C. Lasser, Propagation through generic level crossings: a surface hopping semigroup, SIAM J. Math. Anal., 40 (2008), pp. 103-133.
[14] G. A. Hagedorn, Molecular propagation through electron energy level crossings, Mem. Amer. Math. Soc., 111 (1994), pp. vi+130.
[15] N. Hayashi and P. Naumkin, Asymptotics for large time of solutions to the nonlinear Schrödinger and Hartree equations, Amer. J. Math., 120 (1998), pp. 369-389.
[16] M. Jona-Lasinio, O. Morsch, M. Cristiani, N. Malossi, J. H. Müller, E. Courtade, M. Anderlini, and E. Arimondo, Asymmetric Landau-Zener tunneling in a periodic potential, Phys. Rev. Lett., 91 (2003), p. 230406.
[17] R. Khomeriki, Nonlinear Landau-Zener tunneling in coupled waveguide arrays, Phys. Rev. A, 82 (2010), p. 013839.
[18] R. Khomeriki and S. Ruffo, Nonadiabatic Landau-Zener tunneling in waveguide arrays with a step in the refractive index, Phys. Rev. Lett., 94 (2005), p. 113904.
[19] L. D. Landau, Collected papers of L. D. Landau, Edited and with an introduction by D. ter Haar. Second printing, Gordon and Breach Science Publishers, New York, 1967.
[20] J. Liu, L. Fu, B.-Y. Ou, S.-G. Chen, D.-I. Choi, B. Wu, and Q. Niu, Theory of nonlinear Landau-Zener tunneling, Phys. Rev. A, 66 (2002), p. 023404.
[21] T. Ozawa, Long range scattering for nonlinear Schrödinger equations in one space dimension, Comm. Math. Phys., 139 (1991), pp. 479-493.
[22] M. Reed and B. Simon, Methods of modern mathematical physics. II. Fourier analysis, self-adjointness, Academic Press [Harcourt Brace Jovanovich Publishers], New York, 1975.
[23] A. Sacchetti, Nonlinear double well Schrödinger equations in the semiclassical limit, J. Stat. Phys., 119 (2005), pp. 1347-1382.
[24] C. Zener, Non-adiabatic crossing of energy levels, Proc. Roy. Soc. London Ser. A, 137 (1932), pp. 696-702.

CNRS \& Univ. Montpellier 2, Mathématiques, CC 051, 34095 Montpellier, France
E-mail address: Remi.Carles@math.cnrs.fr
LAMA, UMR CNRS 8050, Université Paris EST, 61, avenue du GÉnéral De Gaulle, 94010 Créteil Cedex, France

E-mail address: Clotilde.Fermanian@u-pec.fr


[^0]:    R. Carles was supported by the French ANR projects R.A.S. (ANR-08-JCJC-0124-01) and SchEq (ANR-12-JS01-0005-01).

