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ABSTRACT

The Weather Research and Forecast model at 1/38 resolution is used to simulate the statistics of tropical

cyclone (TC) activity in the present climate of the South Pacific. In addition to the large-scale conditions, the

model is shown to reproduce a wide range of mesoscale convective systems. Tropical cyclones grow from the

most intense of these systems formed along the South Pacific convergence zone (SPCZ) and sometimes

develop into hurricanes. The three-dimensional structure of simulated tropical cyclones is in excellent

agreement with dropsondes and satellite observations. The mean seasonal and spatial distributions of TC

genesis and occurrence are also in good agreement with the Joint TyphoonWarningCenter (JTWC) data. It is

noted, however, that the spatial pattern of TC activity is shifted to the northeast because of a similar bias in the

environmental forcing. Over the whole genesis area, 8.26 3.5 cyclones are produced seasonally in the model,

compared with 6.6 6 3.0 in the JTWC data. Part of the interannual variability is associated with El Niño–

Southern Oscillation (ENSO). ENSO-driven displacement of the SPCZ position produces a dipole pattern of

correlation and results in a weaker correlation when the opposing correlations of the dipole are amalgamated

over the entire South Pacific region. As a result, environmentally forced variability at the regional scale is

relatively weak, that is, of comparable order to stochastic variability (61.7 cyclones yr21), which is estimated

from a 10-yr climatological simulation. Stochastic variability appears essentially related to mesoscale in-

teractions, which also affect TC tracks and the resulting occurrence.

1. Introduction

Thirty years ago, Gray (1979) showed that the seasonal

frequency of tropical cyclone (TC) genesis at any location

is closely related to large-scale environmental parameters.

Based on this study, genesis indices were developed for

seasonal predictions (Watterson et al. 1995; Camargo et al.

2007a) and climate projections (Royer et al. 1998). How-

ever, as noted by Ooyama (1982), the synoptic conditions

do not directly determine the genesis process, but only

affect the probability of its happening. Suitable environ-

mental conditions are generally present in monsoonal

genesis regions, such as the western South Pacific, but are

not sufficient. Triggering mechanisms are also needed to

overcome the obstacle of relatively low midtropospheric

humidity. They appear in the form of externally forced

convergence, such as wind surges in the trade winds or

monsoon flow, or/and mesoscale interactions (Gray 1998;

Simpson et al. 1997). Simpson et al. (1997) use the few

available observations in the western South Pacific to

suggest that interactions of mesoscale convective systems

(MCSs) play a crucial role in TC genesis once favorable

large-scale conditions have been established [large scales

refer to structures larger than about 2000 km, following

the subdivision of Orlanski (1975)]. These mesoscale in-

teractions are essentially stochastic in nature, although the

degree of stochasticity may be reduced by environmental

influences. In the Atlantic region, tropical cyclones often

form from tropical waves moving off of Africa (Landsea

1993). In this case, TC genesis appears to rely less on

mesoscale stochastic processes and more on forced back-

ground conditions, so that predictability seems higher in
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theAtlantic than in the Pacific (Vitart et al. 1997; Knutson

et al. 2007; Zhao et al. 2009). Specifically, Zhao et al.

(2009) found correlations greater than 0.8 between ob-

served and simulated yearly hurricane counts in the North

Atlantic, but only 0.3 in the South Pacific.

Many climatological studies do not consider mesoscale

interactions because they rely on atmospheric general

circulation models (AGCMs) of coarse horizontal reso-

lution that simulate cyclone-like vortices, that is, vortices

that have some characteristics of tropical cyclones but

much lower intensities (e.g., Wu and Lau 1992; Bengtsson

et al. 1996; Vitart et al. 1997; Sugi et al. 2002; Camargo

et al. 2005; Yoshimura et al. 2006). Their relevance to

actual TC activity remains difficult to assess (Gray 1998;

Camargo et al. 2007b). More recent studies have shown

that increasing AGCM resolution to around 50 km im-

proves the representation of simulated cyclones (Oouchi

et al. 2006; Chauvin et al. 2006; Bengtsson et al. 2007;

Zhao et al. 2009).However, global simulations have a high

computational cost, limiting the number of sensitivity

experiments that are much needed for calibrating con-

vection parameterizations. Consequently, they generally

show variable performances in the TC genesis regions,

with poor results in the South Pacific.

Regional atmospheric models represent a cost-effective

alternative for simulating multiple seasons of TC activity.

They also benefit from a geographical focus that allows

better adjustments of parameterizations, and from the

opportunity of controlling lateral inputs. Despite these

advantages, few attempts have beenmade at running long-

term regional TC simulations (Nguyen and Walsh 2001;

Walsh et al. 2004; Knutson et al. 2007). To date, only one

fine-resolution application by Walsh et al. (2004) is re-

ported for the South Pacific, using a 30-km-mesh version

of the Commonwealth Scientific and Industrial Research

Organisation (CSIRO)Division ofAtmosphericResearch

model. High-resolution atmospheric models appear to

generate intense tropical cyclones, with structures that are

often in remarkably good agreement with dropsonde data.

However, the intensity distribution is generally distorted,

with the number of both weak and extreme TCs under-

estimated. The climatological location of TC genesis and

tracks are reasonably well simulated, although there are

always some significant regional discrepancies. In partic-

ular, the South Pacific environmental conditions present

a difficult task for regional TC models (Walsh et al. 2004).

To improve the representation of large-scale conditions,

various methods related to data assimilation can be found.

While these methods may be useful to control the envi-

ronmental conditions, they affect the development of in-

tense vortices in the simulations (Bengtsson et al. 2007). A

spectral nudging technique was developed by von Storch

et al. (2000) to improve on this problem and constrain the

large scales while allowing the model to generate smaller-

scale disturbances. However, TCs are mixed synoptic-

scale–mesoscale phenomena with relatively long life

spans, and selective control of their environmental con-

ditions is difficult. Knutson et al. (2007) only use this

nudging technique as a means of controlling the excessive

storminess of their regional model of Atlantic TCs, not

for selectively constraining the large-scale conditions.

A major objective of long-term TC simulations is

to quantify the interannual variability of TC activity,

identify the forcing mechanisms (whether external or

internal), and estimate the degree of predictability that

can be used to build cyclone warning systems. Zhao

et al. (2009), when modeling the global atmosphere at

50-km resolution, find much lower correlations be-

tween the seasonal number of observed and simulated

TCs in the Pacific compared to that in the North At-

lantic. Part of the discrepancy between the model and

data is statistical, that is, resulting from the stochastic

nature of the triggeringmechanisms of TC genesis. This

implies that ensemble simulations can greatly improve

these correlations, especially in the North Atlantic (Vitart

et al. 1997; Knutson et al. 2007; Zhao et al. 2009), even

with a two-member ensemble. However, the improve-

ments are regionally variable, and the South Pacific (as

a whole) presents weak correlations even in ensemble

simulations (Vitart et al. 1997; Zhao et al. 2009). Never-

theless, when subregions are considered, observational

studies tend to relate cyclonic interannual variability in

this region to El Niño–Southern Oscillation (ENSO).

For example, significant correlations are found between

the seasonal number of TCs around Australia and ENSO

signals (Nicholls 1984; Evans and Allan 1992). Basher

and Zheng (1995) and Kuleshov et al. (2008) also note

a greater number of cyclones in the Coral Sea during

La Niña than during El Niño. They also show an east-

ward and northward shift of cyclonic activity associated

with a shift of themonsoon trough [or, equivalently, the

South Pacific convergence zone (SPCZ)] during El Niño

phases (see also Camargo et al. 2007a; Vincent et al.

2009).

In this paper, the Weather Research and Forecast

model (WRF; Skamarock et al. 2005) is used to simulate

the South Pacific TC activity and its interannual vari-

ability. Scales ranging from synoptic to mesoscale are

considered so that both the environmental forcing and the

mesoscale interactions needed for genesis are simulated.

No assimilation or relaxation technique is used to avoid

the artificial damping of storminess. We rely instead on

the choice of a convective parameterization (needed for

resolution larger than 5 km) selected from a sensitivity

experiment (section 3). The results from a 25-yr present-

climate experiment are investigated and the climatology

4 JOURNAL OF CL IMATE VOLUME 24



of the simulated cyclonic activity is evaluated (section 4).

The role of ENSO as an environmental forcing to the in-

terannual variability of TC activity is analyzed in section 5.

Finally, the degree of stochasticity in cyclogenesis is

estimated using a climatological simulation to produce

a 10-member ensemble of the same average season.

2. Materials and methods

a. Model and configuration

In this study,WRF version 2.2 (Skamarock et al. 2005),

based on compressible, nonhydrostatic Euler equations,

is used with the dynamic solver, the Advanced Research

WRF (ARWRF; Skamarock and Klemp 2008). The

physical parameterizations include the WRF single-

moment three-class microphysics scheme (WSM3; Hong

et al. 2004), a simple cloud-interactive shortwave radia-

tion scheme (Dudhia 1989), the Rapid Radiation Trans-

ferModel (RRTM) for longwave radiation (Mlawer et al.

1997), the Yonsei University planetary boundary layer

(YSU; Noh et al. 2003) with Monin–Obukhov surface

layer parameterization, and the WRF simple five-layer

(thermal diffusion) land surface model. The drag pa-

rameterization over the ocean is based on the work of

Charnock (1955) and has the caveat of overestimating

surface roughness at wind speed over 30–40 m s21, with

debated consequences on TC maturation (Powell et al.

2003;Moon et al. 2004). The parameterization of subgrid-

scale convection is from the Betts–Miller–Janjic (BMJ)

scheme (Janjić 1994) and was selected from a comparison

with two other schemes [the Kain–Fritsch (KF) and

Grell–Devenyi (GD) schemes; see section 3].

The 25-yr, present-climate simulation of TC activity in

the South Pacific is designed as a dynamical downscaling

product of the National Centers for Environmental Pre-

diction (NCEP)/Department of Energy Global Reanal-

ysis 2 (GR2; Kanamitsu et al. 2002) for the period of

1979–2004. A two-way nesting approach was chosen to

extend the lateral boundaries of the model because at-

tempts to position them near the SPCZ or intertropical

convergence zone (ITCZ) introduced strong biases in the

simulations (not shown). The domain is represented in

Fig. 1: the coarser grid resolution is 105 km, the inner grid

resolution is 35 km (about 1/38), and 31 vertical levels are

used in both grids. Themeteorological and oceanographic

data used for model initialization and boundary forcing

[preprocessedwith theWRFpreprocessing system (WPS)

package] are from the 6-hourly 1979–2004 GR2. For

surface forcing, GR2 includes an optimal interpolation

of daily sea surface temperature (SST) analysis on a

coarse 18 grid, while lateral boundary forcing is imposed

on the outer domain through a five-point relaxation zone.

b. Effective model resolution

The effective resolution of a model can be defined as

the scale at which the model kinetic energy spectrum

decays relative to the expected spectrum (Errico 1985;

Skamarock 2004). The simulated January–March (JFM)

mean spectrum for the 1981model year is plotted in Fig. 2,

together with the energy spectrum derived fromGR2 and

the k25/3 Kolmogorov scaling law, describing motions at

scales below 1000 km. The break in the model slope in-

dicates an effective resolution estimate of 155 km, that is,

about 5Dx. Effective resolution can be expected to evolve

as a function ofDx, because themodel filters scalewith the

mesh size and the ratio of effective resolution tomesh size

is model dependent. The low ratio found forWRF results

from its highly scale-selective implicit and explicit model

filters; otherwise, that ratio is larger in most community

models (Skamarock 2004).

Figure 2 shows that the GR2 forcing conditions are

properly passed down to WRF because the spectra ob-

tained forWRF andGR2 are very similar for scales larger

than 3000 km, and then small differences down to

1250 km are presented, which appears to be the effective

resolution of GR2 in that area. The mesoscale dynamics

are thus entirely handled through regional downscaling.

The effective resolution of 155 km is finer than most

mesoscale vortices formed in the SPCZ (Gray 1998) and

is of the order of the smallest tropical cyclones (midget

typhoons).

c. Tracking methodology

Themethod used here was developed by Chauvin et al.

(2006) for a 50-km-resolution model. The following sev-

eral criteria are used to distinguish tropical cyclones from

intense midlatitude systems at each time step:

d mean sea level pressure is a local minimum;
d 850-hPa vorticity . VOR;
d maximum 850-hPa wind speed . WT;
d mean 700–300-hPa temperature anomaly . TT;
d 300-hPa temperature anomaly . 850-hPa tempera-

ture anomaly; and
d 850-hPa tangential wind . 300-hPa tangential wind.

VOR, WT, and TT are threshold parameters for vor-

ticity, wind speed and temperature anomaly respectively.

Anomalies are defined as the difference between the

system and its environment [both areas are defined using

the radius of the maximum radial pressure gradient; see

Chauvin et al. (2006)]. The tracks are then constructed by

an iterative process that links the points where the criteria

are satisfied; tracks shorter than 1.5 day are eliminated.

As a final step, all selection criteria except the 850-hPa

vorticity . VOR are removed so that the tracks are
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completed both backward and forward. This procedure

prevents a cyclonic system whose intensity decreases

below the threshold value and then increases again from

being counted twice (Camargo and Zebiak 2002).

The WT threshold can be objectively determined

followingWalsh et al. (2007). An empirical choice of the

two other thresholds was made by analyzing the first

year of simulation step by step. The aim of this choice

was to detect all of the significant simulated TCs (elim-

inating intense midlatitude vortices) rather than ad-

justing favorably to the real world. The analysis gives

VOR5 30.10�5 s�1, WT5 17m s�1 and TT5 3K.

The VOR and WT thresholds are higher than those of

Chauvin et al. (2006), which is due to the higher resolution

used in our analysis. VOR and TT are not chosen in-

dependently of WT because the fields of temperature

anomaly, vorticity, and maximum wind speed are tightly

related in TCs. However, because VOR and TT are

mostly empirical values, the sensitivity of the tracking

method to their choice must be checked. In Fig. 3, the

surface wind speed distribution (in cyclone days) is plot-

ted for different values of the thresholds. When removing

the TT criteria (i.e., TT5 0 K), there is a large increase of

detected systems with low 10-m maximum wind speed,

whereas the number of systems with high 10-mmaximum

wind speed remains almost unchanged. The opposite

sensitivity is found when shifting TT to 4 K. The vorticity

threshold also has a significant impact on cyclone days for

storms with low wind speed. Therefore, the strongest

storms reach a stable number of detections for various

threshold values (all intense TCs likely have a midtropo-

spheric warm core and vorticity values that exceed the

thresholds). On the other hand, a sufficient amount of TCs

is needed to produce reliable statistical analyses. A good

compromise is to only consider TCs whose surface wind

speeds reach 22 m s21 at least once (an additional criteria

FIG. 1. Domain of integration. The black box represents the inner domain, and the map

boundaries are those of the outer domain. Date line, equator, and coasts are indicated (thick

black lines).

FIG. 2. JFM 1981 wavenumber spectra of simulated surface air

(10 m) kinetic energy. E is in Joules, k is in m21.
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toWT); genesis location is defined as the first point along

their tracks where TCs reach 17 m s21.

3. Convective parameterization: A sensitivity study

MCSs found in the tropics represent 250-km areas of

concentrated deep convection organized in broad meso-

scale cloud clusters. Within MCSs, 50-km areas of ex-

treme convection can be activated and very occasionally

initiate TC formation (Gray 1998).Whether they develop

intense precipitation or not, MCSs are all triggered by

small-scale mechanical forcings that are unresolved by

our present model at 155-km effective resolution. There-

fore, we rely on parameterization of convection to pro-

duce both the large-scale heat and moisture conditions of

the SPCZ and the mesoscale conditions of TC genesis.

All sensitivity tests to convection schemes are generally

concerned with the evolution of individual TC events

over synoptic periods; to our knowledge, none have been

reported on statistical properties of free-running long-

term simulations. In this section, we propose such an

experiment, comparing three WRF implementations

of widely used convective precipitation (CP) schemes:

BMJ (Janjić 1994), KF (Kain 2004), and GD (Grell and

Dévényi 2002). The BMJ scheme is a convective adjust-

ment scheme that initially had beendeveloped for tropical

areas (Betts 1986) and successfully tested in mesoscale

TC simulations (Baik et al. 1990b). Its success owes to

realistic heating and moistening in the vertical resulting

from a simple relaxation to observation-based reference

profiles (Janjić 2000). The last two CP schemes are mass

flux–type schemes, which attempt to represent updrafts/

downdrafts and entrainment/detrainment processes; they

where initially developed to improve precipitation fore-

casts of synoptic events. The GD scheme, which uses a

mass flux formulation based on averages from various

closure assumptions and entrainment/detrainment rates,

shows the worst results in our sensitivity tests, showing

weak and patchy convection activity, numerical instabil-

ity, and almost no TC formation. These results will not be

overly commented on here because it is presently unclear

whether its faulty behavior is a result of wrong imple-

mentation or an actual inability to handle tropical dy-

namics in long-term simulations.

a. SPCZ sensitivity

Simulated precipitation in the SPCZ is mainly pro-

duced by the CP scheme (see following section). It is also

a good proxy for the thermal structure of the whole tro-

posphere (Royer et al. 1998), that is, of the thermal en-

vironment of TC activity. It is therefore a natural choice

for our model–data comparison. Themodeled large-scale

dynamics are less sensitive to the choice of CP scheme. In

particular, the surface winds are reasonably close to the

Quick Scatterometer (QuikSCAT) estimations, although

slightly weaker (Chelton and Freilich 2005, and refer-

ences therein).

The three CP schemes are evaluated against high-

resolution precipitation data, which are only available

from January 1999 to June 2004, thereby restricting the

experimental window. The main precipitation dataset is

the 0.258 Tropical Rainfall Measuring Mission (TRMM)

product 3B-43, which combines estimates of precipitation

generated from satellite-calibrated instruments (3B-42)

and globally gridded rain gauge data (Adler et al. 2000).

We have also used for comparison the 2.58 Global Pre-

cipitationClimatology Project (GPCP) dataset (Huffman

et al. 1997) because it has beenmorewidely used in recent

studies (both datasets are monthly fields). Comparing

measurements of west Pacific atoll precipitation rates to

TRMM and GPCP, Adler et al. (2003) found a negative

bias of approximately 10% for the two datasets. They also

FIG. 3. Simulated 10-m wind speed distribution for the period of

1979–86 (in cyclone days versus m s21) according to different

values of detection thresholds for temperature anomaly TT and

vorticity VOR (see text for definitions). The wind speed threshold

is held constant: WT5 17 m s21. (top) TT is variable and VOR5

30.1025 s21; (bottom) VOR is variable and TT 5 3 K.
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noted that differences between TRMM products com-

puted with different algorithms (based on radar and ra-

diance measurements) can reach 30% in the heavy

precipitation areas of the SPCZ.

Figure 4 shows themeanprecipitationpatterns observed

and simulated in the western Pacific. Locations of the

austral summer (JFM) ITCZ and SPCZ are represented as

themeridionalmaximumprecipitation in theNorthern and

Southern Hemisphere, respectively (Vincent et al. 2009).

The position of the ITCZ is very similar in eachmodel run,

whereas there are large discrepancies in the SPCZ location

and intensity. TRMM is very similar to GPCP in this re-

gion, but offers a better resolution, as expected. Compared

with observations, the simulated SPCZ using KF extends

too far south (by 58–108) and has a zonal orientation east

of 1708E rather than the classical northwest–southeast tilt.

The location of the SPCZ in the BMJ experiment is much

better. Regional mean SPCZ rain rates of BMJ are very

similar to those of TRMM, but there are local discrep-

ancies. Precipitation is overestimated east of the date line

(by 2–4 mm day21), there is a bias in the SPCZ tilt east of

1608W, and the SPCZ is located about 38 too far north near

the date line. Simulated precipitation over Papua New

Guinea is also 2–3 times greater than in TRMM and

GPCP, which can be attributed to the difficult treatment

of high orography in models. Finally, precipitation is

underestimated over northern Australia in all of the

experiments.

We now compare the CP schemes for their impact on

seasonal and interannual SPCZ variability. As shown in

Lefevre et al. (2010), the migration of SPCZ location is

a good indicator of seasonal variations as well as ENSO

impacts on the southwest Pacific climate (through the

longitudinal extension of the monsoon winds). Vincent

et al. (2009) show that the main modes of SPCZ vari-

ability differ in the western and eastern parts of the

SPCZ. Following this study, we define two indices to

characterize the SPCZ location on either side of the date

line. The western SPCZ index (SPCZ-IW) is constructed

using the SPCZ latitude zonally averaged over 1558–

1758E, while the eastern index (SPCZ-IE) is an average

over 1558–1758W. In this section, we use monthly values

of SPCZ-IW, while both indices are used in section 5

(with JFM rather thanmonthly mean values because the

eastern SPCZ is not well defined in austral winter). The

comparisons between SPCZ-IW built from precipitation

data and from WRF simulations using the three CP

schemes are summarized in Table 1. The standard de-

viations of SPCZ-IW from BMJ and KF are both very

close to the observed ones. However, model–data cor-

relations are much stronger using BMJ (0.64) than using

KF (0.36). Note that these two correlation values would

possibly be higher if themodel could accurately simulate

Madden–Julian oscillation (MJO). The latter indeed

form the other important external forcing driving SPCZ

variations at the intraseasonal time scale (section 5), but

for reasons yet unknown the western boundary between

GR2 and WRF solutions is not transparent to the

propagation of this signal (section 5).

b. TC sensitivity

In addition to a better representation of large-scale

conditions, the BMJ scheme provides the only realistic

experiment in terms of TC counts: 6.6 TC yr21 are ob-

served [Joint Typhoon Warning Center (JTWC) data],

while 8.2 TC yr21are produced using BMJ compared to

a much too large value of 25.6 TC yr21 using the KF

scheme (and only 0.2 TC yr21 using the GD scheme).

Because CP schemes have such a widespread impact on

the preconditioning, genesis, and intensification of TCs, it

is difficult at this point to interpret their various responses.

Such an interpretation would require a better under-

standing of the schemes’ trigger mechanisms and the in-

terplay between subgrid-scale and grid-scale convection

in mesoscale models. Here we can merely advance some

suggestions.

Parameterization of convective transports is required

in conditionally unstable situations where only intense,

subgrid-scale motion and instability can trigger deep con-

vection. However, when the air becomes saturated and

grid-scale vortex motion has intensified, the resolved

motion is able to sustain extreme convection, dominating

the parameterization work along the eyewall (see section

4b). This model behavior, also described in Baik et al.

(1990a) using the BMJ scheme, is consistent with obser-

vations that radial eddy fluxes are only dominant in the

early stages of TC formation, while frictionally forced

convergence would dominate later stages (see Gray 1998

for a review). The KF scheme is designed to allow more

interaction between grid-scale and subgrid-scale convec-

tion, first by basing the trigger function on resolved ver-

tical motion, and then by feeding back parameterized

vertical motion to the resolved scales. As a result, this

scheme is more sensitive to horizontal resolution (Gallus

1999) and may overstimulate the grid-scale contribution

to deep convection at the present resolution, especially in

the early stages of TC evolution. This would explain the

large production of cyclones and the shift in TC distri-

bution, from storm level to intense TCs (not shown). Note

that our suggestion is reminiscent of Gray’s remark (Gray

1998) that the most recent CP schemes are probably too

preoccupied with catching the full intensity of TC prop-

erties in the later formation stages, because this represents

the most important task for event forecasters who bypass

the earlier stages using data assimilation. On the other

hand, a tuning of the KF trigger function and mass flux
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FIG. 4. Mean JFM precipitation from 2000 to 2004 (mm day21). (a) TRMM pre-

cipitation, with position of ITCZ (dashed) and SPCZ from different datasets: TRMM

(black), GPCP (white), BMJ (red), KF (dark blue), andGD (yellow). (b)WRF–BMJ

precipitation. (c) WRF–KF precipitation. The inner domain of integration is de-

limited (black box). The lines representing the SPCZ are defined as maxima of the

meridionally smoothed precipitation field.
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formulation could probably improve the representation of

transition between subgrid-scale and grid-scale convec-

tion in our experiment (Hong and Pan 1998).

It is interesting that, by shifting the pattern of large-

scale convergence lines with numerous mesoscale dis-

turbances to frequent intense vortices, the excess of the

intense grid-scale convection would also affect the large-

scale SPCZ conditions. In our BMJ experiment, param-

eterized convection appears to be closely linked to the

resolved low-level moisture convergence, an expected

relation onwhich earlier CP schemeswere entirely based.

In turn, convection areas produce low pressure conditions

that tend to drive convergent flows. In the KF experi-

ment, there is a shift of convection activity from the broad

areas of convergence to cyclonic vortices further south,

possibly explaining the southward SPCZ shift. However,

a thorough investigation of SPCZ and TC sensitivity to

CP schemes is left to further research, which should also

consider the response of parameterized convection to

changing resolution and ocean feedback. We conclude

for now that the BMJ scheme is an obvious choice for our

study and the next sections will describe in more detail

the TC simulation using this parameterization.

4. TC climatology

The climatology of TC activity in a 25-yr, present-

climate simulation of the South Pacific is evaluated and

analyzed in this section using the available observations.

Statistical analyses are performed using the tracking

method described in section 2 and compared with the

JTWC best tracks (Chu et al. 2002). Short-lived tracks

(shorter than 1.5 days) are removed from JTWC data to

be consistent with the tracking method, and because the

detection of short-lived TCs in satellite data is sensitive

to changes in observational systems and analysis tech-

nics (Landsea et al. 2010).

a. Structural properties

We first describe the vertical structure of simulated

tropical cyclones to assess themodel’s ability to accurately

reproduce the structural properties of actual systems.

Several cyclonic events have been analyzed in the ex-

periment, and a three-dimensional plot of a representa-

tive modeled TC is given in Fig. 5. This example presents

a maximum 10-m wind speed of 32 m s21, and a maxi-

mum 700-hPa wind speed of 45 m s21. The maximum

vertical wind speed is 1.7 m s21 in this case and is always

below 2 m s21 in all of the other simulated cyclones. It

appears to be at the lower end of the range given by

airplane observations, although the latter generally con-

cerns TCs that are more intense than those of our sim-

ulation. For example, Marks (1981) has recorded a

sustained updraft velocity above 3 m s21 over a distance

of 40 km (about the resolution of the model), in a TC

reaching amaximumwind speedVmax of 80 m s21; Black

et al. (1996) have observed updrafts of 4–8 m s21 over

shorter distances of 10 km in a TC withVmax’ 75 m s21.

The maximum simulated vertical ascent velocity is found

between 600 and 400 hPa, which is in agreement with

Jorgensen et al. (1985). There is a well-developed eye,

with a maximum subsident velocity of 0.3 m s21 between

600 and 400 hPa, which is 3 times the typical value

mentioned by Emanuel (2003). Possible misrepresenta-

tion of extreme vertical velocities in the model may be

TABLE 1. Variability of the monthly western SPCZ index; s is

standard deviation, and r(GPCP) and r(TRMM) are correlation

coefficients comparing each series with GPCP and TRMM, re-

spectively. The values inside the parentheses are correlations are

not significant at 95% according to the Student’s t test.

Index Data s r(GPCP) r(TRMM)

GPCP 4.1 1 0.89

TRMM 3.6 0.89 1

SPCZ-IW BMJ 3.6 0.63 0.64

KF 3.5 0.36 0.34

GD 2.8 (0.20) (0.23)

FIG. 5. Three-dimensional presentation of a modeled tropical

cyclone (model date: 1800 UTC 8 Apr 1983). Horizontal maps

present the horizontal wind speed (V, m s21), with streamlines

at 10 m, 510 hPa, and 220 hPa. (left) Warm core temperature

anomalies (T, K) with respect to the mean temperature found

208 away from the cyclone eye are shown; black contours indi-

cate pressure (every 100 hPa above 900 hPa, and every 25 hPa

below 950 hPa). (right) Vertical wind speed (W, m s21) and tan-

gential wind speed (dashed contours, contours every 10 m s21) are

presented.
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due to missing subgrid-scale updraft velocity along the

underresolved eyewall. However, we conclude that in

view of observational studies, TCs vertical motions are

well captured by our mesoscale model.

The maximum warm core anomaly is found between

300 and 200 hPa, where it reaches 14 K. This value is

similar to those from the literature [e.g., 16 K at 250 hPa

observed with dropsondes by Hawkins and Imbembo

(1976) in aTC reachingVmax’ 65 m s21; 11 K at 400 hPa

observed with dropsondes by Halverson et al. (2006) in

a TC reaching Vmax ’ 54 m s21; 8 K in the upper tropo-

sphere of a simple hurricane model withVmax’ 60 m s21

(Emanuel 1995, 2003)]. Moreover, the vertical structure

of temperature anomalies (seen from the vertical cross

section in Fig. 5) is very similar to that derived from

satellite imagery by Kidder et al. (2000) and from air-

craft dropsondes by Hawkins and Imbembo (1976).

b. Precipitation

As mentioned before, the convection in MCSs is not

explicitly resolved by the model whose effective reso-

lution is about 155 km. It appears, however, that the

parameterization of convection within these systems is

able to initiate cyclogenesis. All of the model TCs are

initiated by intense convective events and the mean

maximum precipitation rate at genesis time (found by

the tracking method) is 5.9 mm h21 (standard deviation

s 5 1.5 mm h21). The highest values are observed at the

mature stage of TC formation after tangential winds have

strongly intensified and triggered intense updraft from

frictionally forced convergence. At this stage, the spatial

maximum of mean TC precipitation is 20 mm h21 (s 5

10 mm h21), with the highest values in the whole exper-

iment exceeding 50 mm h21. As a comparison, Kelley

et al. (2004) note that rainfall adjacent to the TC eye is

higher than 10 mm h21 most of the time and is up to

100 mm h21 in small areas (from 163 precipitation radar

overflights of TCs with intensity greater than 33 m s21).

At the intensifying stage in themodel, there is a transition

from subgrid-scale convective precipitation to grid-scale

precipitation, which takes off to extreme values, consis-

tently with idealized mesoscale simulations (Baik et al.

1990a). A typical example of TC development is illus-

trated in Fig. 6. After the transition period between

subgrid-scale and grid-scale precipitation (characterized

by oscillations of grid-scale precipitation that are de-

scribed in Baik et al. 1990a), grid-scale rain rate shows

a sharp increase and closely follows the time evolution of

low-level wind speed and vorticity. Even though param-

eterized convection is an absolute requirement for cy-

clogenesis at this resolution, extreme precipitation results

from resolved updrafts, with subgrid-scale rain rates

representing only one-quarter of grid-scale peak values.

A question of interest is whether extreme TC rain rates

contribute to a substantial part of tropical precipitation,

that is, within the SPCZ. The SPCZ is defined here as the

area where JFM 25-yr mean precipitation is higher than

6 mm day21 (Vincent et al. 2009). Results for various

precipitation classes are shown in Table 2. The classifi-

cation first separates grid-scale precipitation resolved by

themodel from subgrid-scale precipitation parameterized

in theCP scheme. Precipitation classes are further defined

according to rain rates at each time step. Each convective

precipitation intensity is related to a typical cloud cluster

size. Cluster size in each class is given by the maximum

width of a rectangle covering the largest cluster of a given

class at each time step (the rectangular shape enables

one to measure width rather than length of cloud bands).

It shows that simulated climatological precipitation is

mostly a result of broad mesoscale clusters, with 68% of

JFM precipitation originating from systems with rates

lower than 3 mm h21. TCs are responsible for nearly 10%

FIG. 6. Example of the evolution of a modeled tropical cyclone

detected by automatic tracking in December of model year 1981

(thin dashed line). Wind speed (m s21), relative vorticity (s21), and

precipitation rate (mm h21) are shown.

TABLE 2. Classification of modeled SPCZ precipitation in JFM,

according to identified clusters of precipitation rates. Size statistics

are constructed from size values estimated at each time step. The

SPCZ is defined as the zone with climatological precipitation rates

larger than 6 mm day21, with Papua New Guinea being excluded.

Here, s is standard deviation.

Precipitation class Size s SPCZ %

Grid scale .1000 km 1.8%

Subgrid scale 0–1 mm h21 1010 km 230 km 25.1%

Subgrid scale 1–3 mm h21 500 km 110 km 42.8%

Subgrid scale 3–5 mm h21 280 km 80 km 17.6%

Subgrid scale .5 mm h21 200 km 40 km 3.2%

Subgrid scale cyclonic 520 km 120 km 9.5%
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of the total amount of precipitation in the climatological

summer SPCZ, with a small fraction being contributed by

grid-scale precipitation. This is comparable to the value of

the 5% contribution of TCs to the 1999–2006 JFM rainfall

in the South Pacific basin (08–408S, 1358E–1508W) found

by Jiang and Zipser (2010) from TRMM data. The grid-

scale precipitation is thus responsible for the modeled TC

peak values but is restricted to the eyewall region, while

subgrid-scale precipitation is active over a much larger

area with a classical spiral pattern. Note that TC dis-

placements to higher latitudes (out of the cyclogenesis

area) may contribute to extending the edges of the SPCZ.

For example, themean contribution ofTCprecipitation to

simulated climatological precipitation around 208S can

reach 20% (not shown).

c. Intensity distribution

The distribution of 10-m wind speed of simulated cy-

clones is compared to the values from JTWC best tracks.

The JTWC wind speed data are 1-min-average sustained

wind speed, which needs to be compared with the 3-min-

average values of the model (corresponding to the model

time step). Note that JTWC wind speeds are estimated

from satellite imagery following Dvorak (1975, 1984) and

that the method contains some uncertainty. In addition,

wind speed data are often missing before 1983, and we

thus limit our comparison to the period from 1983 to

2004. Figure 7 shows thatWRF is able to generate intense

tropical cyclones of up to 47 m s21. This is approximately

the maximum wind speed obtained by recent modeling

studies (Knutson et al. 2007; LaRow et al. 2008; Zhao

et al. 2009). This upper limit and the speed distribution

are sensitive to model resolution and parameterizations.

In our case, the simulated distribution exhibits too few

very intense TCs and too many weaker ones (between 17

and 27 m s21). The shift in distribution toward the lower

end is probably due to insufficient model resolution. As

reported by Emanuel and Nolan (2004), there is a non-

trivial dependence ofmodel storm intensity on horizontal

resolution, even at grid spacing as small as 1 km, because

maximum wind speed near the eyewall results from both

internal instability processes and external forcing. Addi-

tionally, the lack of oceanic feedback in the atmospheric

model may produce a positive intensification effect on

tropical storms, thus enhancing (from the lower end

of the distribution) the intensity category of named

cyclones.

d. Seasonal cycle

For robustness, we now only consider in both model

and observations TCs whose 10-m wind speed exceeds

22 m s21 at least once along the track. The period con-

sidered for comparison here is also 1983 to 2004.

First, seasonal distribution of TC genesis and occur-

rence for the period 1983–2004 are plotted in Fig. 8. The

general aspect of the distribution is similar in the model

and observations, with most of the cyclones appearing in

JFM. There are, however, some differences: 54% of the

TC genesis occur in JFM in the experiment against 70% in

the JTWC data. There is even a small background level of

cyclogenesis persisting in the cold season [July–September

(JAS)], which has never been observed (in the 1979–2004

period). To understand this peculiar result, we note that

most of the JAS tropical cyclones are simulated near the

northern boundary of the inner domain (not shown). An

interesting feature is that among the 13 cyclones simulated

in JAS between 1979 and 2004, 7 are generated in 2002

and 2003, that is, when themean JASSSTwas significantly

higher than the mean 1979–2004 JAS SST in the cyclo-

genesis sector (i.e., 50%more than the standard deviation

in the JAS time series). The mean 2002–03 JAS vertical

wind shear (between 950 and 200 hPa) is also lower than

the mean 1979–2004 JAS value (i.e., 10% less than the

standard deviation). These large-scale anomalies, known

as El Niño Modoki (Ashok et al. 2007), may have favored

the simulated winter cyclogenesis (by increasing enthalpy

fluxes to the atmosphere and midtropospheric humidity

levels). According to the JTWC data however, the ob-

served SST positive anomaly in winter of 2002/03 did not

lead to cyclogenesis. However, the mean 2002–03 JAS

precipitation rate from GPCP was higher than the 1979–

2004 JASmean (40%higher than the standard deviation).

This suggests that the model may be overly responsive to

favorable large-scale conditions, by overrepresenting ei-

ther the required trigger mechanisms of TC genesis or the

convective instability processes of first and second kinds

(Gray 1998). Nevertheless, this model bias remains small

compared to seasonal and interannual variability.

FIG. 7. Distribution of the maximum 10-m wind speed in ob-

served cyclones (black) and in simulated cyclones (gray) between

1983 and 2004 (cyclone days versus m s21).
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e. Spatial distribution

As in Ramsay et al. (2008), probability density func-

tions (PDFs) are used to describe the spatial distribution

of both genesis and occurrence in the model and JWTC

data. To generate PDFs, we compute anisotropic Gauss-

ian functions, with an associated standard deviation in

meridional and zonal directions respectively of 18 and 28

for occurrence, and 1.58and 38 for genesis. The PDF is the

normalized sum of these individual Gaussian functions

associatedwith TC genesis or occurrence steps. This gives

ð ð

domain

PDF(x, y, t) dx dy5N(t), (1)

where N(t) is the total number of either TC genesis or

occurrence at time t. Figure 9 represents the 1983–2004

mean PDF for genesis and occurrence, respectively.

Only tracks whose 10-m wind speed reaches 22 m s21 at

least once are considered (see section 2c). Simulated TC

genesis is defined as the first point where wind speed

reaches 17 m s21 along those tracks, while observed

genesis is given by the JTWC best-track data.

The area of high TC genesis probability in the model

shows notable differences with JTWC data. It appears too

close to the equator (the maximum of zonal mean PDF is

at 9.58S in the model, but at 14.58S in the observations),

and there is an excess of cyclogenesis east of 1708W and

a lack nearAustralia. These discrepancies are explained in

the next section. The simulated occurrence is more accu-

rate, being centered near 168S both in the JTWC data and

in the model, although the latter appears more dispersed

with more cyclone days east of the date line. The model

results in terms of intensity, and spatial and seasonal dis-

tributions of cyclonic activity are good when compared to

previousmodeling studies in this region (Walsh et al. 2004;

Zhao et al. 2009).

f. Environmental forcing

Chauvin et al. (2006) estimate a seasonal genesis index,

the convective yearly genesis parameter (CYGP; Royer

et al. 1998), from the climatological conditions simulated

by their high-resolution model of the North Atlantic re-

gion. They show that, despite local discrepancies, the

genesis index matches the general distribution pattern of

TC genesis explicitly simulated by the model. This com-

parison is reproduced here, and mean CYGP for the pe-

riod of 1983–2004 is presented in Fig. 10. Note that our

genesis index is constructed using 5-day averages of at-

mospheric conditions immediately prior to every genesis

event. This filtering procedure is made to avoid the sig-

nature of mature TCs and highlight the large-scale envi-

ronment favorable to cyclogenesis, although the difference

is small from the original unfiltered CYGP.

Figure 10 shows that small areas of strong genesis index

values are apparent near the Solomon and New Britain

islands but these are artifacts of the high-resolution data

(small-scale, high relative vorticity values should be fil-

tered out). At larger scales, the genesis index is very sim-

ilar to the PDF of genesis derived from the model (black

contours in Fig. 10), with two main relative maxima at the

same locations. This confirms the statement of Chauvin

et al. (2006) that CYGP is a good indicator of statistical

locations of simulated genesis in a high-resolution model.

It also shows that the spatial distribution of cyclogenesis

is controlled by the large-scale environment. Therefore,

the differences with observed cyclogenesis distribution

exposed in the previous section can be attributed to mis-

representation of the large-scale atmospheric conditions.

5. TC interannual variability

The model mean seasonal TC genesis and interan-

nual standard deviation sN are very comparable to the

FIG. 8. Seasonal statistics of model TCs for the period between

July 1983 and June 2004. (top)Model TC genesis number (cyclones

reaching 22 m s21). (bottom) Number of cyclone days with 10-m

wind speed higher than 22 m s21. JTWC data (black) and simula-

tions (gray) are shown.
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observations: 8.2 6 3.5 cyclones are produced seasonally

in themodel, comparedwith 6.66 3.0 in the observations.

Figure 11 presents the interannual variability of seasonal

TC genesis averaged over the domain of integration. In-

terestingly, while the standard deviations are similar in

the model and observations, there is no correlation be-

tween the two time series within the whole South Pacific

area. In addition, the variability of TC genesis resulting

fromenvironmental control, as estimated from theCYGP

genesis index (sf 5 1.8), is only about half of the total

value sN (Fig. 11; note that CYGP is normalized so that

the mean number of cyclogenesis estimated from the in-

dex equals the explicitly resolved genesis number). This

result is insensitive to the choice of genesis index [CYGP,

Gray’s index (Gray 1979), or genesis potential index,GPI,

from Emanuel and Nolan (2004)], as shown by Menkes

et al. (2010, manuscript submitted to Climate Dyn.) using

reanalysis data. We argue in this section that the lack of

global correlation can be interpreted partly as compen-

sating forced variability between southwestern and north-

eastern regions and partly as a product of stochasticity.

a. Forced variability

The genesis index that was previously used (CYGP)

shows favorable environmental conditions in areas of

deep convection. It would be expected to be maximum

at the SPCZ line where convective available potential

energy is maximum, but background low-level cyclonic

vorticity tends to shift the most favorable conditions

to the south (Fig. 10, see also Vincent et al. 2009).1

FIG. 9. PDF of TC (a) genesis and (b) occurrence for the period between July 1983 and June

2004 (cyclones reaching 22 m s21). The model PDF is shown in gray and the corresponding

PDF of the JTWC data is represented with black contours (interval: 0.2 max PDF).

1 The literature has not settled the question of whether the

background low-level vorticity is a truly large-scale dynamical

structure or a residual of the numerous mesoscale vortices stem-

ming from the southern edge of the SPCZ. We leave this question

open for further research.
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Nevertheless, the variability of the genesis index is tightly

related to the SPCZ position, which therefore represents

a simpler index for genesis variability in the South Pacific

than CYGP (Vincent et al. 2009). The simulated SPCZ

position is analyzed through a latitude index, as in

section 3, but now considers both the western and eastern

indices (SPCZ-IW and SPCZ- IE for regions west and east

of 1758E, respectively) computed using JFM mean pre-

cipitation; seasonal and intraseasonal variations are

excluded from this analysis. The simulation is again

compared with GPCP precipitation data. Table 3 shows

that the model SPCZ indices have significant correlations

toGPCP data (a correlation of 0.71 for SPCZ-IE and 0.63

for SPCZ-IW, both of which are significant at 99%). As in

Vincent et al. (2009), four classes are defined to represent

yearly changes of the SPCZ position (Fig. 12, which are

closely related to ENSO phases):

d strong El Niño years,
d ‘‘positive’’ years (including moderate El Niño and

some neutral ENSO years),
d ‘‘negative’’ years (including La Niña and some neutral

ENSO years), and
d neutral years.

Table 4 shows error statistics (bias and root-mean-square

error) of the simulated SPCZ position in the four regimes.

It confirms that themodeled SPCZ in neutral andnegative

conditions is too zonal (with a positive bias of SPCZ-IE).

A zonal orientation of the SPCZ in nature is characteristic

of strong El Niño conditions and is shown to favor TC

genesis in the central Pacific (Vincent et al. 2009). This

may explain our model bias toward excessive eastern cy-

clogenesis. In the eastern regions, the largest correlations

and lowest RMSE are associated with strong El Niño

conditions, that is, zonalization of the SPCZ, which occurs

clearly in both the model and data.

FIG. 10. Mean 1983–2004 CYGP. Land is black. The corresponding mean PDF of TC genesis

is represented (thick contours, interval: 0.2 max PDF), as is the mean 1983–2004 SPCZ location

(dashed thick line).

FIG. 11. Number of South Pacific TCs per season (July–June) in

the JTWC data (solid line) and in the 25-yr standard experiment

(dashed line). Only TCs reaching 22 m s21 are counted. An esti-

mation of TC genesis by the CYGP genesis index applied to the

model variables is represented (dotted line). Pearson’s correlation

between JTWC and WRF genesis number is r 5 0.30 (not signifi-

cant at the 90% level), and the correlation between WRF genesis

number and CYGP is r 5 0.48 (significant at the 95% level).
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The spatial pattern of correlation with ENSO is given

by maps of correlation coefficients between PDFs of

cyclogenesis (for both the model and JTWC data) and

mean November–April Niño-3.4 index (Fig. 13). These

maps should be analyzed in parallel with Fig. 9, which

presents model–data comparisons. The pattern of ENSO

correlation for the JTWC data is consistent with a north-

east shift of cyclonic activity during El Niño phases and

a southwest shift (nearer to Australia) during La Niña

phases (see the introduction). In the WRF experiment,

there is the same pattern of correlation (with strong and

significant local values), although the line separating

positive and negative correlations appears to be shifted to

the northeast, which is consistent with a similar bias in the

SPCZ lines (Fig. 13). In both themodel and data, positive

correlations are located between SPCZ lines represent-

ing, respectively, strong El Niño conditions and La Niña

conditions, while negative correlations are south of the

SPCZ position during La Niña.

The strong interrelation between cyclogenesis and the

SPCZ position may partly explain that cyclogenesis var-

iability in the South Pacific is often poorly simulated

(Zhao et al. 2009), because proper SPCZ representation

is a difficult task for atmospheric models. A Newtonian

nudging approach, as used by Knutson et al. (2007) in the

North Atlantic, would be a way to circumvent the prob-

lem, but it would also impact the TC formation process. It

has been suggested (Matthews et al. 1996) that one par-

ticular source of error in the representation of SPCZ

variability may be associated with the role of the MJO,

which is not captured by our model. Matthews et al.

(1996) even suggest that the existence of the mean SPCZ

itself may be related to the MJO. The fact that our re-

gional model captures the mean SPCZ characteristics

tends to invalidate this idea, but some of the model–data

discrepancy in the interannual variability can still be at-

tributable to missing MJO in the model. Nevertheless, in

the next section, we show that the largest part of the

discrepancy is due to stochasticity.

In summary, the model is able to reproduce the ob-

served variability of TC genesis by the measure of stan-

dard deviations. The forced component of this variability

is essentially associated with ENSO events (particu-

larly strong El Niño phases) that impact the SPCZ po-

sition through meridional translation and zonalization.

Displacement of the SPCZ position produces a corre-

sponding displacement of cyclogenesis, which is expressed

FIG. 12. SPCZ indices time series. Values are JFM means for

each year; the indices computed from GPCP precipitation data

(solid lines) and the 25-yr WRF experiment (dashed lines) are

represented; ‘‘positive’’ (light red), ‘‘negative’’ (light blue), and

strong El Niño (dark red) years are indicated.

TABLE 3. Statistics of JFM SPCZ indices from 1979 to 2003; s is

standard deviation, and r (GPCP) is the correlation coefficient

comparing GPCP and model (with associated significance ac-

cording to the Student’s t test).

Index Data s r (GPCP)

SPCZ-IW GPCP 3.6 1

(JFM) WRF 4.4 0.63 (99%)

SPCZ-IE GPCP 6.1 1

(JFM) WRF 4.6 0.71 (99%)

TABLE 4. Mean bias and RMSE of the model JFM SPCZ indices

compared with GPCP estimations (8 latitude). A positive (nega-

tive) bias indicates that the SPCZ line is too far north (south) in

the model. The categories ‘‘negative,’’ ‘‘positive,’’ and ‘‘strong

El Niño’’ are shown in Fig. 12 and correspond to definitions given

in Vincent et al. (2009).

Index Neutral Negative Positive

Strong

El Niño

SPCZ-IW Mean bias 0.2 20.5 20.6 1.9

RMSE 3.1 2.2 4.2 4.1

SPCZ-IE Mean bias 3.3 5.1 0.6 2.8

RMSE 4.9 6.7 4.4 3.5
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in genesis–ENSO correlation maps as a dipole pattern.

Therefore, even though local correlations can be strong,

the dipole pattern results in compensating variability over

the whole cyclonic activity area. The reason that the

broader scale is important to consider is that TC occur-

rence, and hence tropical cyclone hazard, results from

dispersion of TCs around the genesis location. Figure 14

shows that the dipole pattern of correlation is lost for TC

occurrence as positive genesis anomalies travel south-

westward (with TCs advected by the mean tropospheric

flow) and mix with negative anomalies generated in the

Coral Sea.

b. Stochasticity estimation

Any regional model exhibits internal (intrinsic) vari-

ability thatmostly depends on synoptic conditions, season,

region, and model configuration (e.g., Giorgi and Bi 2000;

Lucas-Picher et al. 2008). Intrinsic variability is produced

by nonlinear interactions occurring at the mesoscale and

synoptic scales when the domain of integration is wide

FIG. 13. Correlation coefficients between the annual mean PDF of cyclogenesis and the

Niño-3.4 index averaged fromNovember toApril, for the (top) JTWCdata and (bottom)WRF

interannual simulation. Correlation significances of 90% according to the Student’s t test are

represented (green dotted contours). SPCZ lines are superimposed and represent strong

El Niños conditions (solid line) and La Niña conditions (dashed line).
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enough to allow for the interior dynamics to depart from

the solution imposed by the lateral boundary forcing. Our

objective in this section is to estimate the internal part

of variability in TC activity. Error propagation rules

will also provide an estimation of the part that is only

forced by environmental conditions. This study thus

provides a measure of seasonal predictability, that is,

a measure of the stochastic error made in attempting

seasonal predictions using environmental indices.

We have devised a new experiment where the regional

model is forced by climatological fields. Climatological

lateral and surface forcings, derived fromGR21979–2004

means, are repeated for 10 yr. This experiment consti-

tutes an ensemble simulation, with exactly the same

forcing but different initial states every year.As shown by

Alexandru et al. (2007), a 10-member ensemble is suffi-

cient to investigate the internal variability of the model.

In the climatological simulation, the mean number of TC

genesis exceeding 22 m s21 (in the inner domain) is 7.6

cyclones season21, that is, close to that of the standard

experiment described in the previous section. The stan-

dard deviation around the mean is 1.7 cyclones season21

FIG. 14. Correlation coefficients between the annual mean PDF of occurrence and the Niño-

3.4 index averaged from November to April, for the (top) JTWC data and (bottom) WRF

interannual simulation. A correlation significance of 90% according to the Student’s t test are

represented (dotted green contours).
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while the number of genesis remains within the range of

5–10 cyclones season21.

The modeled internal variability of TC genesis may be

related to bothmesoscale and synoptic events. To set apart

those two possibilities, the genesis index can be applied

to the climatological simulation. Here again, CYGP is in-

tegrated over the domain and normalized so that themean

number of cyclogenesis estimated from the index equals

the explicitly resolved genesis number.The variability of the

normalized genesis index is much lower (sf5 0.4) than the

variability of the number of detected cyclones (s 5 1.7)

with no significant correlation between the two time series.

In addition, the spatial pattern of the genesis index vari-

ance (not shown) suggests that the index variability is weak

near its mean maximum, which confirms that the area of

large genesis probability is the same every repeated year.

We conclude that the stochastic variability of model cy-

clogenesis in the climatological experiment is essentially

related to mesoscale processes rather than synoptic varia-

tions of environmental conditions. This result is consistent

with the stochastic nature of mesoscale interactions and its

suggested importance in TC genesis (Simpson et al. 1997).

Our simulations further allow description of the un-

certainty propagation associated with random processes

by considering the yearly TC genesis count as a product of

forced and stochastic variability functions (von Storch

and Zwiers 2001),

N(t)5f
s
(t).GI(t)

N
t
5GI

t

(

, (2)

where fs(t) is a stochastic function; N(t) is the annual

cyclogenesis count; and GI(t) is annual, spatially in-

tegrated, and normalized CYGP.We find that the values

of ln[N(t)/GI(t)] follow a normal distribution in both

climatological and interannual experiments [using a Sha-

piro–Wilk test of normality with p 5 0.10; Shapiro and

Wilk (1965)]. In the 25-yr interannual experiment, fs(t)

follows the lognormal distributionLog-N(m520.05;s5

0.35) with mean and standard deviation f
s

t
5 0.96 and

ss 5 0.36. To test the usefulness of this law, 10 000 re-

alizations of the interannual experiment were generated

using random values of fs in Eq. (2). The resulting sta-

tistics of the reconstructed TC genesis number give 8.06

3.3 cyclones season21, which is very close to the simulated

values (8.2 6 3.5). Because GI and fs are uncorrelated

variables (r5 0.01), the rules of uncertainty propagation

suggest the following statistical relations between forced

and stochastic variability:

s
N

N
t

� �2

’

s
f

GI
t

� �2

1
s
s

f
s

t

 !2

, (3)

where sN, sf, and ss are the standard deviations of gen-

esis number, genesis index (lowerscript f stands for forc-

ing), and stochastic distribution, respectively. It is a direct

relation between the variance of genesis counts and the

mean genesis number N
t
. If validated, it may be applied

(in the South Pacific) to correct estimations that are based

on the sole use of a genesis index. A first validation is

provided by comparing in Table 5 the values of the three

relative variance terms of Eq. (3). This comparison also

shows that stochasticity may play a larger role (70% of

total variance) than forcing in the interannual variability

of cyclogenesis, although this partition is dependent on

the averaging region of interest. We checked that Eq. (3)

remains valid in subregions of the southwest Pacific and

that interannual forcing has a larger comparative effect in

regions of strong positive or negative correlations with

ENSO.

However, these estimations are affected by a degree of

uncertainty associated with the capacity of the genesis

index formulation to accurately represent the environ-

mental forcing. If CYGP is accurate, we would expect to

find the same stochastic distribution fs in the climato-

logical and interannual experiments, but the standard

deviation ss is 0.22 in the climatological experiment in-

stead of 0.36. Even though these values are not signifi-

cantly different given the small number of simulated

seasons (an F test does not reject the hypothesis of equal

variance at the 10% level), they may suggest that sto-

chasticity is overestimated in the interannual experiment

analysis (as a result of uncertainties in the CYGP formu-

lation), or alternatively that the climatological experiment

underestimates interactions between forced and stochas-

tic processes. In any case, we can safely conclude that

stochastic variability resulting from mesoscale interac-

tions in the South Pacific is never negligible andmay even

be very large.

TABLE 5. Statistics of averaged TC genesis in the South Pacific

(1438–2008E) in JTWCobservations,WRF simulations, and CYGP

genesis index (applied to themodel variables). Here,N
t
and sN are

the annual mean and standard deviation of the number of cyclo-

genesis events. GI
t
and sf are the mean and standard deviation

of the estimated number of events resulting from large-scale

forcing (CYGP is computed, averaged, and normalized to verify

GI
t
5 N

t
); f

s
and ss are the mean and standard deviation of the

stochastic distribution estimated from Eq. (2).

TC statistics N
t

sN sf ss (s
N
/N

t
)2 (s

f
/GI

t
)2 (s

s
/f

s

t
)2

Observations 6.6 3.0 0.21

Present-climate

experiment

8.2 3.5 1.8 0.36 0.18 0.05 0.13

Climatological

experiment

7.6 1.7 0.4 0.22 0.05 0.00 0.05
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Note finally that the seasonal distribution of cyclo-

genesis in the climatological experiment (shown in Fig.

15) presents no genesis in winter, as opposed to the 25-yr

interannual experiment (Fig. 8). This confirms that

winter genesis in the interannual experiment only results

from anomalous seasonal conditions, not from stochas-

tic behavior under mean forcing conditions (section 4d).

In addition, Fig. 15 shows that the monthly ratio sN/N

is almost constant during the months of strong cyclonic

activity [December–February (DJF) here], which is

consistent with Eq. (3) using monthly rather than annual

parameters (sf is small). However, during the months

with fewer cyclogenesis, Eq. (3) is not satisfied. This

analysis thus suggests that Eq. (2) cannot be straight-

forwardly applied to describe seasonal variations of cy-

clogenesis resulting from the poor representation of

the seasonal cycle of genesis indices (Fig. 15; see also

Menkes et al. 2010, manuscript submitted to Climate

Dyn.).

c. Mesoscale interactions

Wenow suggest somemechanisms by which mesoscale

interactions in the model can produce stochasticity in

TC activity. These simulated mesoscale interactions are

compared to some observations reported in the literature.

A step-by-step examination of individual TC forma-

tions along all seasons of both the interannual and cli-

matological simulations shows that mesoscale interactions

are ubiquitous in the cyclogenesis area. These interactions

are various but appear to follow a pattern. Multiple me-

soscale vortices and associated cloud clusters are first

produced along SPCZ lines of strengthened convergence

(mostly around 108S). Interaction then occurs, involving

two or even three vortices of various intensities. Our

modeled vortex interactions appear to span the different

regimes of known classification (Dritschel 1995), from

elastic interaction to partial/complete straining and partial/

complete merger. On the occasions of complete mergers,

two vortices of unequal sizes can merge into one larger

vortex and form an intense TC, as illustrated in Fig. 16.

The process apparent in this example seems to be in good

agreement with potential vorticity theories of vortex in-

teraction and formation of spiral bands in TCs (Guinn and

Schubert 1993). It includes mutual cyclonic rotation, fol-

lowed by the weaker vortex being elongated (by shearing

strain) and wrapped cyclonically around the stronger one

to become a spiral band. During this process, the weaker

vortex provides additional latent heat to the stronger one,

fueling it at its own expense (it is destroyed by the intense

middle-level flow of the stronger vortex). The merger

takes about 3 days to proceed and the final merger occurs

at a distance of about 500 km, closely resembling the

merger, described in Kuo et al. (2000), of TCs Zeb and

Alex (October 1998 in the North Pacific). Note that not

all vortex interactions in themodel lead to vortex growth,

and most cyclones do not appear to result from merger,

but at some point they are almost all interacting with the

mesoscale flow.

The interaction of formed TCs withmesoscale features

is also responsible for the significant variability in TC

tracks (Holland and Lander 1993). Combined with ran-

dom variations of genesis location, it may increase the

dispersion effect on TC occurrence. This is illustrated in

Fig. 17, showing TC tracks in different years of the cli-

matological simulation. This argument reiterates the

point previously made in section 5a that the relation be-

tween ENSO and cyclonic activity is degraded when

considering TC occurrence rather than genesis.

6. Conclusions

In this paper, we have examined the ability of a re-

gional mesoscale model (WRF) at 1/38 resolution to sim-

ulate the statistics of tropical cyclone activity in the

present climate of the South Pacific. A preliminary ob-

jective was to properly simulate the climatological con-

ditions of TC genesis, in particular the characteristics

defining the South Pacific convergence zone. The results

found were mostly sensitive to the choice of cumulus

parameterization, because the largest part of precipitable

convection is still subgrid scale at this resolution. The

Betts–Miller–Janjic convective adjustment scheme was

selected because it clearly shows the best ability to rep-

resent the SPCZ position and associated precipitation

rates compared with two mass flux convection schemes.

The interannual variability of the SPCZ is also mostly

FIG. 15. Mean monthly number N of model TC genesis in the

10-yr climatological experiment. Gray curves indicate N 1 s and

N2 s, where s is the standard deviation for each month. Monthly

values of CYGP computed using the 10-yr climatological experi-

ment are shown (dashed curve).
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captured by the model, particularly its zonalization dur-

ing strong El Niño events.

With a grid scale of 35 km (155-km effective resolu-

tion), we have shown that WRF is able to reproduce

a wide range of mesoscale convective systems. Cloud

clusters with horizontal scales around 500 km constitute

the bulk of precipitation in the SPCZ, but themost intense

precipitation systems have only small residual effects.

Tropical cyclones in particular represent only 10% of the

mean SPCZ precipitation. Yet they grow from the most

intense systems formed along SPCZ lines of strengthened

convergence (generally around 108S) and sometimes de-

velop into hurricanes of up to 45 m s21 (maximum 10-m

wind speed). As in previous numerical studies (e.g.,

Knutson et al. 2007; LaRow et al. 2008; Zhao et al. 2009),

the maximum intensity of observed hurricanes is not

captured by the model (Saffir–Simpson category 5 in-

cludes TCs of over 70 m s21 sustained wind speed). This

can be partly explained by the known relation between

TC intensity and model resolution, but also by the ap-

proximations of physical parameterizations. The three-

dimensional structure of simulated tropical cyclones is

nevertheless in remarkable agreement with dropsondes

and satellite observations. The mean seasonal and spatial

distributions of TC genesis and occurrence are in rea-

sonably good agreement with the JTWC data. We note,

however, that the spatial pattern of TC genesis is shifted

to the northeast due to a similar bias in the environmental

forcing. Over the whole genesis area, the annual TC count

and interannual standard deviation are also very com-

parable to observations: 8.2 6 3.5 cyclones are pro-

duced seasonally in the model, compared with 6.66 3.0

in the JTWC observations. The model is thus able to

reproduce the observed range of variability, some of it

associated with ENSO forcing (particularly strong El Niño

phases). ENSO events impact the SPCZ position through

meridional translation and zonalization. Displacement

of the SPCZ position leads to a corresponding displace-

ment of cyclogenesis, which is expressed in correlation

maps as a dipole pattern. Therefore, even though local

correlations can be strong, the dipole pattern results in

weaker regional correlations resulting from compensat-

ing variability.

Large-scale forcing is not the only process driving in-

terannual variations of TC genesis in the South Pacific;

more than half of it may be due to stochastic processes.

FIG. 16. Simulated TC formation by vortex merging in the Coral Sea. A 4-day event of the model year 1986, on 8, 9,

11, and 12 February, respectively, is shown. Low-level wind (at 925 hPa) is shown as streamlines and colors (m s21).
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This estimation of intrinsic variability was permitted by

a 10-yr climatological simulation that operated as a

10-member ensemble simulation of an averaged year

with differing initialization values. It shows that a stan-

dard deviation of 1.7 cyclones yr21 emerges from the

internal variability of themodel (compared to the total of

3.5 cyclones yr21). Because the internal variability of the

regional environment (not transmitted through the lat-

eral boundaries) is low, the internal variability of cyclo-

genesis in the ensemble simulation appears essentially

related to mesoscale interactions. We are aware that

the use of subgrid-scale convective parameterization may

lead to misrepresentation (over- or underrepresentation

depending on the CP scheme) of small-scale random pro-

cesses needed for triggering TC genesis. As an example of

overrepresentation, our model appears excessively sensi-

tive to favorable winter anomalies of environmental condi-

tions, producing occasional winter TCevents. Nevertheless,

assuming that mesoscale vortex interactions (at scales

larger than 200 km) constitute a large source of internal

variability (Simpson et al. 1997), our explicit resolution

of these ubiquitous stochastic processes, from elastic in-

teractions to merger, gives us some confidence that the

model has captured an interesting part of reality.

A possible way to cope with intrinsic variability and the

associated loss of predictability is to perform ensemble

simulations, although the efficiency of ensemble predic-

tions depends on the region of application. Using a four-

member ensemble simulation with a 50-km resolution

model, Zhao et al. (2009) find a correlation with observed

TC genesis of 0.8 in the NorthAtlantic, but only 0.6 in the

east Pacific, 0.5 in the west Pacific, and even 0.3 in the

South Pacific. Estimation of interannual variability from

genesis indices are consistent with these results, showing

the best predictability in the Atlantic basin (Camargo and

Sobel 2004; Menkes et al. 2010, manuscript submitted to

FIG. 17. TC tracks (thick gray lines, the circles represent the beginning of the tracks) computed for each year (from July to June) of the

10-yr climatological experiment. Coastlines are in black.
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Climate Dyn.), where forced variability seems to be

dominant. In our study, comparison of TC genesis from

direct TC counts and from estimates using a genesis index

(Table 5) shows that the low standard deviation of yearly

genesis index in the South Pacific may be due to com-

paratively large stochastic variability and less so to index

failure. In this case, a correction to genesis indices can be

applied using stochastic distributions estimated from

mesoscale models. However, the limit of this method is

dependent on the genesis index accuracy to represent the

environmental forcing.

Finally, we can make three concluding remarks con-

cerning the benefit of ensemble simulations for im-

proving predictability in the South Pacific:

d If stochastic variability in the real world is similar to

that of the model, then it also constitutes a large part of

its interannual variability. Ensemble simulations can

only reduce the model uncertainties, not the observed

ones. Therefore, the latter will form a limit to pre-

dictability, independent from model improvements.
d Correlations are greater in local rather than regional

areas. Therefore, the efficiency of ensemble simula-

tions may well be locally high but regionally low. The

reason that the broader scale is important to consider is

because TC occurrence, and hence landing and pop-

ulation vulnerability, results from dispersion of TCs

around genesis location. TCs move approximately with

the barotropic background airflow and their tracks are

affected by a number of phenomena, including synoptic

variability and chaotic advection, in which mesoscale

interactions can act as a trigger mechanism. The dis-

persion of TC tracks, amplifying the uncertainty of

genesis location, can thus explain the degraded relation

between ENSO and TC activity when considering oc-

currence rather than genesis. Nevertheless, TC occur-

rence remains correlated to the interannual forcing at

some locations, especially in eastern regions, that is,

away from high cyclonic activity (Basher and Zheng

1995; Kuleshov et al. 2008).
d Model errors constitute another source of uncertainty

and are difficult to assess. Ensemble simulations with

varying model parameters may lower the model error,

but cannot account for missing physics. Sensitivity to

convective parameterization, model resolution, ocean

feedback, and the wave interface under extreme events

are all important areas of future research. However, we

were able to reduce a major component of model errors

by selecting the configuration and parameterizations that

allowed a more realistic representation of SPCZ forcing

and statistical TC counts than thatpreviously shown

(Vitart et al. 1997; Walsh et al. 2004; Zhao et al. 2009).

This result and indications that mesoscale interactions

are realistic in the model gives us confidence that the

present work contributes new and robust elements to the

understanding of TC activity in the region.
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