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RETIN: a Smart Interactive Digital Media Retrieval System

Julien Gony, Matthieu Cord
LIP6, CNRS, Université PM. Curie
Paris, France

ABSTRACT

This demonstration presents a digital media retrieval system
for searching large categories in different media databases.
The core of our system is an interactive online classification
based on user labeling. The classification is obtained with a
statistical learning method: kernels for similarity represen-
tation and SVM (Support Vector Machine) using binary user
annotations. RETIN applies also an active learning strategy
for proposing documents to the user for labeling. The sys-
tem can deal with images, 3D objects and videos and other
media can be added to. A graphical user interface allows
easy browsing of different media, simple and user-friendly
interaction and fast retrieval.

Categories and Subject Descriptors

H.3.1 [Information Storage And Retrieval]: Content Analy-
sis and Indexing—Indezing methods; H.3.3 [Information Stor-
age And Retrieval]: Information Search and Retrieval—Re-
trieval models, Relevance feedback

General Terms
Algorithms

Keywords

Machine Learning, Content-Based Retrieval, Multimedia

1. INTRODUCTION

Human interactive systems have attracted a lot of research
interest in recent years, especially for content-based retrieval
systems. Traditional techniques in CBR are limited by the
semantic gap, which separates the low-level information ex-
tracted from the document and the semantic user request.

To fulfil this semantic gap, interactive systems ask the
user to conduct search within the database. Starting with
a coarse query, the interactive process allows the user to re-
fine the query as much as necessary. The user interaction
consists in binary labels indicating whether or not the doc-
ument belongs to the desired category (relevance feedback).
The main idea of relevance feedback is to use information
provided by the user to improve system effectiveness.

In category search, each document has to be classified
as belonging or not to the category. The objective of the
statistical methods is to update a relevance function or a
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binary classification of document using the user labels. Dis-
crimination methods (from statistical learning) may signif-
icantly improve the effectiveness of visual information re-
trieval tasks. This approach treats the relevance feedback
problem as a supervised learning problem. A binary clas-
sifier is learnt by using all relevant and irrelevant labeled
images as input training data.

The RETIN search engine, developed in ETIS lab, ad-
dresses the problem of category search. Our strategy fo-
cus on the online retrieval step to reduce the semantic gap.
This is achieved with statistical learning techniques applied
on media document category retrieval. RETIN is based on
kernels functions to represent similarity, Support Vector Ma-
chines for classification and on an active learning strategy to
boost the training step. See [2],[6],[5] for more informations.

2. RETIN SYSTEM OVERVIEW

RETIN is composed of two parts. The first one is the
offline indexing of the database, where we compute different
descriptors for each media, and store the results in an index
database. The second one is the online search which is com-
posed of a graphical user interface for query, results display
and user labeling, and a search engine using an active learn-
ing strategy method. RETIN scheme is shown on figure 1.
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Figure 1: RETIN search engine scheme.

2.1 RETIN Interactive retrieval

The system uses an active learning scheme based on bi-
nary classification in order to interact with a user looking
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Figure 2: RETIN active learning scheme.

for documents concepts in databases. The scheme is sum-
marized in figure 2. More details can be found in [2].

Initialization

A retrieval session is initialized from one document brought
by the user. The features are computed on that new doc-
ument and added to the database. This document is then
labeled as relevant, and the closest documents are shown to
the user.

Classification

A binary classifier is trained with the labels the user has
given. We use a SVM with a Gaussian x? kernel, as it has
revealed being the most efficient [5]. The result is a function
f Ay (x;) which returns the relevance of each document x;,
according to the examples Ay .

Active selection

We add an active correction to the boundary (border be-
tween relevant and irrelevant) in order to deal with the few
training data and the imbalance of the classes. Since our aim
here is to enhance the selection, we propose to consider the
boundary as the area of uncertainty, because of the interest
in our context of uncertainty-based active learners in terms
of efficiency and complexity. The system selects a set of doc-
uments the user should label. The selection may be such as
the labeling of those documents will enhance the most the
classification. We divide the selection in three steps. First,
we reduce the computational time, by pre-selecting around
five hundreds documents which may be in the optimal se-
lection set (closest documents to the corrected boundary).
Then we compute the selection criteria (maximizing the Av-
erage Precision) for each pre-selected documents. Finally,
we compute the batch selection using the criteria.

Feedback

The user labels the selected documents, and a new classi-
fication and correction can be computed. The process is
repeated as many times as necessary.

2.2 Supported media

RETIN was initially developed for CBIR context, but
other medias have been integrated into the system. Videos,
since it can be seen as sequence of images (video is divided

into shots, key-frames are extracted for each shot and CBIR
method are used for retrieval). 3D-objects retrieval is also
integrated, the features extracted from the 3D-models are
based on shape.

2.3 Indexing

Each document of the database is represented by features
which aim at giving a complete and compact description
of the content of the document, easy to compute and to
deal with. These features can be used in the RETIN search
engine since they are represented by a vector of the same
size for one feature for each document of the database.

2.3.1 Images

Color and texture information are exploited. As none of
color spaces has proved its superiority over the others for
image coding, the HSV space is used by default. For texture
analysis, Gabor filters are used with twelve different scales
and orientations. Signatures are statistical distributions of
colors and textures resulting from a dynamic quantization
of the feature spaces. That means that we use color and
texture space clustering to compute the image histograms.
Both spaces are clustered using an enhanced LBG algorithm.

For a generalist database (around 10, 000 images), a small
number of classes obtained by a dynamic clustering of the
database is sufficient to build efficient signatures. We have
adopted this dynamic quantization in RETIN with 25 classes
(default value). The reader can find more details in [6].

2.3.2 3D objects

Several descriptors are available in RETIN for indexing;:
cord histograms, extended Gaussian images (EGI) and 3D
Hough transform.

Cord histograms: A cord is defined as the vector from
the object center to a vertex. Three features are defined
from the cords: the length of the cord and the two angles
between the cord and the first principal axis, and the second
principal axis.

EGI: Each 3D object is projected onto a Gaussian sphere,
and each point of the sphere is valued with the area of the
object faces of the same orientation. CEGI and 3D Hough
are variant of EGI, all these descriptors are detailed in [4].

2.3.3 Videos

The video indexing is performed in two parts. The first
one is the segmentation of the video into shots, the second
one is the computing of the features for each shot. Fach
shot can then be summarized by one or several key-frames.

The shot extraction is composed of two boundary de-
tection algorithm. The first one is for detecting abrupt
transitions, and the second one is for gradual transitions.
To detect abrupt transitions, feature vectors with frame-
to-frame feature differences is computed and a kernel-based
SVM classifier is used to separate cuts and non cuts after
training. Once the video sequence is segmented into cut-free
segments, we process a three-level gradual transition detec-
tion. The reader can find more details in [1].

Key-frame extraction is based on a clustering of each seg-
mented shot. For each cluster, the closest frame to the clus-
ter center is taken as a key-frame. The features extracted
for the shots are L*a*b color and Gabor texture Retin fea-
tures for still images (key-frames) and the Fourier-Mellin
and Zernike moments extracted for shot detection.



2.4 Graphical User Interface (GUI)

The user interface is divided in two panels (Fig. 3 (top)).
On top window, documents in decreasing order of relevance
are displayed, according to the current classifier. On bottom
window, documents proposed for labeling are displayed, ac-
cording to the current active learner. The user is invited to
follow advises in bottom window, but he can choose to label
documents in the top window. GUI for 3D-object and video
retrieval is shown in Fig 3 (bottom).

Cle=RAm=

Figure 3: RETIN GUI: images (top), 3D (left),
Videos (right).

3. DEMONSTRATION

We give here an example of a RETIN search session on
image database. As it is the same type of interaction for
3D and video modules, it can be generalized to all these
database retrievals. In this example, the user is looking for
images that represents or contains a plane.

The first step of a session is to choose an image that is
belonging to the category that the user is searching. The
user selects an image with a plane (the image with the green
square on fig. 4).

Then, a first retrieval result is displayed (fig. 5). The
classification with only one labeled image has retrieved some
planes. To improve results, the user labels the 5 proposed
images (all of these are relevant).

A new classification is computed with this five new labels
and returns a new result (fig. 6). Then a new labeling
operation is done. This time, three relevant images and two
irrelevant images have been proposed.

After two other iterations, 21 images have been labelled
(15 relevant, and 6 irrelevant). We must go down to the
4th page of the classified results (fig. 7) to find the first
irrelevant image (all the 67 first images are relevant).

This demonstration will be proposed during the confer-
ence for different media databases (3D objects, videos).

Figure 6: Second results and second labels.




Figure 7: Results of the 4th page.

4. EXTENSIONS

4.1 Local search module

FReBIR (Fuzzy Region Based Image Retrieval) is a region-
based image retrieval system, in which images are repre-
sented as adjacency graphs of fuzzy regions. The goal of
this retrieval module is to retrieve images containing a spe-
cific object. An algorithm to match sub-graphs of fuzzy re-
gions is then applied in order to retrieve images from partial
queries, taking into account the image composition. Images
are represented by a set of fuzzy regions, with their features
(the same as global RETIN engine for images) and the com-
position of the image is stored into an attributed relational
graph (ARG) of regions, aiming at representing the relative
positions of regions. Then the problem of image retrieval
from a partial query can be seen as a problem of inexact
graph matching of ARGs. RETIN is used here to compute
the dissimilarity between regions thanks to user labels on
images. More informations about FReBIR are in [7]. This
module will be also available for demo during the conference.

Figure 8: FReBIR: Query Regions (top), Results
(bottom).

4.2 Other modules based on RETIN

The long term learning module of RETIN uses all the
labels accumulated during many interactive uses of any re-
trieval system to improve the feature representation of the
documents. With such an optimized representation, we at-
tempt to get a better match with semantic concepts. See [3]
for more details.

In order to manage large collections of images distributed
on networks, a new architecture for media retrieval in dis-
tributed media databases is currently developed, based on
multi-agent systems. Owur system, inspired by “ant algo-
rithms”, uses labels provided by the user for learning both
the searched category of documents and the path to the most
relevant databases. The problem of interactive retrieval into
distributed databases context is considered with a decentral-
ize approach. It is based on Multi-Agent Systems (MAS) of-
fering interesting properties in comparison with centralized
systems : since the agents are distributed, several sub-tasks
can be processed in parallel, thus sparing both CPU and
bandwidth. If a machine is down, machines still up can
keep on processing the search task. More details are in [§]

M. Cord recently joined the LIP6 laboratory, and an ex-
tension of RETIN to text/image multimedia search engine
is also currently under development.

4.3 Web interface

A web graphical interface of RETIN is already available
at http://dupont.ensea.fr/ ruven/new.php. This version
allows for the moment image retrieval in a generalist database.
New application integration, such as 3D, videos and local
search (FReBIR) is on the roadmap.
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