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There are no parameters which is satisfied to both economical and environmental 

viewpoint. Therefore, those parameters are required to be published. (page 14) 
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th

 paragraph the objective functions proposed in the current 

methodology are mutually competitive. The result of this competitiveness is the 

variances of the basic parameters between the optimal solutions of the respective 

single-objective optimization problems (Table 2). Otherwise, the multiobjective 
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between the system parameters of the two resulting cases described above, which is 

expected, since the single-objective environmental optimization actually is identical to 

the maximization of the system’s energy production, while the economic optimization 

refers to the total net profit maximization, including several costs, which often results 
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front calculated by the application of the MOPSO1, MOPSO2, MOPSO3, MOPSO4, 
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environmental benefits of each solution. The proposed algorithms were applied for 

2000 iterations.” 
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appropriate multiobjective methods and the system models incorporated for the 

estimation of the objective functions (net profits and environmental benefits) of each 

new solution.” 

 

Reviewer #2:  

Paper seems to be too lengthy. The authors may be asked to shorten the length of 
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Several parts of the current manuscript have been removed as it is longer than usual. 

Though, it is requisite to provide the reader the ability to understand well every 

relative aspect considering that in this paper many different fields are involved 
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Section 3: The history in developments of PSO algorithm may be limited/reduced. 
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Otherwise, the paper is well written, presented and may be considered for 

publication. 

Unfortunately, there are only a few PVGCS design optimization methodologies based 

on multicriteria or multiobjective processes and they are referred in Paragraph 1. In 

this paper except for the application of this kind of methods, several multiobjective 

algorithms have also been implemented and are proposed. Consequently, it is difficult 

to avoid references to the most widely used multiobjective PSO methodologies 

currently used. However, several comments on the PSO algorithm and its evolution, 

generally, have been removed from this section, as remarked. 
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Abstract 

Particle Swarm Optimization (PSO) is a highly efficient evolutionary optimization algorithm. In this 

paper a multiobjective optimization algorithm based on PSO applied to the optimal design of 

photovoltaic grid-connected systems (PVGCSs) is presented. The proposed methodology intends to 

suggest the optimal number of system devices and the optimal PV module installation details, such 

that the economic and environmental benefits achieved during the system’s operational lifetime 

period are both maximized. The objective function describing the economic benefit of the proposed 

optimization process is the lifetime system’s total net profit which is calculated according to the 

method of the Net Present Value (NPV). The second objective function, which corresponds to the 

environmental benefit, equals to the pollutant gas emissions avoided due to the use of the PVGCS. 

The optimization’s decision variables are the optimal number of the PV modules, the PV modules 

optimal tilt angle, the optimal placement of the PV modules within the available installation area and 

the optimal distribution of the PV modules among the DC/AC converters.  

 

Keywords: Environmental, economic, multiobjective optimization, particle swarm optimization, 

photovoltaic systems.  

 

1.  Introduction 

The energy produced by conventional energy sources results in increased Green House Gas (GHG) 

emissions which, if not drastically reduced, threaten the global climate’s stability. The disadvantage 

of the fossil fuels described above combined with the depletion of their reserves and the rapid 

growth of the energy demands has leaded to the exploitation of benign sources of energy, such as 

Renewable Energy Sources (RES). Those alternative energy production systems, such as 

Photovoltaic (PV) systems are being supported by many governments on a worldwide basis by 

means of subsidization of the initial capital invested on them. The photovoltaic grid-connected 

systems (PVGCSs) are used to supply the local electric grid with the total energy produced by PV 
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modules. The investment on the installation of PVGCSs is further supported by providing high 

selling prices of the generated energy from the PV modules, as a significant form of RES 

applications.  

As shown in Fig.1 a PVGCS is comprised of several DC/AC converters while every DC/AC 

converter’s DC input is connected with a PV array which consists of a number of parallel branches 

of PV modules, while each branch includes several PV modules connected in series.  

 

Fig. 1.  

 

The PVGCS sizing ratio, which is equal to the quotient of the nominal power of the PV array to 

the nominal power of the total DC/AC converters, is investigated in [1] and [2]. In [1] the optimal 

sizing ratio is examined through the the TRNSYS simulation tool for several components costs and 

solar irradiation scenarios. The PVGCS sizing ratio, for which the total system cost is being 

minimized, is considered to be affected by the solar irradiation conditions at the installation site and 

the efficiency of the DC/AC converters. In [2] the PVGCS sizing ratio, is investigated in order to 

minimize the total system cost. Through simulations of the system operation for several locations in 

Europe and USA it can be concluded that the optimal ratio depends on the DC/AC converter 

technical characteristics, the orientation of the PV modules and the costs of the system’s devices. A 

methodology for the optimal selection of the PVGCS installation site is presented in [3]. The 

selection of optimal installation site of the PVGCSs is implemented by decision-support systems 

incorporating multi-criteria analysis and analytic hierarchy process together with geographical 

information systems (GIS) technology, taking into account environmental, location, topographic and 

climate factors. A methodology for the optimal sizing of PVGCSs is proposed in [4]. This 

methodology reaches the best compromise between technical and economic aspects using a 

multiobjective optimization approach. The technical impacts are related to the improvement of the 

voltage stability due to the stochastic PV energy production variation. The economic objectives are 

related to the PVGCS economic profitability and the cost of the feeder power losses. A method for 

the optimal design and the economic analysis of PVGCSs is presented in [5]. As shown, the 

profitability and the design of the PVGCS can be significantly influenced by factors such as the cost 

of land required for the installation, the subsidization rate and the selling price of the produced 

energy. The objective of this methodology is the maximization of the system’s Net Present Value, 

while the optimal solutions are explored using a Particle Swarm Optimization (PSO) approach 

approach. 

 However, most of the design methodologies described above do not take into account several 

important factors, such as the PV modules tilt angle value, the costs of the installation’s land and the 
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construction of the PV modules mounting structures and economic parameters such as the taxation 

rate of the economic receipts, which can highly influence the design procedure. Moreover, the 

optimization methodologies are often implemented using conventional programming techniques, 

which do not guarantee convergence to the optimal solution. 

In this paper, a methodology for the design optimization of PVGCSs is presented intending to 

suggest the optimal values of the PVGCSs installation details such as the number of the PV modules 

and the DC/AC converters, the PV modules optimal tilt angle, the optimal placement of the PV 

modules within the installation land and the optimal distribution among the DC/AC converters. The 

design optimization aims towards the maximization of both the economic and environmental 

benefits received by the use of PVGCSs. For this reason, a multiobjective technique based on PSO 

approach, with several variations, has been developed and is presented in this paper. The proposed 

multiobjective algorithm was applied to the proposed methodology for the concurrent optimization 

of the objective functions representing the system’s benefits subject to maximization. Compared to 

conventional optimization methods this evolutionary technique of PSO is able of exploring the 

problem’s search space with lower computational complexity, especially in cases of complicated and 

non-linear objective functions or constraints, like the current problem. 

 

2. The proposed methodology and the system models involved  

The proposed methodology’s algorithm initiates by the insertion of the case study’s inputs 

containing the technical and economic characteristics of commercially available devices (PV 

modules and DC/AC converters) along with meteorological data collected for the selected for the 

installation site and a series of economic parameters. The economic characteristics of the system’s 

devices are the installation and annual maintenance costs per unit. The rest of parameters loaded 

from the database are the hourly solar irradiation and ambient temperature values during the year, the 

available area dimensions, the local economy’s parameters and finally, parameters used for the 

computation of the cost of the land and the mounting structures of PV modules. In order to take into 

account detailed parameters of the installation’s structure during the PVGCS multiobjective 

optimization, several models have been incorporated, describing the distribution of the PV modules 

among the system’s DC/AC converters, their arrangement into the available area and the estimated 

cost of the PV modules’ mounting structures, proposed in [5]. 

The methodology described in this paper is applicable for PVGCSs and, therefore, it is considered 

that the total energy produced is injected to the electric grid. The produced energy is calculated on an 

hourly basis for a one-year time period and the calculated annual PVGCS energy production is 

assumed to be constant during the system’s operational lifetime. The output power of the selected 
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PV module on day d (1≤ d ≤365) and at hour t (1≤ t ≤24), d
MP (t,β)  (W), is calculated as described by 

E. Lorenzo [6]. The PV modules tilt angle, ( )β  , is considered to be constant during the year. 

As shown in Fig. 1, each PV array consists of pN  parallel branches of PV modules ( 1pN  ), 

while each branch consists of sN  PV modules connected in series ( 1sN  ). The utilized modeling 

figures the required number of DC/AC converters for a PVGCS of a total number of PV modules 

equal to 
1N  and distributes the 

1N  PV modules to the system’s DC/AC converters. The attainable 

distribution described is implemented by using the values of the minimum and maximum input 

voltage and the maximum input power for the selected DC/AC converter type, as well as the output 

voltage and power at the Maximum Power Point (MPP) for the selected PV module type. 

The PV modules are arranged within the area in multiple rows facing south, where each row is 

comprised of multiple lines, 2N . The arrangement details are calculated according to [5], while the 

adequate distance between adjacent rows,
y

F , in order to eliminate the mutual shading of the PV 

modules during each hour of the year is calculated as described in [7]. The dimensions of the useful 

area finally occupied by PV modules, 1D  (m) and 2D  (m), are also calculated as proposed in [5]. 

In order to incorporate the cost of the PV module mounting structures in the optimal sizing 

procedure, a generalized model has been used [5]. The mounting structures are manufactured using 

metallic spars. The calculation of the corresponding cost is based on the calculation of the total raw 

materials required. The specific model’s outputs are the total length of the metallic spars, B (m), 

required for the installation of the entire PVGCS and the total volume of the concrete bases, ΒΒ
 

( 3m ). The total cost of the mounting structures, BC
 
(€), is equal to the sum of the metallic spars and 

the concrete foundation bases costs: 

 

 B B BS
C = B c +B c 

 (1) 

 

where 
S

c  (€/m) is the cost per length of the metallic spars and B
c  ( 3€ / m ) is the cost per volume of 

the concrete bases. The value of Sc  typically depends on the required thickness of the construction 

material and is specified by the designer. 

 After inserting the inputs of the current methodology, the PV energy production data is computed 

as described above. Afterwards, a multiobjective PSO algorithm is applied for the production of 

several resulting PVGCSs using appropriate multiobjective methods and the system models 

incorporated for the estimation of the objective functions (net profits and environmental benefits) of 

each new solution. 
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3. The proposed multiobjective PSO algorithm 

The PSO algorithm is a stochastic optimization technique based on the evolution of a population 

of solutions. It was proposed by Eberhart and Kennedy [8] as an alternative method to the Genetic 

Algorithms (GAs) inspired by the social behavior of the bird swarms. The basic PSO algorithm for 

the calculation of the next position of the particle is: 

 

 
1 1 1, 2 2,( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )i i ii i iv j =v j c r j pbest j x j c r j gbest j x j

   
            (2) 

 

 1 1( ) ( ) ( )ii ix j v j +x j       (3) 

 

where i is the number of iteration, j is the variable of the optimization vector, ( )ix j  is the value of 

the variable j at the iteration i, ( )iv j  is the velocity of the variable j at the iteration i, 1
c  and 

2
c  are 

constant variables usually set equal to 2, 1,ir  and 2,ir  are random variables in the range [0,1], 

( )pbest j  is the value of the variable j of the best solution of the specific particle up to the iteration i 

and ( )gbest j is the value of the variable j of the best solution located by the swarm up to the 

iteration i. Eberhart et al. [9] proposed the limiting of the speed of each particle to a range 

[ max-v , maxv ] in order to reduce the possibility of particle flying out of the problem’s space. Shi and 

Eberhart [11] noted that the lack of the velocity memory ( ( )iv j  in (2)) the swarm results in cramping 

at the global best solution found within the initial swarm. In contrary, the velocity memory pushes 

the swarm to behave oppositely, providing a global search. In order to balance between exploration 

and exploitation a modified PSO algorithm, incorporating an inertia weight, w, was introduced thus: 

 

 
1 1 1, 2 2,( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )i i ii i iv j = w v j c r j pbest j x j c r j gbest j x j

   
                 (4) 

 

In [11] it is proposed that the value of w is initially set to 0.9 reducing linearly to 0.4 during a 

number of optimization iterations. Constriction is a substitutional way of controlling the behavior of 

particles. Instead of applying inertia weight to the velocity memory, in [12] a method known as 

Constriction PSO (CPSO), incorporating a constriction factor, χ, to the new velocity is presented: 

 

 
1 1 1, 2 2,( ) { ( ) ( ) ( ) ( ) ( ) ( ) ( ) }i i ii i iv j = v j c r j pbest j x j c r j gbest j x j

   
             (5) 

 

Where χ is the constriction factor calculated is following: 
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2

2

2 4c c c
 

   
 (6) 

 

and c is equal to 1 2, 4c= c c c  . 

When optimizing two or more competitive objective functions together, the arising problem is the 

definition of a model satisfying the conflicting objective functions. This problem is called 

multiobjective optimization. In multiobjective optimization, the solution is chosen from a set of 

solutions called Pareto front [13]. Given two vectors *
1y  and *

2
y  where *

1 1,1 1,2 1,
[ , ... ]

k
y y y y , 

*
2 2,1 2,2 2,

[ , ... ]
k

y y y y , k is the number of the problem’s objective functions and 1,iy , 2,iy  are the 

values of the i-th objective function for the two vectors, respectively. If each objective function is 

subject to maximization and 1, 2, , [1, ]i iy y i k    then it is considered that *
1y  dominates *

2y  

( * *
1 2y y ). A vector *

1y  is called Pareto optimal if it is not dominated by any other feasible solution. 

Several methods have been proposed for the multiobjective optimization using PSO that are, 

generally, based on the concept of Pareto dominance. 

In [14] an algorithm that sums the problem’s objective functions in one is presented in three 

different ways. The first approach includes a linear combination with coefficients determined during 

the algorithm’s execution, the second approach a dynamic combination function with gradually 

altering weights and, finally, the third approach includes a combination function with suddenly 

altering weights (bang bang aggregation approach). The sharing of the population members in 

equally sized sub-populations is proposed in [15]. In each subpopulation a linear combination of the 

objective functions is used with different weights and evolves following the best solution emerging 

between its members. In [16] and [17] an algorithm which optimizes each objective function 

separately according to the ranking of their importance, is presented. In [18] the simultaneous 

optimization of the objective functions is applied using a corresponding number of swarms that 

exchange information relative with the best solutions located. This algorithm is called VEPSO, 

inspired from a Genetic Algorithms (GAs) approach. In [19] the multi-species PSO is proposed 

where the multiobjective optimization problem is treated as a problem of single objective functions, 

each one corresponding to a sub-swarm. Like in the previous approach, the populations 

communicate by sending the characteristics of their best particles. A scheme based on Pareto 

dominance is presented in [20]. In this methodology the combination of the searching process and 

the personal best solutions of the particles (pbest vectors) is of high importance. The personal best 

solution of each particle is considered to be randomly chosen from a list with the total non-

dominated solutions located by the specific particle. In [21] an approach is presented where all the 

non-dominated solution located are stored in a structure from which the nearest solution is chosen as 
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the global best solution for the application of the PSO algorithm. Moreover, a “mutation” operator is 

used to affect PSO’s velocity vector. In [22] the dominance theory is used to direct the particles, 

using clustering techniques for the division of the subpopulation aiming towards the dispersion of 

the particles in the search space. The “Particle Swarm Inspired Evolutionary Algorithm” (PS-EA) is 

presented in [23]. This method is a hybrid PSO and evolutionary algorithm based on the competition 

between the operators of the two methods. The proposed algorithm includes mutation and selection 

operators that utilize the Pareto ranking. In [24] the coveringMOPSO (cvMOPSO) algorithm is 

presented. The operation of the cvMOPSO is divided in two phases. Initially, the Pareto front is 

being reached approximately and then, the population is being distributed around the solutions of the 

existing front. The investigators of this method claim that this is a way of better exploration of the 

dominant solutions. In [25] the application of PSO is proposed together with the use of several 

methods for the insertion or the deletion of Pareto solutions. The methods presented are related to 

the diversity of the solutions of the existing Pareto front. The method proposed in [26] involves 

mechanisms of combination of the whole population’s members together with their personal best 

solutions into a united population from which only the non-dominated solutions are chosen for the 

next swarm. Moreover, the personal best solution of each particle is selected randomly from a list 

with all the non-dominated solutions located by the specific particle. Several modifications of the 

PSO algorithm are proposed in [27]. The dependence between the random factors ( 1,ir  and 2,ir ) and 

the application of a weighting factor to the second and the third component of the PSO equation are 

among the changes proposed. Also, the storing of all the non-dominated solutions found by each 

particle is proposed. The deletion of Pareto solutions and the choice of the global optimal solution 

for the particles according to a probability density function are presented in [28]. The Pareto front is 

being ranked by taking into account the density of members in each solution’s area and the global 

optimal solution is chosen randomly from its top. In [29] the clustMPSO algorithm is presented. The 

specific approach combines clustering techniques with PSO methods and divides the population to 

subsets. The final Pareto front is the join of the separate fronts emerging in each sub-swarm. The 

specific algorithm was applied to the multiobjective optimization of biochemistry problem. 

In this paper, an alternative PSO algorithm is proposed for the optimization of multiobjective 

problems. The proposed algorithm starts with the random initialization of the initial population. The 

repairing algorithm is applied for the correction of the initial particles that violate the problem’s 

constraints. The repairing algorithm developed modifies the values of the decision variables of those 

particles such that all of constraints are fully satisfied. The constraints refer to the feasibility of the 

arrangement of the PV modules into the available land area, the distribution of the PV modules 

among the system’s DC/AC Converters and the values range of each decision variable and are 

examined through appropriate simulation algorithms. The feasible swarm is then evaluated by each 
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objective function separately and the corresponding values are stored, while a global best solution 

kgbest  arises for each one of the k objective functions. Afterwards, the 
kpbest  vectors are being 

initialized for every single objective function. The algorithm’s initialization process ends with the 

creation of the initial Pareto set with the non-dominated solutions inside the initial swarm. When the 

computations described above are completed, the iterative procedure starts with the application, 

initially, of the multiobjective PSO algorithm which its velocity equation is a variation of either the 

simple PSO method (2) or the inertia PSO (4) or the CPSO method (5). The resulting variants are 

named MOPSO1, MOPSO2 and MOPSO3, respectively, and are described by the following 

equations: 

 
1 1 1, 2 2,

( ) - ( ) ( ) - ( )

( ) ( ) ( ) ( )
i ik k

k k
ii i i

pbest j x j gbest j x j

v j v j c r j c r j
k k

   
   

      
 

     (7) 

 

 
1 1 1, 2 2,

( ) - ( ) ( ) - ( )

( ) ( ) ( ) ( )
i ik k

k k
ii i i

pbest j x j gbest j x j

v j w v j c r j c r j
k k

   
   

       
 

     (8) 

 
  1 1 1, 2 2,

( ) - ( ) ( ) - ( )

( ) ( ) ( ) ( )
i ik k

k k
ii i i

pbest j x j gbest j x j

v j v j c r j c r j
k k




   
   

       
 

 (9) 

The new population is, then, formed according to (3). Three other variations of the velocity equation 

of the proposed multiobjective algorithm are, also, presented in this paper. The basic difference from 

the variants described above lies on the formation of the third component of the PSO algorithm 

(related with the global optimal solutions). In particular, in these variants, the global optimal 

solution’s values are being replaced by the values ( )rgbest j  of a randomly chosen member of the 

existing Pareto set, up to the instant iteration. In these variants, the velocity equations could also be 

variations of either the simple PSO method (2) or the inertia PSO (4) or the CPSO method (5). The 

resulting variants are named MOPSO4, MOPSO5 and MOPSO6, respectively, and are described by 

the following equations: 

 

 
1 1 1, 2 2,

( ) - ( )

( ) ( ) ( ) ( ) ( ) - ( )
ik

k
ri ii i i

pbest j x j

v j v j c r j c r j gbest j x j
k

 
 

 
       


     (10) 

 

 
1 1 1, 2 2,

( ) - ( )

( ) ( ) ( ) ( ) ( ) - ( )
ik

k
ri ii i i

pbest j x j

v j w v j c r j c r j gbest j x j
k

 
 

 
        


     (11) 
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  1 1 1, 2 2,

( ) - ( )

( ) ( ) ( ) ( ) ( ) - ( )
ik

k
ri ii i i

pbest j x j

v j v j c r j c r j gbest j x j
k




 
 

 
        


     (12) 

 

After the application of a variant of the multiobjective PSO algorithm, the repairing algorithm is 

applied and every particle is evaluated according to each objective function, separately, while the 

k
pbest  vectors are being updated. At the end of each iteration, the Pareto set is being updated by 

adding new dominant solutions or removing previous Pareto solutions that are dominated by newly 

generated members of the current population. The population’s size remains constant during the 

algorithm’s execution, while the size of the Pareto set changes dynamically. After a specific 

predefined number of iterations, the proposed multiobjective algorithm gives the located Pareto 

front. In Fig. 2 the flowchart of the proposed multiobjective PSO algorithm is shown. 

 

4. The objective functions of the multiobjective maximization process  

In the proposed method, the decision variables used during the optimization procedure are 1N , 2N  

and  . The optimal total number of DC/AC converters and the distribution of the PV modules 

among them, the dimensions of the required area and the optimal placement of the PV modules into 

the available area are calculated using the optimal values of the three decision variables. The 

multiobjective problem involves the maximization of two objective functions, representing the 

economic and the environmental benefits arising due to the installation of the PVGCS. 

 

Fig. 2.  

 

The first objective function subject to maximization is the PVGCS total net profit function, 1( )f x  

(€), and is calculated according to the widely used methodology of NPV: 

 

 1( ) = ( ) ( ) ( ) c mEf P -C -Cx x x x      (13) 

 

where x  represents the vector of the decision variables,
 

( )EP x
 
(€) represents the total profits 

achieved during the system’s lifetime period,
 

( )cC x  (€) is the total capital and ( )mC x  (€) the total 

maintenance cost. The total net profit achieved during the PVGCS operational lifetime period 

depends on the amount of energy generated by the system’s PV modules and on the price that the 

energy produced by the PVGCS is sold to the electric grid and not on the price that the electric grid 

customers purchase the electric energy from the electric grid operator in order to fulfil their energy 

requirements, or the corresponding load profile. 
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The total capital cost, ( )cC x , is calculated as follows: 

    ( ) =
100c PV INV L B1 dc

sC 1- N C +N C +C +C  x      (14) 

 

where  (%)s  is the subsidization rate, PVC
 
(€) and INVC  (€) are the capital costs of each PV module 

and DC/AC converter, respectively, 
dc

N  is the number of the DC/AC converters required for the 

installation of 1N  PV modules, calculated according to [5], LC  (€) is the cost of the installation area 

and BC
 
(€)

 
is the cost of the mounting structures (1).  

The cost of the required installation area, LC , is calculated as follows: 

 

 L 1 2 l
C = D D c       (15) 

 

where l
c

 
is the cost of the land per unit (€/ 2m ).  

The present value of the maintenance cost, ( )mC x , during the PVGCS operational lifetime period 

is calculated using the following equation: 

 

    ( ) =

n

m PV INV1 TCdc

1+ g
1-

1+i
C N M + N M 1+ g + R

i - g

  
  
  
 
 
 
 

   x      (16) 

 

where PVM
 
and INVM

 
(€/year) are the annual maintenance costs per unit of the PV modules and the 

DC/AC converters, respectively, g  (%) is the annual inflation rate, i  (%) is the nominal annual 

discount rate and TCR
 
(€) is the present value of the total cost of repairing the PVGCS DC/AC 

converters: 

 

 
 

 

j

costTC dc j
j=k*

1+ g
R = N R

1+i

 
 
 
  

        (17) 

 

where k*  are the year numbers that the DC/AC converters must be repaired and costR
 
(€) is the cost 

of each DC/AC converter repairing. 

The k*  values depend on the number of repairs during the PVGCS lifetime, rN , which is calculated 

as follows: 
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 r

n 24 365
N =

MTBF

 
 (18) 

 

where MTBF  (h) is the mean time between failures of the DC/AC converters. 

The present value of the total profits achieved from selling the PV generated energy to the electric 

grid, ( )EP x
 
(€), is calculated as follows: 

  ( ) = 1-
100

n

totE O 1

1
1-

1+i
taxP C N E

i

  
  
      x      (19) 

 

 
d365 24

M
tot INV MPPT

i=1d=1

P (t,β)
E = n n Δt 

W1000
kW

        (20) 

 

where tax (%) represents the taxation rate of the profits, 
OC

 
(€/kWh) is the energy selling price, totΕ

 

(kWh) is the total annual energy generated by each PV module, Δt  is the simulation time step, set to 

=1hourΔt , INVn
 
is the DC/AC converter’s efficiency and MPPTn

 
is a conversion factor indicating 

the MPPT accuracy of the DC/AC converter.  

The second objective function subject to maximization is the PVGCS total environmental benefit 

function, 2( )f x  (kg CO2), describing the total CO2 emissions avoided due to the use of the PVGCS 

according to the method of Life Cycle Assessment (LCA) [30]: 

 
 2( ) = ( ) ( ) ( ) conv instPVGCSf E - E - Ex x x x      (21) 

 

where ( )convE x  describes the CO2 emissions released by a conventional energy generation system for 

the production of the total energy estimated to be generated by the PVGCS, ( )PVGCSE x  describes the 

CO2 emissions released by the PVGCS and ( ) instE x describes the CO2 emissions released during the 

production and installation of the structure of the PVGCS. The CO2 emissions released by a 

conventional energy generation system, ( )convE x (kg CO2), are calculated as follows: 

 
 1( ) conv tot convE N E f  x      (22) 

 

where convf  (kg CO2 per kWh) is a factor indicating the estimated CO2 emissions released by a 

conventional energy source system per energy unit. In Table 1, the value of this factor for several 
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conventional sources is shown [31]. The CO2 emissions released by a PV system, ( )PVGCSE x (kg 

CO2), are calculated as follows: 

 
 1( ) = tot PVPVGCSE N E f x      (23) 

 

where PVf  (kg CO2 per kWh) is a factor indicating the estimated CO2 emissions released by a PV 

system per energy unit. The corresponding value is equal to 0.098 kg/kWh according to [31]. The 

CO2 emissions released during the production and installation of the devices of a PV system, 

( ) instE x (kg CO2), are calculated as follows: 

 
 ( ) =inst Peak prod

E P fx      (24) 

 

where prod
f  (kg CO2 per kWp) is a factor indicating the estimated CO2 emissions released during 

the production and installation of a PV system per installed power unit and Peak
P  (kWp) is the 

PVGCS installed power equal to : 

 1= /1000PVPeak
P P N      (25) 

 

where PVP (W) is the nominal power of the selected PV module, according to the specifications of 

its manufacturer. The value of prod
f  can be set equal to 1392.1 kg CO2 per kWp according to [32]. 

 

Table 1 

Carbon Oil Natural 

Gas 

Diesel 

955 818 430 772 

The CO2 emissions per energy unit (kg/kWh) for several conventional energy sources 

 

5. Results 

The methodology described in the previous sections has been applied for the optimal design of 

PVGCSs joint to the electric network of the island of Crete. The daily global solar irradiation on 

horizontal plane and the hourly mean ambient temperature data that were recorded at the area of the 

Technical University of Crete (latitude: 35 ο ). According to the current local market prices, the cost 

of the metallic spars, Sc , was set equal to 33€/m and the cost of the concrete foundation bases, Bc , 

was set equal to 3230€ / m . The annual inflation rate, g , was set equal to 4% and the nominal annual 
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discount rate, i , was set equal to 8%. According to the Greek legislation, the selling price of the 

energy produced by the PVGCS has been set to 
OC 0.50€ / kWh  for systems with total installed 

PV modules power up to 100kW and to OC 0.45€ / kWh  for systems with higher installed power. 

Also, the PVGCS operational lifetime period has been set equal to 25 years. The main energy source 

for the island of Crete is considered to be the oil, with a corresponding value of CO2 emissions per 

energy unit equal to convf = 0.818 kg CO2 per kWh. In Table 2, the optimal sizing results according 

to the objective functions of the environmental and the economic benefits, separately, are shown. 

The upper limits of the decision variables 1N  and 2N  were set equal to U
1N =5 000 and U

2N =100 

while the dimensions of the available land are set equal to 1DIM =10m (southern side) and 

2DIM =100m (western side). The results shown, were generated for subsidization rate equal to s  = 

0% , taxation rate equal to tax = 0% and cost of the installation area equal to  2
l

c = 0 € / m . The NPV 

(f1) is presented together with the total cash inflows, the total expenses, the discounted payback time 

(n*) [5] and the Internal Rate of Return (IRR) [5] of the proposed PVGCS. 
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Table 2 

 
Optimal PVGCS according to 

environmental benefit 

Optimal PVGCS according 

to economic benefit 

1
N  684 576 

2
N  100 12 

β  27
ο
 8

ο
 

dc
N  19 16 

( )
1

f NPV  288 270.77€ 544 565.07€ 

( )cC x  747 597.27€ 396 433.79€ 

( )mC x  69 512.96€ 65 982.35€ 

( )
E

P x  1 105 381€ 1 006 981.21€ 

n*  12.3 years 5.7 years 

IRR  13% 22% 

2
f  3 980 155 kg CO2 3 259 665 kg CO2 

conv PVGCS
E (x) - E (x)  4 142 029 kg CO2 3 395 979 kg CO2 

inst
E (x)  161 873 kg CO2 136 314 kg CO2 

 The PVGCS optimal structure and analysis according to either environmental or economic 

benefits in case that s  = 0%, 20 € / m
l

c = , tax = 0%, 
1

DIM =10m, 
2

DIM =100m. 

 

As shown in Table 2, the single-objective design optimization of the PVGCS according to 

environmental and economic benefits, separately, results in two totally different system structures. 

Also, the values of the objective functions for the two resulting systems are very different (e.g. the 

NPV of the optimal system according to the economic benefits is about two times higher than the 

NPV of the optimal system according to the environmental benefits). It is also profound that there 

are many differences between the system parameters of the two resulting cases described above, 

which is expected, since the single-objective environmental optimization actually is identical to the 

maximization of the system’s energy production, while the economic optimization refers to the total 

net profit maximization, including several costs, which often results in a totally different system 

structure. Therefore, it can be concluded that the two objective functions of the proposed PVGCS 
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methodology are mutually competitive and the multiobjective optimization procedure is of high 

importance.  

The proposed multiobjective PSO variants were applied for the simultaneous multiobjective 

optimization of the two objective functions, describing the economic and environmental benefits of 

the PVGCS under design. The results shown below refer to PVGCSs with economic and available 

land parameters equal to those reported above, for the production of the results presented in Table 2. 

In Figs. 3 – 8 the Pareto front calculated by the application of the MOPSO1, MOPSO2, MOPSO3, 

MOPSO4, MOPSO5 & MOPSO6 variants are shown. More specifically, following figures depict the 

Pareto optimal PVGCS solutions, relatively to the respective economic and environmental benefits 

of each solution. The proposed algorithms were applied for 2 000 iterations. Through sufficient 

number of trials, it was observed that after this number of iterations, the Pareto front located remains 

unchangeable. 

 

Fig. 3.  

Fig. 4.  

Fig. 5.  

Fig. 6.  

Fig. 7.  

Fig. 8.  

 

 It can be observed that the MOPSO4, MOPSO5 & MOPSO6 variants, based on the usage of 

randomly chosen solutions of the existing Pareto sets, fail to explore adequately the Pareto area close 

to the optimal results according to economic benefits (higher values of f1), while the MOPSO5 

variant with the usage of an inertia weight works slightly better. In contrary, the MOPSO1, 

MOPSO2 & MOPSO3 variants have a better performance, with the MOPSO2 variant, incorporating 

the usage of an inertia weight, outbalance the two other methods. In Fig. 9, the six variant schemes 

of the proposed multiobjective PSO technique are compared together for the multiobjective optimal 

design of the PVGCS described above. 

 

Fig. 9.  

 

As shown in Fig. 9, all of the proposed multiobjective PSO variants locate a satisfactory number 

of Pareto solutions (usually more than 20), while some of them perform slightly better, as mentioned 

above. In Fig. 10 the number of Pareto solutions located by the MOPSO2 variant is shown for 

several numbers of iterations applied. The runtime of the proposed algorithms for the execution of 
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2 000 iterations does not exceed the total time of two minutes. The PVGCS multiobjective optimal 

sizing algorithm using PSO was developed using the C++ language and the CPU times referred were 

gathered using a PC with a 3.0GHz CPU. 

 

Fig. 10.  

 

6. Conclusions 

The energy crisis due to the increasing energy demands and the pollution caused by conventional 

energy generating sources have resulted to the wide use of PVGCSs for providing the electric grid 

with the PV generated energy. In many countries private investors are encouraged to invest on 

PVGCSs by means of subsidization of the installation’s cost. A methodology for the optimal sizing 

and analysis of the economic and environmental profitability of PVGCSs has been presented in this 

paper. The purpose of the proposed methodology is to suggest the optimal design parameters of a 

PVGCS such that the economic and environmental are both maximized. Several variants of a 

multiobjective algorithm based on PSO have been developed for the optimization of multiple 

objective functions. The proposed multiobjective PSO variants have been applied for the 

multiobjective design optimization of PVGCSs. It was observed that the MOPSO2 variant, based on 

the usage of the mean values of the personal and global best solutions for each objective function 

and the application of an inertia weight to the PSO velocity equation, outperformed the rest of the 

proposed multiobjective PSO variations. 

According to the optimization results, the multiobjective optimization of the proposed 

methodology is meaningful, while the proposed multiobjective PSO variants achieve the exploration 

of the Pareto front and the location of a sufficient number of Pareto optimal solutions, providing 

multiple alternative PVGCS structures in a very short time. 
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Abstract 

Particle Swarm Optimization (PSO) is a highly efficient evolutionary optimization algorithm. In this 

paper a multiobjective optimization algorithm based on PSO applied to the optimal design of 

photovoltaic grid-connected systems (PVGCSs) is presented. The proposed methodology intends to 

suggest the optimal number of system devices and the optimal PV module installation details, such 

that the economic and environmental benefits achieved during the system’s operational lifetime 

period are both maximized. The objective function describing the economic benefit of the proposed 

optimization process is the lifetime system’s total net profit which is calculated according to the 

method of the Net Present Value (NPV). The second objective function, which corresponds to the 

environmental benefit, equals to the pollutant gas emissions avoided due to the use of the PVGCS. 

The optimization’s decision variables are the optimal number of the PV modules, the PV modules 

optimal tilt angle, the optimal placement of the PV modules within the available installation area and 

the optimal distribution of the PV modules among the DC/AC converters.  

 

Keywords: Environmental, economic, multiobjective optimization, particle swarm optimization, 

photovoltaic systems.  

 

1.  Introduction 

The energy produced by conventional energy sources results in increased Green House Gas (GHG) 

emissions which, if not drastically reduced, threaten the global climate’s stability. The disadvantage 

of the fossil fuels described above combined with the depletion of their reserves and the rapid 

growth of the energy demands has leaded to the exploitation of benign sources of energy, such as 

Renewable Energy Sources (RES). Those alternative energy production systems, such as 

Photovoltaic (PV) systems are being supported by many governments on a worldwide basis by 

means of subsidization of the initial capital invested on them. The photovoltaic grid-connected 

systems (PVGCSs) are used to supply the local electric grid with the total energy produced by PV 
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modules. The investment on the installation of PVGCSs is further supported by providing high 

selling prices of the generated energy from the PV modules, as a significant form of RES 

applications.  

As shown in Fig.1 a PVGCS is comprised of several DC/AC converters while every DC/AC 

converter’s DC input is connected with a PV array which consists of a number of parallel branches 

of PV modules, while each branch includes several PV modules connected in series.  

 

Fig. 1.  

 

The PVGCS sizing ratio, which is equal to the quotient of the nominal power of the PV array to 

the nominal power of the total DC/AC converters, is investigated in [1] and [2]. In [1] the optimal 

sizing ratio is examined through the the TRNSYS simulation tool for several components costs and 

solar irradiation scenarios. The PVGCS sizing ratio, for which the total system cost is being 

minimized, is considered to be affected by the solar irradiation conditions at the installation site and 

the efficiency of the DC/AC converters. In [2] the PVGCS sizing ratio, is investigated in order to 

minimize the total system cost. Through simulations of the system operation for several locations in 

Europe and USA it can be concluded that the optimal ratio depends on the DC/AC converter 

technical characteristics, the orientation of the PV modules and the costs of the system’s devices. A 

methodology for the optimal selection of the PVGCS installation site is presented in [3]. The 

selection of optimal installation site of the PVGCSs is implemented by decision-support systems 

incorporating multi-criteria analysis and analytic hierarchy process together with geographical 

information systems (GIS) technology, taking into account environmental, location, topographic and 

climate factors. A methodology for the optimal sizing of PVGCSs is proposed in [4]. This 

methodology reaches the best compromise between technical and economic aspects using a 

multiobjective optimization approach. The technical impacts are related to the improvement of the 

voltage stability due to the stochastic PV energy production variation. The economic objectives are 

related to the PVGCS economic profitability and the cost of the feeder power losses. A method for 

the optimal design and the economic analysis of PVGCSs is presented in [5]. As shown, the 

profitability and the design of the PVGCS can be significantly influenced by factors such as the cost 

of land required for the installation, the subsidization rate and the selling price of the produced 

energy. The objective of this methodology is the maximization of the system’s Net Present Value, 

while the optimal solutions are explored using a Particle Swarm Optimization (PSO) approach 

approach. 

 However, most of the design methodologies described above do not take into account several 

important factors, such as the PV modules tilt angle value, the costs of the installation’s land and the 
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construction of the PV modules mounting structures and economic parameters such as the taxation 

rate of the economic receipts, which can highly influence the design procedure. Moreover, the 

optimization methodologies are often implemented using conventional programming techniques, 

which do not guarantee convergence to the optimal solution. 

In this paper, a methodology for the design optimization of PVGCSs is presented intending to 

suggest the optimal values of the PVGCSs installation details such as the number of the PV modules 

and the DC/AC converters, the PV modules optimal tilt angle, the optimal placement of the PV 

modules within the installation land and the optimal distribution among the DC/AC converters. The 

design optimization aims towards the maximization of both the economic and environmental 

benefits received by the use of PVGCSs. For this reason, a multiobjective technique based on PSO 

approach, with several variations, has been developed and is presented in this paper. The proposed 

multiobjective algorithm was applied to the proposed methodology for the concurrent optimization 

of the objective functions representing the system’s benefits subject to maximization. Compared to 

conventional optimization methods this evolutionary technique of PSO is able of exploring the 

problem’s search space with lower computational complexity, especially in cases of complicated and 

non-linear objective functions or constraints, like the current problem. 

 

2. The proposed methodology and the system models involved  

The proposed methodology’s algorithm initiates by the insertion of the case study’s inputs 

containing the technical and economic characteristics of commercially available devices (PV 

modules and DC/AC converters) along with meteorological data collected for the selected for the 

installation site and a series of economic parameters. The economic characteristics of the system’s 

devices are the installation and annual maintenance costs per unit. The rest of parameters loaded 

from the database are the hourly solar irradiation and ambient temperature values during the year, the 

available area dimensions, the local economy’s parameters and finally, parameters used for the 

computation of the cost of the land and the mounting structures of PV modules. In order to take into 

account detailed parameters of the installation’s structure during the PVGCS multiobjective 

optimization, several models have been incorporated, describing the distribution of the PV modules 

among the system’s DC/AC converters, their arrangement into the available area and the estimated 

cost of the PV modules’ mounting structures, proposed in [5]. 

The methodology described in this paper is applicable for PVGCSs and, therefore, it is considered 

that the total energy produced is injected to the electric grid. The produced energy is calculated on an 

hourly basis for a one-year time period and the calculated annual PVGCS energy production is 

assumed to be constant during the system’s operational lifetime. The output power of the selected 
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PV module on day d (1≤ d ≤365) and at hour t (1≤ t ≤24), d
MP (t,β)  (W), is calculated as described by 

E. Lorenzo [6]. The PV modules tilt angle, ( )β  , is considered to be constant during the year. 

As shown in Fig. 1, each PV array consists of pN  parallel branches of PV modules ( 1pN  ), 

while each branch consists of sN  PV modules connected in series ( 1sN  ). The utilized modeling 

figures the required number of DC/AC converters for a PVGCS of a total number of PV modules 

equal to 
1N  and distributes the 

1N  PV modules to the system’s DC/AC converters. The attainable 

distribution described is implemented by using the values of the minimum and maximum input 

voltage and the maximum input power for the selected DC/AC converter type, as well as the output 

voltage and power at the Maximum Power Point (MPP) for the selected PV module type. 

The PV modules are arranged within the area in multiple rows facing south, where each row is 

comprised of multiple lines, 2N . The arrangement details are calculated according to [5], while the 

adequate distance between adjacent rows,
y

F , in order to eliminate the mutual shading of the PV 

modules during each hour of the year is calculated as described in [7]. The dimensions of the useful 

area finally occupied by PV modules, 1D  (m) and 2D  (m), are also calculated as proposed in [5]. 

In order to incorporate the cost of the PV module mounting structures in the optimal sizing 

procedure, a generalized model has been used [5]. The mounting structures are manufactured using 

metallic spars. The calculation of the corresponding cost is based on the calculation of the total raw 

materials required. The specific model’s outputs are the total length of the metallic spars, B (m), 

required for the installation of the entire PVGCS and the total volume of the concrete bases, ΒΒ
 

( 3m ). The total cost of the mounting structures, BC
 
(€), is equal to the sum of the metallic spars and 

the concrete foundation bases costs: 

 

 B B BS
C = B c +B c 

 (1) 

 

where 
S

c  (€/m) is the cost per length of the metallic spars and B
c  ( 3€ / m ) is the cost per volume of 

the concrete bases. The value of Sc  typically depends on the required thickness of the construction 

material and is specified by the designer. 

 After inserting the inputs of the current methodology, the PV energy production data is computed 

as described above. Afterwards, a multiobjective PSO algorithm is applied for the production of 

several resulting PVGCSs using appropriate multiobjective methods and the system models 

incorporated for the estimation of the objective functions (net profits and environmental benefits) of 

each new solution. 
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3. The proposed multiobjective PSO algorithm 

The PSO algorithm is a stochastic optimization technique based on the evolution of a population 

of solutions. It was proposed by Eberhart and Kennedy [8] as an alternative method to the Genetic 

Algorithms (GAs) inspired by the social behavior of the bird swarms. The basic PSO algorithm for 

the calculation of the next position of the particle is: 

 

 
1 1 1, 2 2,( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )i i ii i iv j =v j c r j pbest j x j c r j gbest j x j

   
            (2) 

 

 1 1( ) ( ) ( )ii ix j v j +x j       (3) 

 

where i is the number of iteration, j is the variable of the optimization vector, ( )ix j  is the value of 

the variable j at the iteration i, ( )iv j  is the velocity of the variable j at the iteration i, 1
c  and 

2
c  are 

constant variables usually set equal to 2, 1,ir  and 2,ir  are random variables in the range [0,1], 

( )pbest j  is the value of the variable j of the best solution of the specific particle up to the iteration i 

and ( )gbest j is the value of the variable j of the best solution located by the swarm up to the 

iteration i. Eberhart et al. [9] proposed the limiting of the speed of each particle to a range 

[ max-v , maxv ] in order to reduce the possibility of particle flying out of the problem’s space. Shi and 

Eberhart [11] noted that the lack of the velocity memory ( ( )iv j  in (2)) the swarm results in cramping 

at the global best solution found within the initial swarm. In contrary, the velocity memory pushes 

the swarm to behave oppositely, providing a global search. In order to balance between exploration 

and exploitation a modified PSO algorithm, incorporating an inertia weight, w, was introduced thus: 

 

 
1 1 1, 2 2,( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )i i ii i iv j = w v j c r j pbest j x j c r j gbest j x j

   
                 (4) 

 

In [11] it is proposed that the value of w is initially set to 0.9 reducing linearly to 0.4 during a 

number of optimization iterations. Constriction is a substitutional way of controlling the behavior of 

particles. Instead of applying inertia weight to the velocity memory, in [12] a method known as 

Constriction PSO (CPSO), incorporating a constriction factor, χ, to the new velocity is presented: 

 

 
1 1 1, 2 2,( ) { ( ) ( ) ( ) ( ) ( ) ( ) ( ) }i i ii i iv j = v j c r j pbest j x j c r j gbest j x j

   
             (5) 

 

Where χ is the constriction factor calculated is following: 
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2

2

2 4c c c
 

   
 (6) 

 

and c is equal to 1 2, 4c= c c c  . 

When optimizing two or more competitive objective functions together, the arising problem is the 

definition of a model satisfying the conflicting objective functions. This problem is called 

multiobjective optimization. In multiobjective optimization, the solution is chosen from a set of 

solutions called Pareto front [13]. Given two vectors *
1y  and *

2
y  where *

1 1,1 1,2 1,
[ , ... ]

k
y y y y , 

*
2 2,1 2,2 2,

[ , ... ]
k

y y y y , k is the number of the problem’s objective functions and 1,iy , 2,iy  are the 

values of the i-th objective function for the two vectors, respectively. If each objective function is 

subject to maximization and 1, 2, , [1, ]i iy y i k    then it is considered that *
1y  dominates *

2y  

( * *
1 2y y ). A vector *

1y  is called Pareto optimal if it is not dominated by any other feasible solution. 

Several methods have been proposed for the multiobjective optimization using PSO that are, 

generally, based on the concept of Pareto dominance. 

In [14] an algorithm that sums the problem’s objective functions in one is presented in three 

different ways. The first approach includes a linear combination with coefficients determined during 

the algorithm’s execution, the second approach a dynamic combination function with gradually 

altering weights and, finally, the third approach includes a combination function with suddenly 

altering weights (bang bang aggregation approach). The sharing of the population members in 

equally sized sub-populations is proposed in [15]. In each subpopulation a linear combination of the 

objective functions is used with different weights and evolves following the best solution emerging 

between its members. In [16] and [17] an algorithm which optimizes each objective function 

separately according to the ranking of their importance, is presented. In [18] the simultaneous 

optimization of the objective functions is applied using a corresponding number of swarms that 

exchange information relative with the best solutions located. This algorithm is called VEPSO, 

inspired from a Genetic Algorithms (GAs) approach. In [19] the multi-species PSO is proposed 

where the multiobjective optimization problem is treated as a problem of single objective functions, 

each one corresponding to a sub-swarm. Like in the previous approach, the populations 

communicate by sending the characteristics of their best particles. A scheme based on Pareto 

dominance is presented in [20]. In this methodology the combination of the searching process and 

the personal best solutions of the particles (pbest vectors) is of high importance. The personal best 

solution of each particle is considered to be randomly chosen from a list with the total non-

dominated solutions located by the specific particle. In [21] an approach is presented where all the 

non-dominated solution located are stored in a structure from which the nearest solution is chosen as 
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the global best solution for the application of the PSO algorithm. Moreover, a “mutation” operator is 

used to affect PSO’s velocity vector. In [22] the dominance theory is used to direct the particles, 

using clustering techniques for the division of the subpopulation aiming towards the dispersion of 

the particles in the search space. The “Particle Swarm Inspired Evolutionary Algorithm” (PS-EA) is 

presented in [23]. This method is a hybrid PSO and evolutionary algorithm based on the competition 

between the operators of the two methods. The proposed algorithm includes mutation and selection 

operators that utilize the Pareto ranking. In [24] the coveringMOPSO (cvMOPSO) algorithm is 

presented. The operation of the cvMOPSO is divided in two phases. Initially, the Pareto front is 

being reached approximately and then, the population is being distributed around the solutions of the 

existing front. The investigators of this method claim that this is a way of better exploration of the 

dominant solutions. In [25] the application of PSO is proposed together with the use of several 

methods for the insertion or the deletion of Pareto solutions. The methods presented are related to 

the diversity of the solutions of the existing Pareto front. The method proposed in [26] involves 

mechanisms of combination of the whole population’s members together with their personal best 

solutions into a united population from which only the non-dominated solutions are chosen for the 

next swarm. Moreover, the personal best solution of each particle is selected randomly from a list 

with all the non-dominated solutions located by the specific particle. Several modifications of the 

PSO algorithm are proposed in [27]. The dependence between the random factors ( 1,ir  and 2,ir ) and 

the application of a weighting factor to the second and the third component of the PSO equation are 

among the changes proposed. Also, the storing of all the non-dominated solutions found by each 

particle is proposed. The deletion of Pareto solutions and the choice of the global optimal solution 

for the particles according to a probability density function are presented in [28]. The Pareto front is 

being ranked by taking into account the density of members in each solution’s area and the global 

optimal solution is chosen randomly from its top. In [29] the clustMPSO algorithm is presented. The 

specific approach combines clustering techniques with PSO methods and divides the population to 

subsets. The final Pareto front is the join of the separate fronts emerging in each sub-swarm. The 

specific algorithm was applied to the multiobjective optimization of biochemistry problem. 

In this paper, an alternative PSO algorithm is proposed for the optimization of multiobjective 

problems. The proposed algorithm starts with the random initialization of the initial population. The 

repairing algorithm is applied for the correction of the initial particles that violate the problem’s 

constraints. The repairing algorithm developed modifies the values of the decision variables of those 

particles such that all of constraints are fully satisfied. The constraints refer to the feasibility of the 

arrangement of the PV modules into the available land area, the distribution of the PV modules 

among the system’s DC/AC Converters and the values range of each decision variable and are 

examined through appropriate simulation algorithms. The feasible swarm is then evaluated by each 
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objective function separately and the corresponding values are stored, while a global best solution 

kgbest  arises for each one of the k objective functions. Afterwards, the 
kpbest  vectors are being 

initialized for every single objective function. The algorithm’s initialization process ends with the 

creation of the initial Pareto set with the non-dominated solutions inside the initial swarm. When the 

computations described above are completed, the iterative procedure starts with the application, 

initially, of the multiobjective PSO algorithm which its velocity equation is a variation of either the 

simple PSO method (2) or the inertia PSO (4) or the CPSO method (5). The resulting variants are 

named MOPSO1, MOPSO2 and MOPSO3, respectively, and are described by the following 

equations: 

 
1 1 1, 2 2,

( ) - ( ) ( ) - ( )

( ) ( ) ( ) ( )
i ik k

k k
ii i i

pbest j x j gbest j x j

v j v j c r j c r j
k k

   
   

      
 

     (7) 

 

 
1 1 1, 2 2,

( ) - ( ) ( ) - ( )

( ) ( ) ( ) ( )
i ik k

k k
ii i i

pbest j x j gbest j x j

v j w v j c r j c r j
k k

   
   

       
 

     (8) 

 
  1 1 1, 2 2,

( ) - ( ) ( ) - ( )

( ) ( ) ( ) ( )
i ik k

k k
ii i i

pbest j x j gbest j x j

v j v j c r j c r j
k k




   
   

       
 

 (9) 

The new population is, then, formed according to (3). Three other variations of the velocity equation 

of the proposed multiobjective algorithm are, also, presented in this paper. The basic difference from 

the variants described above lies on the formation of the third component of the PSO algorithm 

(related with the global optimal solutions). In particular, in these variants, the global optimal 

solution’s values are being replaced by the values ( )rgbest j  of a randomly chosen member of the 

existing Pareto set, up to the instant iteration. In these variants, the velocity equations could also be 

variations of either the simple PSO method (2) or the inertia PSO (4) or the CPSO method (5). The 

resulting variants are named MOPSO4, MOPSO5 and MOPSO6, respectively, and are described by 

the following equations: 

 

 
1 1 1, 2 2,

( ) - ( )

( ) ( ) ( ) ( ) ( ) - ( )
ik

k
ri ii i i

pbest j x j

v j v j c r j c r j gbest j x j
k

 
 

 
       


     (10) 

 

 
1 1 1, 2 2,

( ) - ( )

( ) ( ) ( ) ( ) ( ) - ( )
ik

k
ri ii i i

pbest j x j

v j w v j c r j c r j gbest j x j
k

 
 

 
        


     (11) 
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  1 1 1, 2 2,

( ) - ( )

( ) ( ) ( ) ( ) ( ) - ( )
ik

k
ri ii i i

pbest j x j

v j v j c r j c r j gbest j x j
k




 
 

 
        


     (12) 

 

After the application of a variant of the multiobjective PSO algorithm, the repairing algorithm is 

applied and every particle is evaluated according to each objective function, separately, while the 

k
pbest  vectors are being updated. At the end of each iteration, the Pareto set is being updated by 

adding new dominant solutions or removing previous Pareto solutions that are dominated by newly 

generated members of the current population. The population’s size remains constant during the 

algorithm’s execution, while the size of the Pareto set changes dynamically. After a specific 

predefined number of iterations, the proposed multiobjective algorithm gives the located Pareto 

front. In Fig. 2 the flowchart of the proposed multiobjective PSO algorithm is shown. 

 

4. The objective functions of the multiobjective maximization process  

In the proposed method, the decision variables used during the optimization procedure are 1N , 2N  

and  . The optimal total number of DC/AC converters and the distribution of the PV modules 

among them, the dimensions of the required area and the optimal placement of the PV modules into 

the available area are calculated using the optimal values of the three decision variables. The 

multiobjective problem involves the maximization of two objective functions, representing the 

economic and the environmental benefits arising due to the installation of the PVGCS. 

 

Fig. 2.  

 

The first objective function subject to maximization is the PVGCS total net profit function, 1( )f x  

(€), and is calculated according to the widely used methodology of NPV: 

 

 1( ) = ( ) ( ) ( ) c mEf P -C -Cx x x x      (13) 

 

where x  represents the vector of the decision variables,
 

( )EP x
 
(€) represents the total profits 

achieved during the system’s lifetime period,
 

( )cC x  (€) is the total capital and ( )mC x  (€) the total 

maintenance cost. The total net profit achieved during the PVGCS operational lifetime period 

depends on the amount of energy generated by the system’s PV modules and on the price that the 

energy produced by the PVGCS is sold to the electric grid and not on the price that the electric grid 

customers purchase the electric energy from the electric grid operator in order to fulfil their energy 

requirements, or the corresponding load profile. 
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The total capital cost, ( )cC x , is calculated as follows: 

    ( ) =
100c PV INV L B1 dc

sC 1- N C +N C +C +C  x      (14) 

 

where  (%)s  is the subsidization rate, PVC
 
(€) and INVC  (€) are the capital costs of each PV module 

and DC/AC converter, respectively, 
dc

N  is the number of the DC/AC converters required for the 

installation of 1N  PV modules, calculated according to [5], LC  (€) is the cost of the installation area 

and BC
 
(€)

 
is the cost of the mounting structures (1).  

The cost of the required installation area, LC , is calculated as follows: 

 

 L 1 2 l
C = D D c       (15) 

 

where l
c

 
is the cost of the land per unit (€/ 2m ).  

The present value of the maintenance cost, ( )mC x , during the PVGCS operational lifetime period 

is calculated using the following equation: 

 

    ( ) =

n

m PV INV1 TCdc

1+ g
1-

1+i
C N M + N M 1+ g + R

i - g

  
  
  
 
 
 
 

   x      (16) 

 

where PVM
 
and INVM

 
(€/year) are the annual maintenance costs per unit of the PV modules and the 

DC/AC converters, respectively, g  (%) is the annual inflation rate, i  (%) is the nominal annual 

discount rate and TCR
 
(€) is the present value of the total cost of repairing the PVGCS DC/AC 

converters: 

 

 
 

 

j

costTC dc j
j=k*

1+ g
R = N R

1+i

 
 
 
  

        (17) 

 

where k*  are the year numbers that the DC/AC converters must be repaired and costR
 
(€) is the cost 

of each DC/AC converter repairing. 

The k*  values depend on the number of repairs during the PVGCS lifetime, rN , which is calculated 

as follows: 
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 r

n 24 365
N =

MTBF

 
 (18) 

 

where MTBF  (h) is the mean time between failures of the DC/AC converters. 

The present value of the total profits achieved from selling the PV generated energy to the electric 

grid, ( )EP x
 
(€), is calculated as follows: 

  ( ) = 1-
100

n

totE O 1

1
1-

1+i
taxP C N E

i

  
  
      x      (19) 

 

 
d365 24

M
tot INV MPPT

i=1d=1

P (t,β)
E = n n Δt 

W1000
kW

        (20) 

 

where tax (%) represents the taxation rate of the profits, 
OC

 
(€/kWh) is the energy selling price, totΕ

 

(kWh) is the total annual energy generated by each PV module, Δt  is the simulation time step, set to 

=1hourΔt , INVn
 
is the DC/AC converter’s efficiency and MPPTn

 
is a conversion factor indicating 

the MPPT accuracy of the DC/AC converter.  

The second objective function subject to maximization is the PVGCS total environmental benefit 

function, 2( )f x  (kg CO2), describing the total CO2 emissions avoided due to the use of the PVGCS 

according to the method of Life Cycle Assessment (LCA) [30]: 

 
 2( ) = ( ) ( ) ( ) conv instPVGCSf E - E - Ex x x x      (21) 

 

where ( )convE x  describes the CO2 emissions released by a conventional energy generation system for 

the production of the total energy estimated to be generated by the PVGCS, ( )PVGCSE x  describes the 

CO2 emissions released by the PVGCS and ( ) instE x describes the CO2 emissions released during the 

production and installation of the structure of the PVGCS. The CO2 emissions released by a 

conventional energy generation system, ( )convE x (kg CO2), are calculated as follows: 

 
 1( ) conv tot convE N E f  x      (22) 

 

where convf  (kg CO2 per kWh) is a factor indicating the estimated CO2 emissions released by a 

conventional energy source system per energy unit. In Table 1, the value of this factor for several 
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conventional sources is shown [31]. The CO2 emissions released by a PV system, ( )PVGCSE x (kg 

CO2), are calculated as follows: 

 
 1( ) = tot PVPVGCSE N E f x      (23) 

 

where PVf  (kg CO2 per kWh) is a factor indicating the estimated CO2 emissions released by a PV 

system per energy unit. The corresponding value is equal to 0.098 kg/kWh according to [31]. The 

CO2 emissions released during the production and installation of the devices of a PV system, 

( ) instE x (kg CO2), are calculated as follows: 

 
 ( ) =inst Peak prod

E P fx      (24) 

 

where prod
f  (kg CO2 per kWp) is a factor indicating the estimated CO2 emissions released during 

the production and installation of a PV system per installed power unit and Peak
P  (kWp) is the 

PVGCS installed power equal to : 

 1= /1000PVPeak
P P N      (25) 

 

where PVP (W) is the nominal power of the selected PV module, according to the specifications of 

its manufacturer. The value of prod
f  can be set equal to 1392.1 kg CO2 per kWp according to [32]. 

 

Table 1 

Carbon Oil Natural 

Gas 

Diesel 

955 818 430 772 

The CO2 emissions per energy unit (kg/kWh) for several conventional energy sources 

 

5. Results 

The methodology described in the previous sections has been applied for the optimal design of 

PVGCSs joint to the electric network of the island of Crete. The daily global solar irradiation on 

horizontal plane and the hourly mean ambient temperature data that were recorded at the area of the 

Technical University of Crete (latitude: 35 ο ). According to the current local market prices, the cost 

of the metallic spars, Sc , was set equal to 33€/m and the cost of the concrete foundation bases, Bc , 

was set equal to 3230€ / m . The annual inflation rate, g , was set equal to 4% and the nominal annual 
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discount rate, i , was set equal to 8%. According to the Greek legislation, the selling price of the 

energy produced by the PVGCS has been set to 
OC 0.50€ / kWh  for systems with total installed 

PV modules power up to 100kW and to OC 0.45€ / kWh  for systems with higher installed power. 

Also, the PVGCS operational lifetime period has been set equal to 25 years. The main energy source 

for the island of Crete is considered to be the oil, with a corresponding value of CO2 emissions per 

energy unit equal to convf = 0.818 kg CO2 per kWh. In Table 2, the optimal sizing results according 

to the objective functions of the environmental and the economic benefits, separately, are shown. 

The upper limits of the decision variables 1N  and 2N  were set equal to U
1N =5 000 and U

2N =100 

while the dimensions of the available land are set equal to 1DIM =10m (southern side) and 

2DIM =100m (western side). The results shown, were generated for subsidization rate equal to s  = 

0% , taxation rate equal to tax = 0% and cost of the installation area equal to  2
l

c = 0 € / m . The NPV 

(f1) is presented together with the total cash inflows, the total expenses, the discounted payback time 

(n*) [5] and the Internal Rate of Return (IRR) [5] of the proposed PVGCS. 
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Table 2 

 
Optimal PVGCS according to 

environmental benefit 

Optimal PVGCS according 

to economic benefit 

1
N  684 576 

2
N  100 12 

β  27
ο
 8

ο
 

dc
N  19 16 

( )
1

f NPV  288 270.77€ 544 565.07€ 

( )cC x  747 597.27€ 396 433.79€ 

( )mC x  69 512.96€ 65 982.35€ 

( )
E

P x  1 105 381€ 1 006 981.21€ 

n*  12.3 years 5.7 years 

IRR  13% 22% 

2
f  3 980 155 kg CO2 3 259 665 kg CO2 

conv PVGCS
E (x) - E (x)  4 142 029 kg CO2 3 395 979 kg CO2 

inst
E (x)  161 873 kg CO2 136 314 kg CO2 

 The PVGCS optimal structure and analysis according to either environmental or economic 

benefits in case that s  = 0%, 20 € / m
l

c = , tax = 0%, 
1

DIM =10m, 
2

DIM =100m. 

 

As shown in Table 2, the single-objective design optimization of the PVGCS according to 

environmental and economic benefits, separately, results in two totally different system structures. 

Also, the values of the objective functions for the two resulting systems are very different (e.g. the 

NPV of the optimal system according to the economic benefits is about two times higher than the 

NPV of the optimal system according to the environmental benefits). It is also profound that there 

are many differences between the system parameters of the two resulting cases described above, 

which is expected, since the single-objective environmental optimization actually is identical to the 

maximization of the system’s energy production, while the economic optimization refers to the total 

net profit maximization, including several costs, which often results in a totally different system 

structure. Therefore, it can be concluded that the two objective functions of the proposed PVGCS 
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methodology are mutually competitive and the multiobjective optimization procedure is of high 

importance.  

The proposed multiobjective PSO variants were applied for the simultaneous multiobjective 

optimization of the two objective functions, describing the economic and environmental benefits of 

the PVGCS under design. The results shown below refer to PVGCSs with economic and available 

land parameters equal to those reported above, for the production of the results presented in Table 2. 

In Figs. 3 – 8 the Pareto front calculated by the application of the MOPSO1, MOPSO2, MOPSO3, 

MOPSO4, MOPSO5 & MOPSO6 variants are shown. More specifically, following figures depict the 

Pareto optimal PVGCS solutions, relatively to the respective economic and environmental benefits 

of each solution. The proposed algorithms were applied for 2 000 iterations. Through sufficient 

number of trials, it was observed that after this number of iterations, the Pareto front located remains 

unchangeable. 

 

Fig. 3.  

Fig. 4.  

Fig. 5.  

Fig. 6.  

Fig. 7.  

Fig. 8.  

 

 It can be observed that the MOPSO4, MOPSO5 & MOPSO6 variants, based on the usage of 

randomly chosen solutions of the existing Pareto sets, fail to explore adequately the Pareto area close 

to the optimal results according to economic benefits (higher values of f1), while the MOPSO5 

variant with the usage of an inertia weight works slightly better. In contrary, the MOPSO1, 

MOPSO2 & MOPSO3 variants have a better performance, with the MOPSO2 variant, incorporating 

the usage of an inertia weight, outbalance the two other methods. In Fig. 9, the six variant schemes 

of the proposed multiobjective PSO technique are compared together for the multiobjective optimal 

design of the PVGCS described above. 

 

Fig. 9.  

 

As shown in Fig. 9, all of the proposed multiobjective PSO variants locate a satisfactory number 

of Pareto solutions (usually more than 20), while some of them perform slightly better, as mentioned 

above. In Fig. 10 the number of Pareto solutions located by the MOPSO2 variant is shown for 

several numbers of iterations applied. The runtime of the proposed algorithms for the execution of 
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2 000 iterations does not exceed the total time of two minutes. The PVGCS multiobjective optimal 

sizing algorithm using PSO was developed using the C++ language and the CPU times referred were 

gathered using a PC with a 3.0GHz CPU. 

 

Fig. 10.  

 

6. Conclusions 

The energy crisis due to the increasing energy demands and the pollution caused by conventional 

energy generating sources have resulted to the wide use of PVGCSs for providing the electric grid 

with the PV generated energy. In many countries private investors are encouraged to invest on 

PVGCSs by means of subsidization of the installation’s cost. A methodology for the optimal sizing 

and analysis of the economic and environmental profitability of PVGCSs has been presented in this 

paper. The purpose of the proposed methodology is to suggest the optimal design parameters of a 

PVGCS such that the economic and environmental are both maximized. Several variants of a 

multiobjective algorithm based on PSO have been developed for the optimization of multiple 

objective functions. The proposed multiobjective PSO variants have been applied for the 

multiobjective design optimization of PVGCSs. It was observed that the MOPSO2 variant, based on 

the usage of the mean values of the personal and global best solutions for each objective function 

and the application of an inertia weight to the PSO velocity equation, outperformed the rest of the 

proposed multiobjective PSO variations. 

According to the optimization results, the multiobjective optimization of the proposed 

methodology is meaningful, while the proposed multiobjective PSO variants achieve the exploration 

of the Pareto front and the location of a sufficient number of Pareto optimal solutions, providing 

multiple alternative PVGCS structures in a very short time. 
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