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Abstract

A variational formulation of the standard MAC scheme for the approximation of the Navier-Stokes

problem yields an extension of the scheme to general 2D and 3D domains and more general meshes. An

original discretization of the trilinear form of the nonlinear convection term is proposed; it is designed so

as to vanish for discrete divergence free functions. This property allows us to give a mathematical proof

of the convergence of the resulting approximate solutions, for the nonlinear Navier-Stokes equations in

both steady–state and time–dependent regimes, without any small data condition. Numerical examples

(analytical steady and time–dependent ones, inclined driven cavity) confirm the robustness and the accuracy

of this method.

Keywords: MAC scheme, incompressible steady and time–dependent Navier-Stokes equations, non

conforming grids.
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1 Introduction

The Marker-And-Cell (MAC) scheme, introduced in [13] is one of the most popular methods [19, 24] for

the approximation of the Navier-Stokes equations in the engineering framework, because of its simplicity

and of its remarkable mathematical properties. The discrete unknowns are the components of the velocity

and the pressure on staggered grids; the mass conservation equation and momentum conservation equations

are discretized in such a way that the kinetic energy remains controlled. The first error analysis seems to be

that of [20] in the case of the time–dependent Stokes equations on uniform square grids. The mathematical

analysis of the scheme was also performed for the Stokes equations in [16] for uniform rectangular meshes,

and generalized to non uniform rectangular meshes and irregular source terms in [1]. Error estimates may

be obtained by viewing the MAC scheme as a mixed finite element method of the vorticity formulation [11],

or by a mixed method in primitive variables, with the pressures approximated by Q1 finite elements [12].

Along the same lines, it is proven in [14] that a divergence conforming DG scheme based on the lowest

order Raviart-Thomas space on rectangular meshes is algebraically equivalent to the MAC scheme. Error

estimates for rectangular meshes were also obtained for the related covolume method, see [4] and references

therein.

Mathematical studies of the MAC scheme for the non linear Navier-Stokes equations are scarcer. To our

knowledge, the only convergence study is that of [17] for the steady–state Navier-Stokes equations and for

uniform rectangular grids.

Extensions of the MAC scheme on general unstructured grids are not easy to derive, and most of the

mathematical analyses that we described are restricted to rectangular cells. The covolume approach [18]

may be seen as one way to generalize the MAC scheme on unstructured grids. MAC schemes on triangular
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meshes are proposed and tested in [23]. A variational MAC scheme based on acute triangles is proposed in

[6], and the convergence anaysis is completed.

The aim of this paper is to provide the complete mathematical analysis of an extension of the MAC

scheme on possibly non conforming meshes, allowing local refinement. This extended MAC scheme is

a slight modification of a MAC–like scheme which was presented in [3]. The modification concerns the

discretization of the momentum equation, which was performed on dual Voronoı̈ cells in [3], while it is

performed by a linear finite element method on a Delaunay triangulation built from the centers of the set

of edges (in 2D), or faces (in 3D) where each component of the velocity is defined. This modification

was found necessary in the mathematical analysis of the scheme for the steady–state and time–dependent

nonlinear Navier-Stokes equations, in order to prove the convergence of the scheme. It also allows to easily

handle the case of the full tensor viscosity. The convergence of a collocated finite volume scheme was

proven in [8] for the steady state and time–dependent Navier–Stokes equations, and we shall use some of

the tools therein in the present analysis.

The outline of the paper is the following. In Section 2, we give the weak form of the steady–state

and time–dependent Navier–Stokes equations. In Section 3 we first write a discrete variational formulation

of the standard MAC scheme on the linear Stokes problem, and use this variational formulation to extend

the MAC scheme to more complex geometries. The extension to the steady–state Navier–Stokes equation

is presented in Section 4 where we also prove the convergence of the approximate solutions to a weak

solution. The proof of convergence relies on a proper choice of the convection term, which takes the mass

conservation into account. We then consider the case of the time–dependent problem in Section 5, and again

prove the convergence of the method in this case, thanks to a discrete Aubin–Simon type result. In Section

6, the efficiency of the extended scheme is illustrated by numerical examples on a non–rectangular domain,

using a local refinement along the boundary of the domain. The first example is a steady–state problem

on a circular domain, for which the exact solution is known so that we may assess the numerical order of

convergence. We then consider the inclined driven cavity problem, which implies the discretization of a non

rectangular domain. The comparison with the literature shows a very good accuracy. We finally consider

the time–dependent Green–Taylor vortex problem, that we approximate on a circular domain.

2 Weak formulation of the Navier–Stokes equations

Let Ω be an open bounded set of Rd, where d denotes the space dimension. In the remainder of this paper,

we assume the domain Ω to be polygonal (d = 2) or polyhedral (d = 3), in the sense that ∂Ω is a finite

union of subsets of hyperplanes of Rd. Let β ∈ [0,+∞) denote the Reynolds number.

We first consider the steady state case with a time-independent forcing term f ∈ L2(Ω) in the mo-

mentum equation. Then, a weak solution to the steady–state Navier-Stokes equations with homogeneous

Dirichlet boundary conditions is a vector function u with components (u(i))i=1,...,d, such that



u ∈ E(Ω), p ∈ L2(Ω) with

∫

Ω

p(x)dx = 0,
∫

Ω

S(u,v)(x)dx+ β

∫

Ω

(u(x) · ∇)u(x) · v(x)dx

−
∫

Ω

p(x)divv(x)dx =

∫

Ω

f(x) · v(x)dx, ∀v ∈ H1
0 (Ω)

d,

(1)

where E(Ω) = {v = (v(i))i=1,...,d ∈ H1
0 (Ω)

d, divv = 0 a.e. in Ω}. We consider two cases for the stress

tensor S(u,v), namely:

- the usual simplified form for the incompressible Stokes or Navier-Stokes problem, which reads

S(u,v)(x) = ∇u(x) : ∇v(x) =
d∑

i=1

∇u(i)(x) · ∇v(i)(x), for a.e. x ∈ Ω, ∀u,v ∈ H1
0 (Ω)

d, (2)

- the full stress tensor

S(u,v)(x) = λdivu(x)divv(x) + 2µǫ(u)(x) : ǫ(v)(x), for a.e. x ∈ Ω, ∀u,v ∈ H1
0 (Ω)

d, (3)

where µ > 0 and 3λ + 2µ ≥ 0 (these values could depend on the space variable through a coupled

variable, such as the temperature) and ǫ(u)i,j(x) =
1
2 (∂iu

(j)(x) + ∂ju
(i)(x)), for i, j = 1, . . . , d.
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The coefficient β is strictly positive in the general (nonlinear) case and is set to 0 to obtain the linear Stokes

problem.

We then consider the time–dependent case, for which we consider a finite time T of study of the flow,

a time-dependent forcing term f ∈ L2(Ω × (0, T ))d in the momentum equation, and an initial condition

uini ∈ L2(Ω)d. Then, a weak solution to the time–dependent Navier-Stokes equations with homogeneous

Dirichlet boundary conditions is a vector function u with components (u(i))i=1,...,d, such that





u ∈ L2(0, T ;E(Ω)) ∩ L∞(0, T ;L2(Ω)d),

−
∫ T

0

∫

Ω

u(x, t) · ∂tϕ(x, t) dx dt−
∫

Ω

uini(x) · ϕ(x, 0) dx

+

∫ T

0

∫

Ω

S(u,ϕ)(x, t) dx dt + β

∫ T

0

∫

Ω

(u(x, t) · ∇)u(x, t) ·ϕ(x, t)dx dt

=

∫ T

0

∫

Ω

f(x, t) ·ϕ(x, t) dx dt, ∀ϕ ∈ L2(0, T ;E(Ω)) ∩ C∞
c (Ω× (−∞, T ))d.

(4)

Remark 2.1 It may be proved that any weak solution u of (4) satisfies ∂tu ∈ L4/d(0, T ;E(Ω)′) in the

following classical sense

∫ T

0

ϕ(t)〈∂tu(t),v〉E(Ω)′,E(Ω)dt = −
∫ T

0

ϕ′(t)

∫

Ω

u(x, t)v(x)dxdt,

∀v ∈ E(Ω), ∀ϕ ∈ C1
c ((0, T )).

3 A variational MAC scheme

Our extension of the MAC scheme to non conforming meshes is based on a discrete variational formulation.

Hence in this section, we begin by considering a variational formulation of the standard MAC scheme for

the approximation of the Stokes problem, that is (1) with β = 0. We then extend this variational scheme to

non conforming meshes.

3.1 The standard MAC scheme for conforming meshes

For the sake of simplicity, let us first consider a two dimensional square domain Ω =]x, x[×]y, y[. The do-

main Ω is discretized in the MAC way, that is with a staggered arrangement of the rectangular discretization

cells for the pressure and each of the velocity components, as depicted in Figure 1. Let N and M be two
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Figure 1: Notations for the standard MAC scheme

positive integers, and let M be the set of pressure grid cells (with the notations given in Figure 1:

M =
{
]xi− 1

2
, xi+ 1

2
[×]yj− 1

2
, yj+ 1

2
[, 1 ≤ i ≤ N, 1 ≤ j ≤M

}
.
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The above notations may easily be extended to the case d = 3. For the space dimension d equal to 2 or

3, we denote by E = ∪di=1E(i) the set of the edges or faces of the mesh, where E(i) is the set of edges

associated to the i-th component of the velocity. In order to define the normal velocity flux from one cell to

a neighbouring one, we introduce, for any pair σ, σ′ ∈ E(k), k = 1 or 2, the transmissivity τ
(k)
σ,σ′ between

cell V
(k)
σ and cell V

(k)
σ′ :

τ
(k)
σ,σ′ =

|∂V (k)
σ ∩ ∂V (k)

σ′ |
d(xσ,xσ′)

, (5)

where |∂V (k)
σ ∩∂V (k)

σ′ | denotes the length of the line segment which is the intersection of ∂V
(k)
σ and ∂V

(k)
σ′ ,

and d(xσ,xσ′) denotes the distance between the points xσ and x′
σ . For instance, for a vertical edge σ =

{xi+ 1
2
}×]yj− 1

2
, yj+ 1

2
[∈ E(1), one has:

τ
(1)
σ,σ′ =





yj+ 1
2
− yj− 1

2

xi+ 3
2
− xi+ 1

2

if σ′ = {xi+ 3
2
}×]yj− 1

2
, yj+ 1

2
[,

xi+1 − xi
yj+1 − yj

if σ′ = {xi+ 1
2
}×]yj+ 1

2
, yj+ 3

2
[.

(6)

For any K ∈ M, we denote by EK the subset of Eint containing all edges (or faces) of K which are

internal, and by E(k)
K = EK∩E(k). For an internal edge σ ∈ Eint separating two cellsK andL, we shall write

σ ∈ K|L = L|K (at this stage, we could write σ = K|L but in the generalized MAC scheme, interfaces will

be allowed to contain more than one edge or face). We denote by (e(k))k=1,...,d the canonical orthonormal

basis of Rd and, for σ ∈ K|L, with K,L ∈ M and by nK,σ the unit normal vector to σ outward to K. We

then write σ ∈ −−→
K|L in the case where σ ∈ K|L ⊂ E(k) for some k = 1, . . . , d and nK,σ · e(k) = 1. We

finally represent by D = (M, E) the collection of all the space discretization data.

Let us consider here the simplest case of the Stokes equations, i.e. β = 0, with the stress tensor given

by (2). The standard MAC scheme may then be written:

Find (uσ)σ∈E ⊂ R, (pK)K∈M ⊂ R ;
∑

K∈M

|K|pK = 0,

d∑

k=1

∑

σ∈E
(k)
K

|σ|uσe(k) · nK,σ = 0, ∀K ∈ M, (7a)

−
∑

σ′∈E(k)

τ
(k)
σ,σ′(uσ′ − uσ) + |σ|(pL − pK) =

∫

V
(k)
σ

f (k)(x)dx, (7b)

∀k = 1, . . . , d, ∀σ ∈ E(k), and K,L ∈ M such that σ ∈
−−→
K|L.

Let us define HM(Ω) as the set of piecewise functions constant in K ∈ M (pressure unknown), and

H
(k)
E (Ω) as the set of piecewise functions which are constant in Vσ , for σ ∈ E(k) (kth component of the

velocity unknown). Let HE(Ω) = {v = (v(k))k=1,...,d; v
(k) ∈ H

(k)
E (Ω)}. The piecewise constant discrete

divergence of v ∈HE(Ω) is the function divMv ∈ HM(Ω) defined by:

divMv(x) = divKv =
1

|K|

d∑

k=1

∑

σ∈EK

|σ|vK,σ, for a.e. x ∈ K, ∀K ∈ M, ∀v ∈HE(Ω), (8)

where vK,σ = vσnK,σ · e(k). The discrete mass conservation equation (7a) can then be simply written as:

divMu(x) = 0, for a.e. x ∈ Ω. (9)

We now introduce a variational formulation of the discrete momentum equation (7b) by recalling (see

e.g. [7, Chapter 3] that if the points xσ are the nodes of a Delaunay triangulation, then

τ
(1)
σ,σ′ =

∫
∇ξ(1)σ (x) · ∇ξ(1)σ′ (x)dx,

where the functions (ξ
(1)
σ )σ∈E(1) are the P 1 finite element basis functions defined on the Delaunay triangu-

lation, such as the one depicted in Figure 2 (in which the nodes are the points xσ , for all σ ∈ E(1)). The
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Figure 2: Triangular mesh for the P 1 finite element approximation û(1) of u(1).

functions (ξ
(2)
σ )σ∈E(2) are defined in a similar way, and we may then define û(k) ∈ H1

0 (Ω) such that

û(k) =
∑

σ∈E(k)

uσξ
(k)
σ , ∀k = 1, . . . , d. (10)

We then define an inner product 〈·, ·〉E onHE(Ω) (this holds for both cases (2) and (3)) by

〈u,v〉E =

∫

Ω

S(û, v̂)(x)dx, ∀u,v ∈HE(Ω), (11)

which we expect to approximate the inner product
∫
Ω
S(u,v)(x)dx of the continuous problem. We then

obtain, multiplying (7) by vσ and summing on k = 1, 2 and σ ∈ E(k),

〈u,v〉E −
∫

Ω

p(x)divMv(x)dx =

∫

Ω

f(x) · v(x)dx, ∀v ∈HE(Ω), (12)

A discrete variational formulation of the standard MAC scheme (7) is therefore:

Find u ∈HE(Ω) and p ∈ HM(Ω) s. t.
∑

K∈M

|K|pK = 0 and (9) and (12) hold. (13)

3.2 The extended MAC scheme for non conforming meshes

Let us now turn to an extension of the above depicted standard MAC scheme to more general meshes

(including local refinement as in Figure 6; note that these local refinements may be used to follow the

contours of a general non rectangular domain, as in Figures 3 and 4.

We consider 2D or 3D meshes of Ω, which are such that all internal edges (2D) or faces (3D) (from now

on, we only use the word “face”, in 2D or 3D) have their normal vector parallel to one of the basis vector

e(k) of the space Rd, for some k = 1, . . . , d. In other words, all internal edges must be aligned with one

of the reference axes. Note that on the other hand, the external faces, that is the faces of the mesh lying

on the boundary ∂Ω need not be aligned with the axes: they are only assumed to be planar. In fact a tilted

cavity such as the one depicted in Figure 3 is easily meshed with such a grid. Curved boundaries may also

be meshed with such grids, by using local refinement close to the boundaries, such as in Figure 5.

We denote by M the set of pressure cells. Examples of resulting pressure grids are depicted in the left

part of Figures 3 and 5. For all K ∈ M, we again denote by EK the set of all internal faces of K (therefore,

the faces of K which are on ∂Ω are not elements of EK), and we define the set E as the union over K ∈ M
of all the sets EK . It is assumed that a given σ ∈ Eint is entirely included in an interface between two cells,

say K and L; we shall write σ ∈ K|L. Note that an interface K|L is allowed to contain several faces of the

mesh; this may for instance happen in adaptive mesh refinement (and de-refinement) procedures. We then

introduce the set E(k) as the subset of E which contains all the internal faces whose normal is parallel to the

basis vector e(k). For any σ ∈ E , xσ denotes the center of gravity of σ.
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In order to get a discrete variational MAC-like scheme, we consider, for any k = 1, . . . , d, the set of

internal points V(k)
int = (xσ)σ∈E(k) and a given family of external points V(k)

ext containing at least all the

vertices of Ω.

The only additional difficulty on the non conforming grid is the discretization of the diffusion term,

which we simply discretize by a linear finite element approximation. To this purpose, we introduce a Delau-

nay triangulation T (k) of Ω whose vertices are V(k)
int ∪ V(k)

ext . Such a triangulation of Ω is a set of simplices:

triangles in 2D, tetrahedra in 3D. Each simplex has d + 1 vertices which belong to V(k)
int ∪ V(k)

ext . The trian-

gulation is assumed to satisfy the Delaunay property, which means that the interior of the circumcircle (in

2D) or of the circumsphere (in 3D) of any simplex T ∈ T (k) does not contain any element of V(k)
int ∪ V(k)

ext .

Examples of Delaunay triangulations constructed from the edge mid-points are illustrated in Figures 3 and

5 (middle and right parts).

We then denote, for any σ ∈ E(k), the function ξ
(k)
σ , which is continuous, piecewise P 1 on any T ∈ T (k),

and whose value is 1 at the point xσ and 0 at points xσ′ for any σ′ ∈ E(k) \ {σ}.

Let {V (k)
σ , σ ∈ E(k)} be the Voronoı̈ mesh associated to the family (xσ)σ∈E(k) , defining the Voronoı̈ cells

as follows:

V (k)
σ = {x ∈ Ω, d(x,xσ) < d(x,xσ′), σ′ ∈ E(k) \ {σ}}, ∀σ ∈ E(k).

See Figures 4 and 6 for examples of the superposition of the Delaunay triangulations and the Voronoı̈ mesh

construction. We finally denote by D the collection of all the space discretization data.

Remark 3.1 Note that in the case of a uniform rectangular mesh, the Voronoı̈ cells thus defined are equal

to the velocity cells defined in the previous section. However, this is no longer true if a non uniform mesh is

used, even in the conforming case; indeed, in this latter case, the Voronoı̈ cells V
(k)
σ are again rectangles,

but they are not equal to the (rectangular) velocity cells of the classical MAC scheme. In the case of hanging

nodes, they are no longer rectangular, as can be seen in Figure 6, where we depict the Delaunay grid and

the Voronoı̈ cells for the horizontal and vertical velocities.

Figure 3: The pressure (left) and velocity grids (middle: horizontal velocity, right: vertical velocity).

Figure 4: The Delaunay triangulation and the Voronoı̈ cells (left: horizontal velocity, right: vertical velocity).

We may again define HM(Ω) as the set of piecewise functions constant on the pressure cells K ∈ M,

the set H
(k)
E (Ω) of piecewise constant functions on the dual grid cells Vσ , for σ ∈ E(k); this discrete set is

the space of functions meant to approximate the k-th component of the velocity. We then denote byHE(Ω)

the set of all v = (v(k))k=1,...,d with v(k) ∈ H
(k)
E (Ω). We then define:

v̂(k) =
∑

σ∈E(k)

vσξ
(k)
σ ∈ H1

0 (Ω), (14)

we denote by v̂ = (v̂(k))k=1,...,d, and we define the norm

‖v‖E = ‖∇v̂‖L2(Ω)d×d , ∀v ∈HE(Ω). (15)

The extended MAC scheme for the Stokes equations (β = 0) is again (8)-(13), applying Definition (11)

for 〈·, ·〉E .
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Figure 5: The pressure (left) and velocity grids (middle: horizontal velocity, right: vertical velocity).

Figure 6: The Delaunay triangulation and the Voronoı̈ cells (left: horizontal velocity, right: vertical velocity).

4 The extended MAC scheme for the steady Navier-Stokes equations

4.1 Discretization of the nonlinear convection term

In order to write this generalized scheme for the Navier-Stokes equations, we only need to give a discretiza-

tion of the nonlinear term
∫
Ω
(u(x)·∇)u(x)·v(x)dx. To this purpose, we introduce a discrete trilinear form

bE which aims at discretizing the trilinear form b defined over (H1
0 (Ω))

3 by b(u,v,w) =

∫

Ω

(u ·∇v)w dx.

We begin by defining some interpolation operators betweenHE(Ω) and (HM(Ω))d.

Definition 4.1 (FromHE(Ω) toHM(Ω). . . and back) Let D be a possibly non conforming mesh as de-

picted in Section 4. For v ∈HE(Ω), we define ΠKv by its components (ΠKv)
(k) :

(ΠKv)
(k) =

1∑
σ∈E

(k)
K

|σ|
∑

σ∈E
(k)
K

|σ|vσ, k = 1, . . . , d, (16)

and ΠMv ∈ HM(Ω) = (HM(Ω))d as the piecewise constant function equal to (ΠKv) on cell K. We

then define ΠEv ∈HE(Ω) as the following piecewise constant function on the Voronoı̈ cells:

ΠEw =
∑

σ∈Eint
σ∈K|L

1

2
(ΠKw +ΠLw)1Vσ

,

where 1Vσ
denotes the characteristic function of Vσ , that is 1Vσ

(x) = 1 if x ∈ Vσ and 0 otherwise,

Definition 4.2 (Discrete gradient and convection term ) For v ∈ HM(Ω), we define its discrete gradient

∇Ev ∈HE(Ω) by:

∇Ev =
(
∂
(1)
E v, . . . , ∂

(d)
E v

)t
, with ∂

(i)
E v =

∑

σ∈E(i)

∂σv 1Vσ

and ∂σv =

{
(vL − vK) |σ|

|Vσ|
, if σ ∈ Eint, σ ∈ −−→

K|L,
0, if σ ∈ Eext,

(17)
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where σ ∈
−−→
K|L means that σ ∈ K|L ⊂ E(k) for some k = 1, . . . , d and nK,σ · e(k) = 1. We then define

the following trilinear form bE on (HE(Ω))
3 by:

bE(u,v,w) =

∫

Ω

(u · ∇E)ΠMv ·ΠEw dx, for u,v,w ∈HE(Ω) (18)

where, for any ṽ ∈HM(Ω),

(u · ∇E)ṽ(x) =

d∑

i=1

∑

σ∈E(i)

uσ∂σṽ 1Vσ (x).

It is well–known that the continuous trilinear form satisfies b(u,v,v) = − 1
2

∫
Ω
|v|2divu dx for all

u,v ∈ H1
0 (Ω)

2 , and therefore, b(u,v,v) = 0 if divu = 0. Similarly, we have the following result for the

discrete trilinear form.

Lemma 4.1 (Properties of the trilinear form) Let u,v,w ∈HE(Ω) and let bE be defined by (18). Then:

bE(u,v,w) =
∑

K∈M

∑

σ∈EK

σ∈
−−→
K|L

|σ|uK,σ
ΠLv −ΠKv

2
·ΠKw, ∀u,v,w ∈HE(Ω), (19)

where uK,σ = uσnK,σ · e(k). Moreover,

bE(u,v,v) = −1

2

∫

Ω

|ΠMv|2divMu, (20)

where the discrete divergence operator divM is defined by (8); therefore, if divMu = 0, bE(u,v,v) = 0.

Proof. From (18) we get that

bE(u,v,w) =
∑

σ∈E

σ∈
−−→
K|L

uσ(ΠLv −ΠKv) |σ|
1

2
(ΠKw +ΠLw).

=
1

2

∑

σ∈E

σ∈
−−→
K|L

uσ(ΠLv −ΠKv) |σ|ΠKw +
1

2

∑

σ∈E

σ∈
−−→
L|K

uσ(ΠKv −ΠLv) |σ|ΠKw.

Reordering the summation over the edges of each cell K yields (19). Takingw = v in (19) then yields that

bE(u,v,v) =
1

2

∑

K∈M

∑

σ∈EK

σ∈K|L

|σ|uK,σ
(
ΠLv ·ΠKv − |ΠKv|2

)
,

which yields (20) by conservativity. �

The extended MAC scheme for the Navier-Stokes equation then reads:

Find u ∈HE(Ω) and p ∈ HM(Ω) s. t.
∑

K∈M

|K|pK = 0, (21a)

divMu(x) = 0, for a.e. x ∈ Ω. (21b)

〈u,v〉E −
∫

Ω

p(x)divMv(x)dx+ β bE(u,u,v) =

∫

Ω

f(x) · v(x)dx, ∀v ∈HE(Ω). (21c)

Remark 4.1 (Link with the classical MAC scheme) In the case of the Stokes problem on a conforming

rectangular grid, the scheme presented here is equivalent to the classical MAC scheme. In the case of the

nonlinear Navier Stokes equations, the scheme is not quite the same, since the centred MAC scheme has a

3 point stencil in each direction whereas the scheme presented here has a 5 point stencil. This is due to the

fact that we chose to take ΠEw rather thanw in the expression of the trilinear form (18), in order to obtain

the property (20), which is quite useful to obtain the estimates on u.
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4.2 Mathematical analysis

Let D be a possibly non conforming mesh, such as introduced in Section 3.2. We define hD as the maximum

value of the diameters of all T ∈ T (k) and all V
(k)
σ , σ ∈ E(k), k = 1, . . . , d.

The regularity θD of D is defined as the minimum value of:

1. all ratios diam(T )/diam(T ′), for all neighbouring simplices T, T ′ ∈ T (k), k = 1, . . . , d,

2. all ratios |T |/diam(T )d, T ∈ T (k), k = 1, . . . , d,

3. all ratios |V (k)
σ |/|T |, |T |/|V (k)

σ |, diam(V
(k)
σ )/diam(T ), diam(T )/diam(V

(k)
σ ), for any T ∈ T (k) with

vertex x
(k)
σ .

4. all ratios |σ| diam(K)/|Vσ|, σ ∈ Eint, K ∈ Mσ .

Let us then introduce the following interpolation operators.

Definition 4.3 (Interpolation operators) For v = (v(1), . . . , v(d)) ∈ H1
0 (Ω)

d, let PEv ∈ HE(Ω) be de-

fined by the components (PEv)
(k) of its piecewise constant values on the dual cells V

(k)
σ , for k = 1, . . . , d.

(Pσv)
(k) =

1

|σ|

∫

σ

v(k)ds(x), ∀σ ∈ E(k). (22)

For ϕ ∈ H1
0 (Ω), let PMϕ ∈ HM(Ω) be defined by its piecewise constant values on the cells K ∈ M:

(PMϕ)K = ϕ(xK), ∀K ∈ M. (23)

Following the ideas of [21] applied to the piecewise P 1 interpolation P̂Ev of v, one may check that the

interpolation operator PE satisfies the following property.

Lemma 4.2 Under the assumptions of Definition 4.3, there exists C1, only depending on θ and Ω, such that

‖PEv‖E ≤ C1‖v‖H1(Ω)d . (24)

Lemma 4.3 (Properties of the discrete divergence) Let v ∈ (H1
0 (Ω))

d, let PE be the interpolation oper-

ator defined by (22).and let p ∈ HM. Then

∫

Ω

p(x)divMPEv(x)dx =

∫

Ω

p(x)divv(x)dx. (25)

Moreover, for any u ∈HE , and for any q ∈ HM(Ω), one has:

∫

Ω

q(x)divMudx = −
∫

Ω

∇Eq(x) · u(x)dx. (26)

Proof. The first result is an obvious consequence of the relation 8 defining the discrete divergence operator

and of the fact that p is piecewise constant on the cells K ∈ M. The second result follows from the fact that

∫

Ω

q(x)divMudx =
∑

K∈M

qK

d∑

k=1

∑

σ∈E
(k)
K

|σ|uσe(k) · nK,σ

=
∑

σ∈
−−→
K|L

(qK − qL)|σ|uσ

= −
∫

Ω

∇Eq(x) · u(x)dx.

�

The following lemma gives some estimates on the trilinear form which are used to obtain some estimates

on the solutions of the schemes, for both the steady–state treated in this section and the time–dependent case

in Section 5.
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Lemma 4.4 (Estimates on the trilinear form) Let D be a discretization in the sense given in Section 4.1

and let bE be the trilinear form defined by (19). Then there exist C2 and C3, only depending on any θ ≤ θD
and on Ω, such that

|bE(u,v,w)| ≤ C2‖u‖(L4(Ω))d‖v‖E‖w‖(L4(Ω))d ≤ C3‖u‖E‖v‖E‖w‖E , ∀u,v,w ∈HE(Ω). (27)

Moreover, there exists C4, only depending on Ω and θ, such that

|bE(u,u,v)| ≤ C4‖u‖1/2L2(Ω)‖u‖
3/2
E ‖v‖E , ∀u ∈HE(Ω); divMu = 0, ∀v ∈HE(Ω). (28)

Proof. From the definition (18) of the trilinear form bE denoting by ṽ(j) (resp. w̃(j)) the j-th component of

ΠMv (resp. ΠEw), we get thanks to the Cauchy–Schwarz inequality, we get that:

|bE(u,v,w)| ≤
d∑

k=1

d∑

j=1

‖u(k)‖L4(Ω))‖∂(k)E ṽ(j)‖L2(Ω))‖w̃(j)‖L4(Ω))

≤ d2‖u‖(L4(Ω))d‖∇E(ΠMv)‖(L2(Ω))d×d‖ΠEw‖(L4(Ω))d .

Let us then remark that the components of ΠKw+ΠLw

2 are barycentric combinations of neighbouring terms

wσ; hence there exists C5, only depending on Ω and θ, such that

‖ΠEw‖(L4(Ω))d ≤ C5‖w‖(L4(Ω))d .

In order to bound the term ‖∇E(ΠMv)‖(L2(Ω))d×d , we first define the functions Π
(k)
− v and Π

(k)
+ v by

Π
(k)
− v(x) = ΠKv, ∀σ ∈ E(k), for a.e. x ∈ V (k)

σ , and K,L such that σ ∈ −−→
K|L,

and

Π
(k)
+ v(x) = ΠLv, ∀σ ∈ E(k), for a.e. x ∈ V (k)

σ , and K,L such that σ ∈ −−→
K|L.

We finally define δ(k)(x) =
|V (k)

σ |
|σ| for all x ∈ V

(k)
σ . We then get that

‖∂(k)E ΠMv‖(L2(Ω))d =

∫

Ω

1

δ(k)(x)2

∣∣∣Π(k)
+ v(x)−Π

(k)
− v(x)

∣∣∣
2

dx

=
d∑

ℓ=1

∫

Ω

1

δ(k)(x)2

(
Π

(k)
+ v(ℓ)(x)−Π

(k)
− v(ℓ)(x)

)2
dx.

In order to apply Lemma 7.1, we first remark that, thanks to the regularity hypotheses of the mesh, there

exists some C6 > 0, only depending on θ, such that δ(k)(x) ≥ C6δ(x), with δ(x) defined in Lemma 7.1.

Since the functions Π
(k)
− v(ℓ)(x) only depend on the discrete unknowns vℓσ , we may introduce the functions

ψk,ℓ−,σ such that

Π
(k)
− v(ℓ)(x) =

∑

σ∈E(ℓ)

vℓσψ
k,ℓ
−,σ(x),

which are the piecewise constant functions defined by:

∀σ ∈ E(k), with K,L such that σ ∈ −−→
K|L,

ψk,ℓ−,σ′(x) =





|σ′|∑

σ′′∈E
(ℓ)
K

|σ′′|
if σ′ ∈ E(ℓ) \ EK , for a.e. x ∈ V

(k)
σ ,

0 if σ′ ∈ E(ℓ) \ EK or if x /∈ V
(k)
σ .

The functions ψk,ℓ−,σ satisfy the hypothesis (49) of Lemma 7.1; furthermore, thanks to the regularity of the

mesh, the mesh dependent bound C28 defined by (50) remains bounded by a function of θ. We may thus

apply Lemma 7.1, which yields (51). This implies

∫

Ω

1

δ(k)(x)2

(
Π

(k)
− v(ℓ)(x)− v̂(ℓ)(x)

)2
dx ≤ C29

(C6)2
‖∇v̂(ℓ)‖2L2(Ω)d .
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Similarly, we have the same inequality with Π
(k)
+ v(ℓ) instead of Π

(k)
− v(ℓ), which shows the existence of

C7 > 0, only depending on θ, such that

‖∇E(ΠMv)‖(L2(Ω))d×d ≤ C7‖∇v̂‖L2(Ω)d×d ,

thus concluding the left inequality of (27).

Now, thanks to the equivalence of the norms proved in Lemma 7.2 in the appendix (inequality (55)),

there exists C8 ∈ R+, only depending on any θ ≤ θD, such that

‖u(k)‖L4(Ω) ≤ C8‖û(k)‖L4(Ω),

Applying the standard Sobolev inequality ‖û(k)‖L4(Ω) ≤ Csob‖∇û(k)‖L2(Ω)d , where Csob only depends on

Ω and d, we conclude that there exists C9, only depending on Ω and on any θ ≤ θD, such that

‖u(k)‖L4(Ω) ≤ C9‖∇û‖L2(Ω)d×d .

Therefore, we conclude the right inequality of (27).

Let us then prove (28); since divMu = 0, we have

bD(u,u,v) = −bD(u,v,u),

which proves, using (27), that

|bD(u,u,v)| ≤ C2‖u‖2L4(Ω)‖v‖E .
Using the Cauchy–Schwarz inequality, we have:

‖u‖2L4(Ω) ≤ ‖u‖1/2L2(Ω)‖u‖
3/2
L6(Ω),

We again apply Lemma 7.2: there exists C10 ∈ R+, only depending on θ and Ω, such that

‖u‖L6(Ω) ≤ C10‖û‖L6(Ω).

Applying the standard Sobolev inequality, we get that ‖û‖L6(Ω) ≤ Csob‖∇û‖L2(Ω)d×d , where Csob ∈ R+

depends only on Ω and d; therefore, by the definition (15) of the norm ‖ · ‖E , we get:

|bD(u,u,v)| ≤ C‖u‖1/2L2(Ω)‖u‖
3/2
E ‖v‖E .

which concludes the proof of Lemma 4.4.

�

Lemma 4.5 (Estimates on the velocity and the pressure for the Navier-Stokes problem) Let D be a dis-

cretization in the sense given in Section 4.1 and let θ ≤ θD. Let (u, p) ∈ HE(Ω) ×HM(Ω) be a solution

to (21). Then there exists C11, only depending on Ω (and on λ and µ in the case (3), this dependency is no

longer mentioned in this paper), such that u satisfies the following estimates:

‖u‖E ≤ C11‖f‖(L2(Ω))d . (29)

Moreover, there exists C12 only depending on β, θ and Ω such that

‖p‖L2(Ω) ≤ C12‖f‖(L2(Ω))d . (30)

As a direct consequence, there exists one and only one solution (if β = 0) and at least one solution (if β > 0)

to the scheme (21).

Proof. We let v = u in (21). Let us first remark that we have
∫
Ω
p(x)divMu(x)dx = 0 and that by the

definition (19) of bE , we have

bE(u,u,u) = −
∑

K∈M

1

2
|ΠKu|2

d∑

k=1

∑

σ∈E
(k)
K

|σ|uσe(k) · nK,σ = 0,
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since divMu(x) = 0. Hence we obtain

C13‖u‖2E ≤ ‖S(u,u)‖L1(Ω) =

∫

Ω

f(x) · u(x)dx,

where we denote by C13 > 0 the constant involved in the Korn inequality, which holds for both cases (2)

and (3). We then have, thanks to the Cauchy–Schwarz inequality,

‖u‖2E ≤ ‖f‖L2(Ω)d‖u‖L2(Ω)d .

Let û be defined by (10). Applying Lemma 7.2, we get that there exists C14, only depending on θ, such that

‖u‖L2(Ω)d ≤ C14‖û‖L2(Ω)d .

Thanks to the Poincaré inequality, we may write

‖û‖L2(Ω)d ≤ diam(Ω)‖u‖E . (31)

Therefore we get (29).

Let us now turn to the proof of (30). We use the following property, first due to Nečas [15], see also [2]:

there exists v ∈ H1
0 (Ω)

d such that p(x) = divv(x) for a.e. x ∈ Ω and there exists C15, only depending on

Ω, such that

‖v‖H1(Ω)d ≤ C15‖p‖L2(Ω). (32)

Let PE be the interpolation operator defined by (22). By Lemma 4.3, we have:

∫

Ω

p(x)divMPEv(x)dx =

∫

Ω

p(x)divv(x)dx =

∫

Ω

p(x)2dx.

We then get, using PEv ∈HE(Ω) as test function in Scheme (21),

〈u, PEv〉E −
∫

Ω

p(x)2dx+ β bE(u,u, PEv) =

∫

Ω

f(x) · PEv(x)dx. (33)

Thanks to the Cauchy–Schwarz inequality, we get that there exists C16 (only depending on λ and µ in the

case (3), this dependency is no longer recalled), such that

〈u, PEv〉E ≤ C16‖u‖E‖PEv‖E .

Using Inequality (24), we get that there exists C17, only depending on θ and Ω, such that

〈u, PEv〉E ≤ C17‖u‖E‖v‖H1(Ω)d ≤ C17C11‖f‖(L2(Ω))dC15‖p‖L2(Ω).

We may also write, thanks to the Poincaré inequality and to (32),

−
∫

Ω

f(x) · PEv(x)dx ≤ diam(Ω)C15‖f‖(L2(Ω))d‖p‖L2(Ω),

Therefore, using (29) and (27), we get the existence of C18 such that

‖p‖2L2(Ω) ≤ C18

(
‖f‖(L2(Ω))d + ‖f‖2(L2(Ω))d

)
‖p‖L2(Ω).

which concludes the proof of (30).

In the case where β = 0, the inequalities (29) and (30) suffice to prove that the square linear system

issued from Scheme (21) (replacing one equation of (9) by
∫
Ω
p(x)dx = 0) is invertible. If β > 0, using the

topological degree argument as done in [8], we conclude to the existence of at least one solution to Scheme

(21). �

The next lemma shows a property of weak convergence of the discrete gradient which is used in the

passage to the limit in the scheme.
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Lemma 4.6 (Weak convergence of the gradient) Let F be a family of discretizations in the sense given in

Section 4.1. For any D ∈ F , let vD ∈ HM(Ω), such that:

the family (∇EvD)D∈F is bounded in (L2(Ω))d, (34)

the family (vD)D∈F converges weakly in L2(Ω) to v ∈ L2(Ω) as hD → 0. (35)

Then v ∈ H1
0 (Ω), and the family (∇EvD)D∈F converges to ∇v weakly in L2(Ω) as hD tends to 0.

Proof. Let ψ = (ψ1, . . . , ψd) ∈ (C∞(Rd))d; then

∫

Ω

∇EvD(x) ·ψ(x)dx =

∫

Ω

∇EvD(x) · PEψ(x)ds(x) +RE

where PE is the interpolation operator defined by (22), and |RE | ≤ CψhD‖∇EvD‖(L2(Ω))2 → 0 as hD → 0,

thanks to Assumption (34). Now, by (26) and (25) of Lemma 4.3,

∫

Ω

∇EvD(x) · PEψ(x)ds(x) = −
∫

Ω

vD(x)divψ(x)dx.

Therefore, by Assumption (35),

∫

Ω

∇EvD(x) · PEψ(x)ds(x) → −
∫

Ω

v(x)divψ(x)dx,

which shows that ∇EvD tends to ∇v in the distribution sense. Since the sequence (∇E)D∈F is bounded

in L2(Ω), we have that ∇v ∈ L2(Ω), and prolonging vD by 0 outside of Ω, we get that v = 0 in Rd \ Ω.

Therefore, ∇EvD tends to ∇v ∈ H1
0 (Ω) weakly in (L2(Ω))d. �

Theorem 4.1 (Convergence of the scheme) Let F be a family of discretizations in the sense given in Sec-

tion 4.1, such that there exists θ > 0 with θ ≤ θD for all D ∈ F . For any D = (M, E) ∈ F , let

(uE , pM) ∈HE(Ω)s×HD(Ω) denote a solution to Scheme (21). Then there exists a weak solution (u, p)
of (1) such that, up to a subsequence, uE converges in L2(Ω)d to u and pM converges in L2(Ω)d to p as

hD → 0. Moreover, if β = 0, the whole family converges to the unique weak solution of (1) as hD → 0.

Proof. Let (D(ℓ))ℓ∈N be a sequence of elements of F , such that hD(ℓ) tends to 0 as ℓ → ∞ and such

that there exists θ > 0 with θD(ℓ) ≥ θ, for all m ∈ N. Let (uE(ℓ) , pM(ℓ)) denote a solution of (21) for the

discretization Dℓ = (Mℓ, Eℓ, δtℓ). From estimate (29), using Rellich’s theorem, we deduce that there exists

u ∈ H1
0 (Ω)

d (with u = (u(k))k=1,...,d) and a subsequence of (D(ℓ))m∈N, again denoted by (D(ℓ))ℓ∈N, such

that û
(k)

M(ℓ) ∈ H1
0 (Ω) weakly converges in H1

0 (Ω)
d (therefore strongly in L2(Ω)d) to u(k) as ℓ → ∞ for

k = 1, . . . , d. Using Lemma 7.1 and the estimate (29), we get that uE(ℓ) also converges in L2(Ω)d to u as

ℓ → ∞. Thanks to the estimate (30) on the pressure, we may then consider a subsequence of (D(ℓ))ℓ∈N,

again denoted by (D(ℓ))ℓ∈N, such that pM(ℓ) weakly converges in L2(Ω) to some function p ∈ L2(Ω) as

ℓ→ ∞, with
∫
Ω
p(x)dx = 0.

We now have to prove that (u, p) is a weak solution of (1), which we do by passing to the limit on the

weak form of the scheme.

Let us first show that u ∈ E(Ω), i.e. divu(x) = 0 for a.e. x ∈ Ω. Let ϕ ∈ C∞
c (Ω); multipying (21b)

by PMϕ and integrating over Ω yields, thanks to Lemma 4.3:

∫

Ω

PMϕ(x) · divMuE(x)dx =

∫

Ω

∇EPMϕ(x) · uE(x)dx = 0.

Thanks to the regularity of the mesh, there exists C19 depending only on ϕ and θ such that

‖∇EPMϕ‖(L2(Ω))d ≤ C19. Therefore, by Lemma 4.6, ∇EPMϕ tends to ∇ϕ weakly in (L2(Ω))d as hD
tends to 0. Hence, passing to the limit in the above equation, we get that

∫
Ω
∇ϕ(x) · u(x)dx = 0 for any

ϕ ∈ C∞
c (Ω),which shows that divu(x) = 0 for a.e. x ∈ Ω.

Let ϕ ∈ C∞
c (Ω)d. Let us now show (1) with v = ϕ. We take (again omitting some indices (ℓ), thus

denoting D = D(ℓ)) vE = PEϕ ∈HE(Ω), as defined by (22), as test function in Scheme (21). We get that

〈uD, PEϕ〉E −
∫

Ω

pD(x)divMPEϕ(x)dx+ β bE(uD,uD, PEϕ) =

∫

Ω

f(x) · PEϕ(x)dx.
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Using Lemma 4.3 and the fact that pD(ℓ) weakly converges in L2(Ω) to p ∈ L2(Ω), we obtain that

lim
ℓ→∞

∫

Ω

pD(ℓ)(x)divD(ℓ)PE(ℓ)ϕ(x)dx =

∫

Ω

p(x)divϕ(x)dx.

Thanks to the weak and strong convergence properties of the different sequences, we get that

lim
ℓ→∞

〈uD(ℓ) , PE(ℓ)ϕ〉E(ℓ) = lim
ℓ→∞

∫

Ω

S(ûD(ℓ) , P̂E(ℓ)ϕ)(x)dx =

∫

Ω

S(u,ϕ)(x)dx.

We also have, thanks to the definition (22) of PEϕ,

lim
ℓ→∞

∫

Ω

f(x) · PE(ℓ)ϕ(x)dx =

∫

Ω

f(x) ·ϕ(x)dx.

Let us now turn to the study of the limit of bE(ℓ)(uD(ℓ) ,uD(ℓ) , PE(ℓ)ϕ). By the definition (19) of bE , again

dropping some indices (ℓ), we have:

bE(uD,uD, PEϕ) =

∫

Ω

(uM(x) · ∇E)(ΠDuE)(x) ·ΠD(PEϕ(x))dx,

Thanks to the regularity of the mesh, the family ∇E(ΠDuE) is bounded in (L2(Ω))d. Moreover, using

Lemma 7.1 and the estimate (29), we get that there exists C20, only depending on θ, such that

‖ΠDuD − uD‖L2(Ω)d ≤ hDC20‖uD‖E ,

which proves that ΠD(ℓ)uD(ℓ) converges to u in L2(Ω)d. Therefore, thanks to Lemma 4.6, that ∇E(ℓ)uD(ℓ)

converges weakly in (L2(Ω))d to ∇u. Since we have that ΠD(ℓ)ϕ converges in (L∞(Ω))d to ϕ, we obtain

the convergence of bE(ℓ)(uD(ℓ) ,uD(ℓ) , PE(ℓ)ϕ) to
∫
Ω
(u(x) · ∇)u(x) ·ϕ(x)dx as ℓ→ ∞, which completes

the proof that (1) holds for all v ∈ H1
0 (Ω)

d by density. �

5 The extended MAC scheme for the time–dependent Navier-Stokes

equations

5.1 Definition of the scheme

Let D be the collection of all the space discretization data as given in Section 4.1. The discrete approximation

of the time–dependent Navier–Stokes equations (4) is then given by the following relations. The initial

condition is approximated by u(0) ∈HE(Ω) defined by

u(0)σ =
1

|V (k)
σ |

∫

V
(k)
σ

u
(k)
ini (x)dx, ∀σ ∈ E(k), (36)

and, for a given time step δt > 0, let us denote by t(n) = nδt for n ≥ 0. The scheme is defined by

δ
(n+ 1

2 )

D,δt u(x) =
u(n+1)(x)− u(n)(x)

δt
, for a.e. x ∈ Ω, (37)

divMu
(n+ 1

2 )(x) = 0, for a.e. x ∈ Ω, (38)

and, for a given α ∈ [ 12 , 1],

for all n ∈ N, (u(n+1), p(n+
1
2 )) ∈HE(Ω)×HM(Ω),

∫

Ω

p(n+
1
2 )(x)dx = 0, u(n+ 1

2 ) = (1− α)u(n) + αu(n+1),

∫

Ω

δ
(n+ 1

2 )

D,δt u(x) · v(x)dx+ 〈u(n+ 1
2 ),v〉E −

∫

Ω

p(n+
1
2 )(x)divMv(x)dx

+β bD(u
(n+ 1

2 ),u(n+ 1
2 ),v) =

1

δt

∫ t(n+1)

t(n)

∫

Ω

f(x, t) · v(x)dxdt, ∀v ∈HE(Ω).

(39)
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We then denote

ûD,δt(x, t) = û
(n+ 1

2 )(x), uD,δt(x, t) = u
(n+ 1

2 )(x), and pD,δt(x, t) = p(n+
1
2 )(x),

for a.e. (x, t) ∈ Ω× (t(n), t(n+1)), ∀n ∈ N, (40)

and we define the discrete time derivative

δD,δtu(x, t) = δ
(n+ 1

2 )

D,δt u(x) for a.e. (x, t) ∈ Ω× (t(n), t(n+1)), ∀n ∈ N.

Remark 5.1 (Time discretization) We consider a constant time step only for the sake of clarity of nota-

tions. The mathematical analysis is still valid with a variable time step.

Note that the above scheme corresponds to a Crank–Nicolson-like scheme for α = 1
2 , and to an implicit

scheme for α = 1.

5.2 Mathematical analysis

Lemma 5.1 (Estimates on the velocity and the pressure) Let δt = T/NT with NT ∈ N∗, let D be a

discretization as defined in Section 4.1. Let the initial condition u(0) be defined by (36), and, for a given

α ∈ [ 12 , 1], let (u(n+1),u(n+ 1
2 ), p(n+

1
2 )) ∈ HE(Ω) × HE(Ω) × HM(Ω) such that (38)-(39) holds for

n = 1, . . . , NT . Then there exists C21, only depending on f , uini, T and Ω, such that the following discrete

L2(H1) and L∞(L2) estimates hold:

NT−1∑

n=0

δt‖u(n+ 1
2 )‖2E ≤ C21, (41)

and ‖u(n)‖L2(Ω)d ≤ C21, n = 0, . . . , NT . (42)

Moreover we have the following L1(L2) estimate on the pressure:

|pD,δt|L1(0,T ;L2(Ω)) ≤ C22, n = 0, . . . , N, (43)

where C22 only depends on D, β, δt, f , uini and Ω. Therefore there exists at least one solution to (38)-(39)

if β > 0 and exactly one solution if β = 0.

Proof. Let us first remark that (42), for n = 0, is due to the Cauchy–Schwarz inequality applied to (36).

We let u = u(n+ 1
2 ) in (39). The nonlinear term again vanishes, which leads, using the Young, Poincaré and

Korn inequalities, to:

1
2‖u(n+1)‖2L2(Ω)d − 1

2‖u(n)‖2L2(Ω)d + (α− 1
2 )‖u(n+1) − u(n)‖2L2(Ω)d

+ δt C13‖u(n+ 1
2 )‖2E ≤ diam(Ω)2

2 ‖f‖2
(L2(Ω×(t(n),t(n+1)))d

+ δt
2 ‖u(n+ 1

2 )‖2E .

Summing for n = 0, . . . , N − 1 lead to both (41) and (42). Following the same ideas as in the proof of

Lemma 4.5, we get the existence of C23, only depending on θ, β and Ω such that

δt‖p(n+ 1
2 )‖L2(Ω) ≤ C23

(
δt‖u(n+ 1

2 )‖E + δt‖u(n+ 1
2 )‖2E+

‖u(n+1) − u(n)‖L2(Ω)d +
√
δt‖f‖(L2(Ω×(t(n)t(n+1))d

)
.

Summing the above inequality on n = 0, . . . , NT − 1, using the Cauchy Schwarz inequality for the terms

δt

NT−1∑

n=0

‖u(n+ 1
2 )‖E and

√
δt

NT−1∑

n=0

‖f‖(L2(Ω×(t(n),t(n+1)))d , inequality (41) for the term δt

NT−1∑

n=0

‖u(n+ 1
2 )‖2E

and inequality (42) for the term

NT−1∑

n=0

‖u(n+1) − u(n)‖L2(Ω)d lead to (43).

The existence of at least one solution to the scheme is then again deduced from the use of the topological

degree results, as in [8], as well as the uniqueness of the solution if β = 0. �

Since our aim is to apply Theorem 7.1, we define a second norm onHE(Ω) in the next definition.
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Definition 5.1 (Dual norm) Let us define the following dual norm onHE(Ω):

∀ w ∈HE(Ω),
‖w‖⋆,E = sup

{∫
Ω
w(x) · v(x)dx,v ∈HE(Ω), ‖v‖E = 1 and divMv = 0

}
.

(44)

Let us denote by YE the space HE(Ω) equipped with the norm ‖ · ‖⋆,E . We define a continuous embedding

of YE in E(Ω)′ (recall that E(Ω) = {v ∈ (H1
0 (Ω))

2; divv = 0}) by the relation

〈w,v〉E(Ω)′,E(Ω) =

∫

Ω

w(x) · PEv(x)dx, ∀w ∈HE(Ω), ∀v ∈ E(Ω). (45)

where PEv is defined by (22) in Lemma. ??. Note that, thanks to (24) we get that

‖w‖E(Ω)′ ≤ C1‖w‖⋆,E , ∀w ∈HE(Ω), (46)

where C1 only depends on θ and Ω.

In view of applying Theorem 7.1, let us study the dual norm of the discrete time derivative.

Lemma 5.2 (Estimate on the dual norm of the discrete time derivative) Let δt = T/NT with NT ∈ N∗,

let D be a discretization as defined in Section 4.1 and let θ < θD. Let (u(0)) be defined by (36), and, for a

given α ∈ [ 12 , 1], let (u(n+1),u(n+ 1
2 ), p(n+

1
2 )) ∈HE(Ω)×HE(Ω)×HM(Ω) such that (38)-(39) holds for

n = 1, . . . , NT . Then there exists C24, only depending on f , uini, T , Ω, β and θ, such that

‖δD,δtu‖L4/3(0,T ;YE) ≤ C24. (47)

(Note that, thanks to (46), a similar inequality holds on ‖δD,δtu‖L4/3(0,T ;E(Ω)′).)

Proof. Let us take v ∈HE(Ω), with divMv = 0, as test function in Scheme (39). Using (45) leads to

∫

Ω

δ
(n+ 1

2 )

D,δt u(x) · v(x)dx+ 〈u(n+ 1
2 ),v〉E + β bD(u

(n+ 1
2 ),u(n+ 1

2 ),v) =

1

δt

∫ t(n+1)

t(n)

∫

Ω

f(x, t) · v(x)dxdt.

Since u(n+ 1
2 ) satisfies (38) we get thanks to the estimate (28) of Lemma 4.4 and to the estimate (42) that:

|bD(u(n+ 1
2 ),u(n+ 1

2 ),v)| ≤ C25‖u(n+ 1
2 )‖3/2E ‖v‖E ,

where C25, only depends on f , uini, T , Ω and θ. We then get that there exists C26, only depending on f ,

uini, T , β, Ω and θ, such that

‖δD,δtu(t)‖∗,E ≤ C26


‖u(n+ 1

2 )‖E + ‖u(n+ 1
2 )‖3/2E +

∥∥∥∥∥
1

δt

∫ t(n+1)

t(n)

f(·, t)dt
∥∥∥∥∥
L2(Ω)d


 .

Remarking that ‖u(n+ 1
2 )‖

4
3

E ≤ 1 + ‖u(n+ 1
2 )‖2E and that

∥∥∥∥∥
1

δt

∫ t(n+1)

t(n)

f(·, t)dt
∥∥∥∥∥

4
3

L2(Ω)d

≤ 1 +

(
1

δt

∫ t(n+1)

t(n)

‖f(·, t)‖L2(Ω)ddt

)2

≤ 1 +
1

δt

∫ t(n+1)

t(n)

‖f(·, t)‖2L2(Ω)ddt,

we get that there exists C27, only depending on f , uini, T , β, Ω and θ, such that

‖δD,δtu(t)‖
4
3

∗,E ≤ C27

(
1 + ‖u(n+ 1

2 )‖2E +
1

δt

∫ t(n+1)

t(n)

‖f(·, t)‖2L2(Ω)ddt

)
.

Integrating for t ∈ (0, T ) and using the discrete L2(H1) estimate on the velocity (41), we get that there

exists C24, only depending on f , uini, T , Ω, β and θ, such that (47) holds, which concludes the proof. �
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Theorem 5.1 (Convergence of the scheme) Let F be a family of time space discretizations (D, δt), where

D is a discretization in the sense given in Section 4.1 and there exists NT ∈ N∗ such that δt = T/NT . We

assume that there exists θ > 0 with θ ≤ θD for all D ∈ F (see Section 4.1). For any D = (M, E , δt) ∈ F ,

let (uE,δt, pmesh,δt) denote a solution to Scheme (36)-(9)-(39) for a given α ∈ [ 12 , 1]. Then there exists a

weak solution u of (4) such that, up to a subsequence, uE,δt converges in L2(Ω× (0, T ))d to u as hD → 0
and δt→ 0, which shows that

‖∂tu‖L4/3(0,T ;E(Ω)′) ≤ C24. (48)

Moreover, if β = 0, the whole family converges to the unique weak solution of (4) as hD → 0 and

δt→ 0.

Proof. Let Dℓ = (Mℓ, Eℓ, δtℓ)ℓ∈N be a sequence of elements of F , such that hDℓ
and δtℓ tend to 0 as

ℓ→ ∞. From thereon, we denote uMℓ,δtℓ by uℓ for short.

Step 1 Proof that hypotheses (h1-h4) of Theorem 7.1 hold, and consequences.

In our setting, the space B of Theorem 7.1 is L2(Ω)d. We take Bℓ = {w ∈ HEℓ
; divDℓ

w = 0}. The

norm ‖ · ‖Xℓ
is the norm ‖ · ‖Eℓ

, and the norm ‖ · ‖Yℓ
is defined in Definition 5.1.

Let (wℓ)ℓ∈N be a sequence of functions of Bℓ such that ‖wℓ‖Eℓ
≤ C for some C ∈ R+. Then by

definition of the norm ‖wℓ‖Eℓ
and thanks to Rellich’s theorem, the sequence (ŵℓ)Eℓ

converges in L2(Ω)d

to some w ∈ L2(Ω)d; therefore, by the inequality (52) of 7.1 given in the Appendix, the sequence (wℓ)Eℓ

also converges to w in L2(Ω)d. Thus, assumption (h1) of Theorem 7.1 is satisfied.

Let us then show that assumption (h2) is also satisfied. Let (wℓ)ℓ∈N be a sequence of functions of

L2(Ω)d such that wℓ ∈ Bℓ and ‖wℓ‖Eℓ
≤ C for some C ∈ R+, and such that there exists w ∈ B with

wℓ → w in B and ‖wℓ‖⋆,Eℓ
→ 0 as ℓ→ ∞. By definition of the norm ‖ · ‖⋆,Eℓ

, we have

∫

Ω

wℓ(x) ·wℓ(x)dx ≤ ‖wℓ‖⋆,Eℓ
‖wℓ‖Eℓ

→ 0 as ℓ→ ∞,

which shows that w = 0.

From estimates (41) and (47), we get that hypotheses (h3) and (h4) of Theorem 7.1 are satisfied. There-

fore, we deduce that there exists u ∈ L1(0, T ;L2(Ω)d) and a subsequence of (Dℓ, δtℓ)ℓ∈N, again denoted

by (Dℓ, δtℓ)ℓ∈N, such that uℓ converges in L1(0, T ;L2(Ω)d) to u as ℓ→ ∞.

Step 2 Proof that u is a weak solution of (4).

As in [8], we easily get that u ∈ L2(0, T ;H1
0 (Ω)

d) and we prove the convergence in L2(Ω × (0, T ))d

to u of ûℓ. Lemma 7.1 implies the same convergence property for uℓ. We get that divu(x, t) = 0 in the

same manner as in the steady case. The proof that u satisfies (4) follows the same steps as the Navier-

Stokes steady case, using a divergence free test function. The convergence of the additional time term to the

corresponding continuous limit is then classical.

Step 3 Proof that (48) holds.

Thanks to (47), extracting a subsequence such that δDℓ,δtℓuℓ weakly converges in the Sobolev space

L4/3(0, T ;E(Ω)′), we may pass to the limit in (45). We thus get

∫ T

0

ϕ(t)〈 lim
ℓ→∞

δDℓ,δtℓuℓ(t),v〉E(Ω)′,E(Ω)dt = −
∫ T

0

ϕ′(t)

∫

Ω

u(x, t)v(x)dxdt,

∀v ∈ E(Ω), ∀ϕ ∈ C1
c ((0, T )).

The preceding relation allows to conclude that

∂tu = lim
ℓ→∞

δDℓ,δtℓuℓ(t),

and therefore that (48) holds.

�
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6 Numerical examples

6.1 An analytical steady problem

We consider a problem where the continuous solution of the Navier–Stokes equations (1) in the case (2)

with β = 1 is given by:

ū1(x1, x2) = 2π sin2(πx1) cos(πx2) sin(πx2)

ū2(x1, x2) = −2π cos(πx1) sin(πx1) sin
2(πx2)

p̄(x1, x2) = sin2(πx1) sin
2(πx2)

in a circle with centre (0.5, 0.5) and radius 0.45. We consider four meshes for the mass conservation Mj ,

j = 0, . . . , 3, defined in the following way:

1. a structured square 10× 10 is given on the square [0, 1]× [0, 1],

2. for i = 0, . . . , 3, let us split in 4 control volumes each grid block whose centre (x1, x2) satisfies

√
(x1 − 0.5)2 + (x2 − 0.5)2 ≥ 0.45− 0.25/2i,

3. get rid of all the control volumes K with centre (x1, x2) such that

√
(x1 − 0.5)2 + (x2 − 0.5)2 > 0.45.

Let us denote card(Mj) the number of control volumes of the mesh Mj . We get that card(M0) = 1604,

card(M1) = 6416, card(M2) = 25592 and card(M3) = 102324. The L2 errors of unknowns u1, u2, p,

respectively denoted by e2(u1), e2(u2), e2(p), are respectively computed in the Voronoı̈ grids associated to

the velocity components and in Mj .

Left part of Figure (7) shows the errors log10(e2(u1)) and log10(e2(p)) with respect to log10(1/
√

card(Mj))
for j = 0, . . . , 3. On right part of Figure 7 are plotted the stream lines for the finest mesh. The velocity

-4

-3.5

-3

-2.5

-2

-1.5

-1

-0.5

 0

-2.6 -2.5 -2.4 -2.3 -2.2 -2.1 -2 -1.9 -1.8 -1.7 -1.6

u(x)

p

2.09x+1.40

1.62x+2.13

Figure 7: Left: The L2 error with respect to the number of control volumes. Right: Stream lines.

components and the pressure are shown in Figure (8) for two meshes. Although the velocity fields are ac-

curately computed on the coarsest mesh, the pressure fields show oscillations where neighbouring control

volumes have contrasted sizes. However, these oscillations are decreasing while refining the mesh.

6.2 An inclined driven cavity

We consider a 30o inclined driven cavity, which corresponds to non homogeneous Dirichlet boundary con-

ditions for the velocity on the horizontal upper boundary of a parallelogram (see Figure 9) in the case (2).

We consider the case where the Reynolds number is equal to 1000, and we discretize the domain using

refinement strategies. We thus show the flexibility of this extended MAC scheme in this case. We obtain the

result shown in Figure 10. The results are compared to the literature [5] in Table 1. The results show the

expected precision.
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Figure 8: Horizontal component of the velocity (left), vertical component of the velocity (middle), pressure

(right) for j = 0 (top) and j = 2 (bottom).

1

1

ξ2

ξ1

0

0

Figure 9: An example of mesh, and the two media axes ξ1 and ξ2.

Figure 10: Velocity components, Dm

2 u(1) (left) u(2) (right)

Generalized MAC scheme [5]

#M 924 3698 14796 59190 102400 (= 3202)

min
(
u(1)(ξ2)

)
−1.860 · 10−1 −1.987 · 10−1 −1.994 · 10−1 −1.984 · 10−1 −1.9772 · 10−1

ξ2 7.500 · 10−1 7.826 · 10−1 7.875 · 10−1 7.8125 · 10−1 7.8185 · 10−1

min
(
u(2)(ξ1)

)
−2.143 · 10−2 −2.251 · 10−2 −2.065 · 10−2 −2.010 · 10−2 −1.9979 · 10−2

ξ1 3.423 · 10−1 3.238 · 10−1 3.146 · 10−1 3.192 · 10−1 3.1751 · 10−1

max
(
u(2)(ξ1)

)
1.361 · 10−2 1.361 · 10−2 1.254 · 10−2 1.216 · 10−2 1.2123 · 10−2

ξ1 7.853 · 10−1 8.038 · 10−1 8.269 · 10−1 8.246 · 10−1 8.2656 · 10−1

Table 1: Maximum and minimum of the velocity components along the centerlines ξ1 and ξ2.

6.3 A time–dependent case

We consider the Green-Taylor case with β = 10, in the same domain Ω as the one considered in Section

6.1, which is a circle, with center (0.5, 0.5) and radius 0.45, on the time domain [0, 0.1]. Nonhomogeneous
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Dirichlet boundary conditions are imposed. The solution is given, in the case (2), by

u(1)(x1, x2, t) = − cos(πx1) sin(πx2) exp(−2π2t),
u(2)(x1, x2, t) = sin(πx1) cos(πx2) exp(−2π2t),

p(x1, x2, t) = −β cos(2πx1) + cos(2πx2)

4
exp(−4π2t).

We plot in Figure 11 the L2 errors evaluated at time t = 0.1 as a function of the space step (−0.5 ×
log10(#M)). For each computation, the time step is set such that the temporal error is negligible with

respect to the spatial one. The sequence of time and space steps are given in Tab. 2: the ratio of two

successive time steps is 4 whereas it is only 2 for the space step. We observe that the approximate pressure

does not seem to converge in the case where α = 1/2, which does not occur in the case α = 1. If we plot

the values 1
2 (p

(n− 1
2 ) + p(n+

1
2 )) instead of p(n+

1
2 ), we observe that this post-processed pressure numerically

converges. All the converging curves show an order 2. In order to check the behaviour of the pressure in the

case α = 1/2, we show, in Figures 12 and 13, the pressures fields, for two meshes, the left and right figures

showing two consecutive times steps, and the middle one showing the average value between these ones.

This shows that, although the scheme obtained in the case α = 1/2 may lead to oscillations in pressures, it

is simple to get back converging pressures.

δt 6.25 10−3 1.5625 10−3 3.90625 10−4 9.765625 10−5

#M 1604 6416 25592 102324

Table 2: Time and space steps used for spatial order of convergence
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−5.5

−5

−4.5

−4

−3.5

−3

−2.5
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−1.5

−2.6 −2.5 −2.4 −2.3 −2.2 −2.1 −2 −1.9 −1.8 −1.7 −1.6

α = 1

α = 1/2, average pressure
α = 1/2

−1

2
log10(#M)

Figure 11: L2 errors (+: velocity ×: pressure) as a function of the size of the mesh.

Figure 12: An example of pressure solution at two consecutive time steps. p(n−
1

2
) (left) 1

2(p
(n− 1

2
) + p(n+

1

2
))

(middle) and p(n+
1

2
) with #M = 1604 and δt = 6.25 10−3

In order to check the convergence order with respect to the time step, we have chosen the sequence

described by Table 3. The errors are plotted in Figure 14 (for the case α = 1/2, we have compared the

exact pressure with the average pressure 1
2 (p

(n− 1
2 ) + p(n+

1
2 )) instead of p(n+

1
2 )). This shows an order 2 for

α = 1/2, and 1 for α = 1.



21

Figure 13: An example of pressure solution at two consecutive time steps. p(n−
1

2
) (left) 1

2(p
(n− 1

2
) + p(n+

1

2
))

(middle) and p(n+
1

2
) with #M = 25592 and δt = 3.90625 10−4

δt 0.05 0.025 0.0125 0.00635 0.003125

#M 1604 6416 25592 102324 409156

Table 3: Time and space steps used for time order of convergence

−6

−5.5

−5

−4.5

−4

−3.5

−3

−2.5
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−1.5

−1

−1.6 −1.4 −1.2 −1 −0.8 −0.6 −0.4 −0.2

α = 1

α = 1/2

log10(δt)

Figure 14: L2 errors (+: velocity ×: pressure) as a function of the time step.

7 Conclusion

The extension of the MAC scheme presented here seems to show interesting properties for practical compu-

tations. The grids are easy to construct, and complex domains may easily be dicretized with the possibility

of local refinement. This could lead to the use of this scheme in industrial and large scale problems. Work

is in progress to design a discrete nonlinear convection term which would resume to the classical MAC

scheme in the case of a uniform rectangular grid, while retaining the same properties in order to obtain the

mathematical convergence of the discrete solutions.

Appendix

Interpolation results

The first lemma that we give is a technical result which allows to bound, under adequate geometrical condi-

tions, the difference between various interpolates by the gradient of a P1 reconstruction.

Lemma 7.1 (Comparison between interpolates) Let Ω ⊂ Rd, with d ∈ N∗ be an open polygonal con-

nected open set, such that there exists a H1 conforming simplicial mesh T over Ω. We denote by T the

elements of M, by V the set of all vertices, and by VT the set of all vertices of T and by TT ⊂ T the set

of the simplices sharing a face with T . For s ∈ V , we denote by ξs the P 1 finite element basis function

associated to the node xs. We assume that are given some non-negative functions ψs, for all s ∈ V , such

that ∑

s∈V

ψs(x) = 1, for a.e. x ∈ Ω. (49)
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We denote by VV the set of all pairs of vertices (s, s′) ∈ V2 such that
∫
Ω
ψs

′(x)ξs(x)dx > 0, and we assume

that a set T (s, s′) ⊂ T is defined such that it contains all the elements T ∈ T with s ∈ VT , it contains at

least one T ∈ T such that s′ ∈ VT and for any pair (T, T ′) ∈ T (s, s′), there exists a sequence of simplices

T1, . . . , TM such that Ti+1 ∈ TTi
for i = 1, . . . ,M − 1, T = T1 and T ′ = TM .

Let C28 > 1 be defined by

C28 = max{diam(T )d

|T | , T ∈ T } ∪ {diam(T ′)

diam(T )
, T ∈ T , T ′ ∈ TT } ∪ {#T (s, s′), (s, s′) ∈ VV}. (50)

For (us)s∈V ∈ RV , let us denote û =
∑

s∈V usξs and u =
∑

s∈V usψs, and, for any T ∈ T and

x ∈ T , let us denote δ(x) = diam(T ). Then there exists C29 > 0 only depending on C28, such that

‖1
δ
(u− û)‖L2(Ω)d ≤ C29‖∇û‖L2(Ω)d , (51)

so that in particular,

‖u− û‖L2(Ω)d ≤ C29 max
T∈T

diam(T )‖∇û‖L2(Ω)d . (52)

Proof. By definition of û and u, thanks to the fact that
∑

s∈V ξs(x) =
∑

s∈V ψs(x) = 1, and applying the

Cauchy–Schwarz inequality, we get:

‖ 1
δ (u− û)‖2L2(Ω)d =

∫

Ω

1

δ(x)2
(
∑

s∈V

usξs(x)−
∑

s
′∈V

us′ψs
′(x))2dx

=

∫

Ω

1

δ(x)2
(
∑

s∈V

∑

s
′∈V

(us − us′)ξs(x)ψs
′(x))2dx,

≤
∫

Ω

1

δ(x)2

∑

(s,s′)∈VV

(us − us′)2ξs(x)ψs
′(x)dx.

We remark that the closure of T (s, s′) contains s, s′ and an interior connected path from s to s′, whose

intersection with any T ∈ T (s, s′) is either a nonzero vector w(T, s, s′) ∈ Rd or empty (then we set

w(T, s, s′) = 0, and therefore satisfies

∑

T∈T (s,s′)

w(T, s, s′) = s′ − s.

We may then write, since û is affine on each T ∈ T ,

us − us′ =
∑

T∈T (s,s′)

∇T ûẇ(T, s, s′),

denoting by ∇T û =
∑

s∈VT
us∇ξs(x), for all x ∈ T , the constant gradient of û in the simplex T . We get

(us − us′)2 ≤
∑

T∈T (s,s′)

|w(T, s, s′)|2
∑

T∈T (s,s′)

|∇T û|2,

which provides, denoting by (L(s, s′))2 =
∑
T∈T (s,s′) diam(T )2,

(us − us′)2 ≤ (L(s, s′))2
∑

T∈T (s,s′)

|∇T û|2,

and therefore

‖ 1
δ (u− û)‖2L2(Ω)d ≤

∫

Ω

∑

(s,s′)∈VV

(L(s, s′))2

δ(x)2

∑

T∈T (s,s′)

|∇T û|2ξs(x)ψs
′(x)dx

=
∑

T∈T

|∇T û|2
∫

Ω

∑

(s,s′)∈VVT

(L(s, s′))2

δ(x)2
ξs(x)ψs

′(x)dx,
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denoting by VVT the subset of all (s, s′) ∈ VV such that T ∈ T (s, s′). Let us show that there exists C29 > 0
only depending on C28, such that, for any T ∈ T ,

∫

Ω

∑

(s,s′)∈VVT

(L(s, s′))2

δ(x)2
ξs(x)ψs

′(x)dx ≤ C2
29|T |. (53)

We choose a point xT ∈ T . Let (s, s′) ∈ VVT , let x ∈ Ω be such that ξs(x)ψs
′(x) > 0. Since ξs(x) > 0,

there exists T1 ∈ T such that x ∈ T1 and s ∈ VT1
. Let us observe that, for any T ′ ∈ T (s, s′), then

diam(T ′) ≤ (C28)
Mdiam(T1), which implies that

(L(s, s′))2 ≤ C28(C28)
2Mdiam(T1)

2 = (C28)
2M+1δ(x)2. (54)

Since T1 ∈ T (s, s′), there exists a family of neighbouring simplices T1, . . . , TM , with M ≤ C28 (us-

ing (50)), such that T = TM . Therefore, diam(TM−1) ≤ C28diam(T ), and, by induction, diam(T1) ≤
(C28)

M−1diam(T ). This leads to the inequality |x−xT | ≤ C30diam(T ), denoting byC30 = (C28)
M/(C28−

1). Therefore, we get, using
∑

(s,s′)∈VVT
ξs(x)ψs

′(x) ≤ 1, that

∫

Ω

∑

(s,s′)∈VVT

ξs(x)ψs
′(x)dx ≤ |B(xT , C30diam(T ))|.

Denoting by C31 the real, only depending on the space dimension (2 or 3), such that |B(xT , diam(T ))| =
C31diam(T )d, we may write

|B(xT , C30diam(T ))| = C31diam(T )dCd30 ≤ C31C28C
d
30|T |.

Using (54), this concludes the proof of (53).

Thanks to
∑
T∈T |T ||∇T û|2 = ‖∑

s∈V us∇ξs‖2L2(Ω)d , we then conclude (51).

�

Lemma 7.2 (Comparison between Lp norms) Let Ω ⊂ Rd, with d ∈ N∗ be an open connected set, such

that there exists a H1 conforming simplicial mesh T over Ω. We denote by T the elements of M, by V the

set of all vertices. For s ∈ V , we denote by ξs the P 1 finite element basis function associated to the node s.

Then, for any p ∈ [1,+∞), there exists C(d, p) > 0, such that

‖
∑

s∈V

usξs‖Lp(Ω)d ≤
(∑

s∈V

|us|p
∫

Ω

ξs(x)dx

)1/p

≤ C(d, p)‖
∑

s∈V

usξs‖Lp(Ω)d , ∀(us)s∈V ∈ R
V . (55)

Proof. The left inequality of (55) is an immediate consequence of the convexity of the function x → |x|p,

which provides ∣∣∣∣∣
∑

s∈V

usξs(x)

∣∣∣∣∣

p

≤
∑

s∈V

|us|p ξs(x).

Let us turn to the proof of the right inequality of (55). Let T ∈ T and (a1, . . . , ad+1) ∈ Rd+1 be given, and

let, for any x ∈ T , ξ1(x), . . . , ξd+1(x) be the d+1 barycentric coordinates of x with respect to the vertices

(recall that the P 1 basis functions are defined by such coordinates in each simplex). We then denote, for a

given ε ∈ (0, 1/2), which will be chosen later, by

Ti(ε) = {x ∈ T, ξi(x) ≥ 1− ε}.

Since, on Ti, we have, for j 6= i, ξj(x) ≤ ε < 1 − ε, we get that all the Ti, i = 1, . . . , d + 1, are disjoint.

We then have ∫

T

∣∣∣∣∣
d+1∑

i=1

aiξi(x)

∣∣∣∣∣

p

dx ≥
d+1∑

i=1

∫

Ti(ε)

∣∣∣∣∣
d+1∑

i=1

aiξi(x)

∣∣∣∣∣

p

dx.

We may write, for x ∈ Td+1(ε),

|ad+1|(1− ε) ≤ |ad+1ξd+1(x)| ≤
∣∣∣∣∣
d+1∑

i=1

aiξi(x)

∣∣∣∣∣+
d∑

i=1

|aiξi(x)|

≤
∣∣∣∣∣
d+1∑

i=1

aiξi(x)

∣∣∣∣∣+ ε

d∑

i=1

|ai|,
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and therefore, thanks to the Young inequality

|ad+1|p(1− ε)p ≤ (d+ 1)p−1

(∣∣∣∣∣
d+1∑

i=1

aiξi(x)

∣∣∣∣∣

p

+ εp
d∑

i=1

|ai|p
)
,

Let us remark that the measure of Ti(ε) is equal to εd|T |. We then get

∫

T

∣∣∣∣∣
d+1∑

i=1

aiξi(x)

∣∣∣∣∣

p

dx ≥ εd|T |
d+1∑

i=1


 |ai|p(1− ε)p

(d+ 1)p−1
− εp

∑

j 6=i

|aj |p

 ,

which provides
∫

T

∣∣∣∣∣
d+1∑

i=1

aiξi(x)

∣∣∣∣∣

p

dx ≥ εd|T |
(

(1− ε)p

(d+ 1)p−1
− dεp

) d+1∑

i=1

|ai|p.

We then choose ε such that

ε = min(
1

3
,

1

(3d(d+ 1)p−1)1/p
).

We then have
(1− ε)p

(d+ 1)p−1
≥ 2p

3p(d+ 1)p−1
≥ 2

3(d+ 1)p−1
,

and therefore
(1− ε)p

(d+ 1)p−1
− dεp ≥ 1

3(d+ 1)p−1
.

Denoting C(d, p) > 0 the quantity defined by

C(d, p)p

d+ 1
=

(
min(

1

3
,

1

(3d(d+ 1)p−1)1/p
)

)d
1

3(d+ 1)p−1
,

we have then proved that

∫

T

∣∣∣∣∣
d+1∑

i=1

aiξi(x)

∣∣∣∣∣

p

dx ≥ C(d, p)p
|T |
d+ 1

d+1∑

i=1

|ai|p,

which implies (55).

�

Discrete Aubin-Simon result

As we mentioned earlier, the compactness result that we use in our proof of convergence of the scheme is

an adaptation of a previous result [10]. The differences between the theorem given below and [10, Theorem

3.4] are the following;

1. Theorem 7.1 is a compactness result in L1(0, T ;B) where B is some Banach space, while [10, The-

orem 3.4] is a compactness result in Lp(0, T ;B) for p ∈ [1,+∞). We chose to restrict to L1 for two

reasons:

• The proof is much simpler in the L1 case, especially in the case of variable time steps.

• In our framework,we can easily get the result in L2 by using compactness in L1 and the discrete

estimates (41) and (42), using the “Lp−Lq compactness” property and Sobolev inequalities, see

[9, Lemma 3.1].

2. The assumption (h2) that we require here is weaker than the assumption (h2) of [10, Theorem 3.4],

which does not require that (‖wn‖Xn
)ℓ∈N be bounded. A quick look at the proofs of [10, Lemma 3.1

and Theorem 3.4] shows that in fact they only require our hypothesis (h2) (which is easier to verify in

our framework).

3. We give here a version with variable time steps.
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4. The definition (56) of uℓ(·, t) corresponds to an α−scheme whereas that of [10, Theorem 3.4] corre-

sponds to an implicit scheme, i.e. α is equal to 1.

Theorem 7.1 (Discrete Aubin-Simon lemma) Let T > 0 and let B be a Banach space. Let (Bℓ)ℓ∈N be

a sequence of finite dimensional subspaces of B. For any ℓ ∈ N, let Nℓ ∈ N∗, t
(0)
ℓ = 0 < t

(1)
ℓ <

. . . < t
(Nℓ)
ℓ = T and δt

(n)
ℓ = t

(n)
ℓ − t

(n−1)
ℓ , n = 1, . . . , Nℓ. Let {u(n)ℓ , n = 0, . . . , Nℓ} ⊂ Bℓ and let

uℓ ∈ L1(0, T ;Bℓ) be defined, for a given real family (α
(n)
ℓ )n=1,...,Nℓ

, by

uℓ(·, t) = ũ
(n)
ℓ := (1− α

(n)
ℓ )u

(n−1)
ℓ + α

(n)
ℓ u

(n)
ℓ ∈ Bℓ,

for a.e. t ∈ (t
(n−1)
ℓ , t

(n)
ℓ ), and n ∈ {1, . . . Nℓ}.

(56)

Let δℓuℓ be the “discrete time derivative”, defined by:

δℓuℓ(·, t) = δ
(n)
ℓ uℓ :=

1

δt
(n)
ℓ

(u
(n)
ℓ − u

(n−1)
ℓ ) for a.e. t ∈ (t

(n−1)
ℓ , t

(n)
ℓ ), n ∈ {1, . . . , Nℓ}.

Let ‖ · ‖Xℓ
and ‖ · ‖Yℓ

be two norms on Bℓ. We denote by Xℓ the space Bℓ endowed with the norm ‖ · ‖Xℓ

and by Yℓ the space Bℓ endowed with the norm ‖ · ‖Yℓ
. We assume that

(h1) For any sequence (wℓ)ℓ∈N such thatwℓ ∈ Bℓ and (‖wℓ‖Xℓ
)ℓ∈N is bounded, then, up to a subsequence,

there exists w ∈ B such that wℓ → w in B as ℓ→ +∞.

(h2) For any sequence (wℓ)ℓ∈N such that wℓ ∈ Bℓ, (‖wℓ‖Xℓ
)ℓ∈N is bounded, there exists w ∈ B such that

wℓ → w in B and ‖wℓ‖Yℓ
→ 0 as ℓ→ +∞, then w = 0.

(h3) The family (α
(n)
ℓ )n=1,...,Nℓ,ℓ∈N and the sequence (‖uℓ‖L1(0,T ;Xℓ))ℓ∈N are bounded.

(h4) The sequence (‖δℓuℓ‖L1(0,T ;Yℓ))ℓ∈N is bounded.

Then there exists u ∈ L1(0, T ;B) such that, up to a subsequence, uℓ → u in L1(0, T ;B) as ℓ→ +∞.

Proof. The proof is mainly inspired by that of [10, Theorem 3.4]. The first step is to apply [10, Lemma

3.2], which states that, under Hypothesis (h1), there exists CX > 0 such that, for all ℓ ∈ N, for all u ∈ Bℓ,
‖u‖B ≤ ‖u‖Xℓ

. We then remark that, thanks to (h1) and (h2), for all ε > 0, there exists C(ε) > 0, such

that,

∀ℓ ∈ N, ∀u ∈ Bℓ, ‖u‖B ≤ ε‖u‖Xℓ
+ C(ε)‖u‖Yℓ

, (57)

following the proof of [10, Lemma 3.1]. We then remark that, using (h4), there exists Ct > 0 such that

∀ℓ ∈ N,

Nℓ∑

n=1

δt
(n)
ℓ ‖δ(n)ℓ uℓ‖Yℓ

≤ Ct.

Therefore we get from (h3) that the sequence (‖uℓ‖BV (0,T ;Yℓ))ℓ∈N is bounded; indeed we can write

Nℓ−1∑

n=1

‖ũ(n+1)
ℓ − ũ

(n)
ℓ ‖Yℓ

≤
Nℓ−1∑

n=1

(
α
(n+1)
ℓ δt

(n+1)
ℓ ‖δ(n+1)

ℓ uℓ‖Yℓ
+ (1 + α

(n)
ℓ )δt

(n)
ℓ ‖δ(n)ℓ uℓ‖Yℓ

)

≤ (1 + 2Cα)Ct,

denoting by Cα a bound of the family (α
(n)
ℓ )n=1,...,Nℓ,ℓ∈N. We then prolong uℓ by symmetry on (−T, 2T ),

setting uℓ(·,−t) = uℓ(·, t) and uℓ(·, T + t) = uℓ(·, T − t) for a.e. t ∈ (0, T ). We then get that uℓ ∈
BV (−T, 2T ;Yℓ), with ‖uℓ‖BV (−T,2T ;Yℓ) ≤ 3(1 + 2Cα)Ct. We also get, using (h3), that the sequence

(‖uℓ‖L1(−T,2T ;Xℓ))ℓ∈N is bounded as well, which leads that there exists C0 independent on ℓ such that

∫ 2T

−T

‖uℓ(·, t)‖Xℓ
dt ≤ C0.

We have, thanks to (57), for any τ ∈ (0, T ) and a.e. t ∈ (−T, 2T − τ),

‖uℓ(·, t+ τ)− uℓ(·, t)‖B ≤ ε‖uℓ(·, t+ τ)− uℓ(·, t)‖Xℓ
+ C(ε)‖uℓ(·, t+ τ)− uℓ(·, t)‖Yℓ

,
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which provides

∫ 2T−τ

−T

‖uℓ(·, t+ τ)− uℓ(·, t)‖Bdt ≤ ε2C0 + τC(ε)3(1 + 2Cα)Ct.

This proves that
∫ 2T−τ

−T
‖uℓ(·, t + τ) − uℓ(·, t)‖Bdt tends to 0 with τ , uniformly with respect to ℓ ∈ N.

Thanks to the multiplication of uℓ by a function ψ ∈ C∞
c (−T, 2T ), equal to 1 on (0, T ), we may ap-

ply the compactness theorem [10, Theorem 2.1] to obtain that the family (uℓ)ℓ∈N is relatively compact in

L1(0, T ;B).
�

Remark 7.1 (The original Aubin-Simon theorem) Note that in fact, our weaker assumption (h2) has a

continuous equivalent, and indeed, we may weaken one of the hypotheses of the classical Aubin-Simon

theorem [22]; indeed, the hypothesis “B continuously embedded in Y ” , which is equivalent to the following

hypothesis: If wn → w in B and ‖wn‖Y → 0, then w = 0, may be replaced by the weaker assumption “if

(wn)n∈N is bounded in X , converge in B to w and ‖wn‖Y → 0, then w = 0”.
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[9] P. Fabrie and T. Gallouët. Modeling wells in porous media flow. Math. Models Methods Appl. Sci.,

10(5):673–709, 2000.
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