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We introduce the notion of naive evidential classifier. This classifier, which has

a structure mirroring the naive Bayes classifier, is based on the Transferable

Belief Model and use mass assignments as its uncertainty model. This new
method is based achieves more robust inferences, mainly by explicitly modeling

imprecision when data are in little amount or are imprecise. After introducing

the model and its inference process based on Smet’s generalized Bayes theorem
(GBT), we specify some possible methods to learn its parameters, based on

the Imprecise Dirichlet Model (IDM) or on predictive belief functions. Some
experimental results on an agronomic application are then given and evaluated.

1. Introduction

When modeling and processing uncertainty, computing on multivariate

spaces is an important issue. If X1, . . . , XN is a set of variables assum-

ing their values over some finite spaces X1, . . . ,XN , defining directly a joint

uncertainty model over the Cartesian product X1 × . . . × XN and making

some inferences with this model is often impossible in practice. The use of

graphical models based on network architecture can solve this problem by

decomposing the joint uncertainty model into several pieces of conditional

models. This decomposition is possible thanks to conditional independence

property. Note that outside their computational tractability, another at-

tractive feature of such models is their readability for non-experts, thanks

to their graphical aspects.

The aim of this paper is first to introduce the notion of the Naive Ev-
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idential Classifier (NEC) as the counterpart of the Naive Bayes (NB) in

evidential theory. It uses the directed evidential network structure (DEVN)

proposed by Ben Yaghlane in1 and preforms inference by using the mod-

ified binary join tree (MBJT) algorithm, which uses the disjunctive rule

of combination (DRC) and the generalized Bayesian theorem (GBT), both

proposed by Smets in.6

In Section 2, we briefly present the Basics of NEC. Section 3 then pro-

vides some details about the practical instanciation and use of the NEC

structure. Finally, Section 4 presents some preliminary experiments on an

agronomical problem. Due to lack of spaces, only the essential elements are

provided, and the reader is referred to references for details.

2. Naive Evidential Classifier (NEC)

NEC the TBM counterpart of the Naive Bayes (NB) classifier. Thereby,

it is a graphical model having two parts: a qualitative and a quantitative

one. Recall that the aim of a classifier is learn a mapping from input values

X1, . . . , XN ∈ X1 × . . . × XN to an output class C ∈ C from available

(training) data, in order to predict the classes of new instances.

2.1. Graphical structure

NEC maintain the same graphical presentation as NB. In the figure 1, the

root C is class to predict and the leafs from X1 to Xn present features.

Fig. 1. A generalized presentation of the naive evidential classifier NEC

2.2. Quantitative part of NEC

Each edge represents a conditional relation between the two nodes it con-

nects. To each edge will be associated conditional mass distribution∗, while

∗Recall that a mass distribution m : 2|X| → [0, 1] on X is such that m(∅) = 0,∑
E⊆X m(E) = 1 and induces a belief and a plausibility measure such that bel(A) =∑
E⊆Am(A) and pl(A) = 1− bel(Ac).
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to each node will be associated a prior mass as follows:

• A prior mass distribution m(C) in the root (class) node.

• Both a prior mass distribution m(X) and a conditional mass dis-

tribution mX [C](xi) in each leaf node associated to an edge.

Section 3 explains how these masses can be learnt. The propagation of

beliefs for NEC, ensured by a Modified Binary Joint Tree Structure, is

illustrated in Figure 2 for nodes C and X2. We refer to1 for details.

Fig. 2. The propagation process in the MBJT using the GBT and the DRC

3. Learning and decision

3.1. Learning

Mass distributions in the model can be elicited from experts or constructed

from observed data (the usual case in classification). We propose two meth-

ods to infer such distributions: the Imprecise Dirichlet model (IDM)2 and

Denoeux’s multinomial model,4 obtaining respectively the NEC1 and NEC2

paremeterization.

The imprecision of mass distributions obtained by each methods is gov-

erned by hyperparameters, respectively the positive real number s ∈ R+

for the IDM and the confidence level α ∈ [0, 1] for Denoeux’s model. The

higher these parameters, the higher the imprecision of mass distributions.

3.2. Classification and evaluation

As imprecision is an interesting feature of evidence theory, we propose an

imprecise classification based on pairwise comparisons.5 Using the mass on
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C obtained for an instance x1, . . . , xN by propagation on the NEC, a class

c1 is told to dominate c2, denoted by c1 � c2 if the belief of c1 is larger

than the belief of c2 (bel(c1) ≥ bel(c2)) and the plausibility of c1 is larger

than the plausibility of c2 (pl(c1) ≥ pl(c2)) for all the distributions. The

retained set Ωm of possible classes is then the one of non-dominated classes,

i.e. Ωm = {c ∈ C| 6 ∃c′, c′ � c}. Evaluations are then made through the use

of set accuracy and of discounted accuracy (see3). Roughly speaking, if ĉ is

the true class, set-accuracy counts 1 each time ĉ ∈ Ωm, while the discounted

accuracy counts 1/|Ωm| with |Ωm| the cardinality of Ω. Both counts 0 when

ĉ 6∈ Ωm, and classical accuracy is recovered when |Ωm| = 1

4. Experiments On Durum Wheat

In this section we present preliminary results on an agronomic application of

NEC consisting in the prediction of the semolina milling value of the durum

wheat. Being able to predict this value from easy to measure parameters

would be very valuable both for farmers and industrials, the former because

it would help in grain selection, the latter to quickly assess wheat quality.

The database contains 256 samples issued from IATE experimental mill,

where the output class was the semolina value (discretized in four classes

specified by experts) and the input parameters were the Hectolitre Weight

(HLW), The Thousand Kernel Weight(TKW) and Vitreousness. NEC1 and

NEC2 are both evaluated according to set and discounted accuracy mea-

sures, and a ten-fold cross validation method was used.

Figures 3 and 4 show the variations of set- and discounted- accuracy

as a function of the parameters v (IDM) and α (Denoeux’s model). A

Fig. 3. Discounted Accuracy as a Function of v and α

first remark is that NEC1 tends to have worse performances than NEC2,

an observation that can be explained by the fact that the IDM is more
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Fig. 4. Set Accuracy as a Function of v and α

”simple” than Denoeux’s model. Hence NEC 1 is easier to compute, while

NEC2 gives better predictions. Another noticeable fact is that set-accuracy

does not necessarily decrease as the model gets more imprecise (Figure 4

left). This is due to the non-motonicity of the used decision rule (i.e., a

more imprecise m does not mean a bigger Ωm), and this could be solved by

choosing another (more imprecise) rule such as interval-dominance.5

Figure 5 displays the confusion matrix for both classifiers (where

the precise classification was chosen as the most plausible, i.e., c =

arg maxc∈C pl({c})). Again, both classifiers appear to be at odds, and it

is difficult to say which is better. However, as is supported by the relatively

low level of well-classed items, this difficulty to differentiate probably also

comes from the poor explanatory power of input variables, and more refined

modelling (planned in the future) as well as tests on other data sets would

be needed to make further conclusions.

Finally, to choose the best configuration, we propose to retain the best

one according to discounted accuracy (as it reflects balance between im-

precision and prediction quality), that is to say the NEC1 classifier with

v = 53.

5. Conclusion

In this paper, we have introduced the idea of Naive Evidential Classifier

as well as tools to instantiate and evaluate it. A preliminary application

has been achieved on an agronomical problem. Considering the quality of

available data, first results are encouraging, however much work remains to

be done:

• concerning the model itself, it would be desirable to realx the in-

dependence assumption anduse an augmented tree model;
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Fig. 5. Confusion Matrix: (a)given by NEC1 with v = 53; and (b)given by NEC2 with

α = 0.0000001

• concerning the application, a refined statistical analysis of the data

may allow to extract more relevant information or identify sub-

groups of interest (e.g., differentiating big and small grains or va-

rieties of wheat);

• concerning the general evaluation of the model, it remains to ap-

ply it to usual benchmarks and to confront it to other classical

classifiers.
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